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Abstract

In the past years we have witnessed Sentiment Analyticsnb@goincreasingly popular topic
in Information Retrieval, which has established itself @s@mising direction of research. With
the rapid growth of the user-generated content represaentelbgs, forums, social networks
and micro-blogs, it became a useful tool for social studieket analysis and reputation man-
agement, since it made possible capturing sentiments anwbogp at a large scale and with the
ever-growing precision. Sentiment Analytics came a long fwram product review mining to
full-fledged multi-dimensional analysis of social sentitheexposing people attitude towards
any topic aggregated along different dimensions, suchhasaind demographics.

The novelty of our work is that it approaches Sentiment Atiedyfrom the perspective
of Data Mining, addressing some important problems whidhofat of the scope of Opinion
Mining. We develop a framework for Large Scale Aggregatedti&eent Analytics, which
allows to capture and quantify important changes in aggeegsentiments or in their dynam-
ics, evaluate demographical aspects of these changes xplainethe underlying events and
mechanisms which drive them. The first component of our fvaonke is Contradiction Anal-
ysis, which studies diverse opinions and their interagteomd allows tracking the quality of
aggregated sentiment or detecting interesting sentim#éatehces. Targeting large scale ap-
plications, we develop a sentiment contradiction measasedb on the statistical properties of
sentiment and allowing efficient computation from aggredaentiments. Another important
component of our framework addresses the problem of mangand explaining temporal
sentiment variations. Along this direction, we proposeetdime series correlation methods
tailored specifically for large scale analysis of sentimeggregated over users demographics.
Our methods help to identify interesting correlation pasebetween demographic groups and
thus better understand the demographical aspect of seritagaamics. We bring another in-
teresting dimension to the problem of sentiment evolutigrstudying the joint dynamics of
sentiments and news, uncovering the importance of newdsaed assessing their impact on
sentiments. We propose a novel and universal way of modédiiferent media and their dy-
namics, which aims to describe the information propagatiorews- and social media. Finally,
we propose and evaluate an updateable method of sentimgmetgadion and retrieval, which
preserves important properties of aggregated sentimedtslao supports scalability and per-
formance requirements of our applications.
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Chapter 1

Introduction

During the recent years we have been witnessing the Inteemeiming an open platform, where
people can express their opinions and can be heard. Thenesargservices that allow people
to publish information and opinions, such as blogs, wikisums, social networks and others.
They all represent a rich source of opinionated informatardifferent topics, which can be
analyzed and exploited in various applications and costdxtis therefore not surprising that
we witness an increasing interest in the processing angsisaf unstructured data, with a
special focus on Web text data. The wealth of informationhenweb makes this endeavor not
only rewarding in terms of newly produced knowledge, bub alecessary, in order to exploit
all this available information.

Sentiment Analysis can be used to learn about a customditisdat to a product or its
features, or to reveal people’s reaction to some event ar ploditical preferences. Opinions
expressed by users are an important factor taken into cenagidn by product vendors, policy
makers and stock analysts. The analysis of sentimentssosiiggificant economic effects to
various businesses and therefore we also observe a boormsegwices that analyze public
sentiment on-demand. We believe that the interest in mifilep data would only continue
to grow, as new sources of such data emerge and attract mergi@b from businesses and
researchers alike.

However, with the proliferation of social web platforms, @vh millions of users provide
opinions on a wide variety of content, the scale of the prnobites also increased and became
an obstacle to traditional sentiment mining, aggregatiuh r@trieval methods. Nevertheless,
the need to provide fine-grained analytics of social dataasvong. Readily available users’
demographics along with opinion data constitute a gold fonextracting insights on what a
particular user group thinks and how their opinion evolvesrdime and compares to opinions
of others. This problem demands efficient and scalable mdstiar sentiment aggregation
and correlation, which account for the evolution of sentimsalues, sentiment bias, and other
factors associated with the special characteristics of datd.

1



1.1. THESIS CONTEXT AND PROBLEMS CHAPTER 1. INTRODUCTION

1.1 Thesis Context and Problems

People provide a huge amount of personal experiences antogitowards different topics
in the Web: In reviews, they express their opinions and egpees with a specific product or
service. In blog postings, a mixture of information, argmtseand opinions can be found. Fo-
rum postings can be seen as online discussions and exchatfgerp of arguments. Microblog
messages bear a reaction of people towards various evehfseeonal experiences. All these
expressed opinions are interesting for different appbeat Consider the following scenarios:

1. Given a specific medical treatment, a physician might ber@sted in positive and neg-
ative experiences or opinions with respect to this treatmBuat, not only a quantitative im-
pression is useful to him, also how the opinion changed orer aind which arguments were
used in favor or against a specific treatment. Another examiptontrasting sentiments comes
from political topics, which are extensively discussedha YWeb. Being aware of the opinions
expressed towards these topics might be crucial to come tpte correct prediction of the
impact and support for certain policies or decisions.

2. In some cases we want to detect where opinion of a groupafleeleviates from the
general population or from that of another group with deferdemographical attributes. For
instance, when computer scientists lga-fimovies more than people working in Finance. An-
other type of biases that we are interested in considers/lmrhbdifferences of demographical
groups, e.g. when people living in Italy think differentlgaut their local events compared to
people from Europe in general.

3. Changes in community’s opinion are usually driven by newlence or by impacting
events coming from news sources. However, these are oftementioned explicitly in texts,
and to recognize the cause of sentiment changes we wantigat&to a correlated news trend
and analyze the volume of news around a sentiment change, Bh@bserving the dynamics
of social media and their delayed reaction, we want to ptédease changes as soon as we are
able to recognize the establishing news trend.

Evidently, such problems require analyzing significant ants of data to produce a de-
sired output, and special methods that can exploit thisnaelto improve the resolution and
representativeness of sentiment analysis. Conventiendéihsent aggregation methods may be
inefficient for large scale analytics, especially when ggpent time intervals contain different
amount of sentiments and when a simple average of diversemgsm values is taken. The
information about real sentiment values can even be lostnvaggregating opposite values.

The aforementioned problems also require efficient setaldimhe series access methods
with a possibility of hierarchical navigation over time. Wever, the databases commonly used
for sentiment storage and access, are not optimized to theckvolution of sentiments on a
large scale or to support fast update rates.



CHAPTER 1. INTRODUCTION 1.2. THESIS STRUCTURE AND SOLUTIGN

1.2 Thesis Structure and Solutions

The objective of our research is to exploit the current warksentiment analysis and opinion

mining, and extend the state of the art in detecting, explgiand predicting sentiment con-

tradictions. Our additional goal is to provide efficient esthlable sentiment aggregation and
storage methods which serve as a basis for the proposedsslut

This thesis is structured as follows. In Chapter 2 we disthisselated work in Subjec-
tivity Analysis, various trends and directions of reseairctihis area, and identify different
problems, which help establishing the scope and aims of tbgept work. In Chapter 3 we
give an overview the particular problems we address and ithieraction within the proposed
framework. We also outline the most important methods, s&ary for tackling the identified
problems, and analyze their requirements. Following tBigpter 4 presents our approach for
sentiment aggregation and storage, which supports thaedttequirements and serves as a
basis for the solutions we list below.

In Chapter 5, we are focusing on the novel problenCohtradiction Analysiswhich aims
at finding sentiment-based contradictions and opiniortshif a large scale. First, we give a
thorough definition of contradictions, backed up by the ysialof related literature. Second,
we evaluate typical sentiment distributions and the hunmensgption of their diversity based
on user experiments. Third, we introduce a novel measurerdfadiction, which is based on
our observations. We study its properties related to ountlieins and real data. Finally, we
propose a scalable and accurate method for identifyingradictions at different time scales
and evaluate its performance using synthetic and realdwatasets, as well as a user-study.

Chapter 6 discussd3emographics Analysief extracted contradictions and concentrates
on the detection of correlated user behavior. We proposalalde approach for correlation
detection among various demographic groups, which istdeitar the analysis of their biases
and behavioral similarity. The novelty of our method is thaichieves very high efficiency by
compressing the top-k correlations, without significaaffgcting the quality of the results. We
test our approach on both synthetic and real datasets ngyasiefficiency and effectiveness.

In Chapter 7, we formulate a problem of identifying news e¢sdimat cause dramatic changes
of sentiments and thedynamics Analysis We propose a novel framework for a complex
news- and social media modeling, which is capable of detgatiteresting features of events by
observing a time series of news articles publications cbeaterest or social response, and then
correlating these data with time series of sentiment chedggected by various interestingness
functions. We also study the differences in response dycmb@tween various media.

We conclude in Chapter 8, where we discuss the achievemérite gresent work and
interesting findings, and outline future directions of eesé.

3



1.3. INNOVATIVE ASPECTS CHAPTER 1. INTRODUCTION

1.3 Innovative Aspects

This work addresses a novel large-scale sentiment aralytablem, focusing on the efficient
aggregation of sentiments, detection and explanationmfraent contradictions and opinion
shifts, and computation of significant sentiment correladifor different demographic groups
within dynamically determined time intervals. The main ttutions of this work can be

summarized as follows.

* We describe a novel data structure, which enables sent@mmatytics approaches to scale
to very large data collections by a careful indexing of tirmel @emographics into hier-
archies. It is incrementally maintained in an online envinent, and can outperform a
relational DBMS implementation by up to 3 orders of magnguloreover, our storage
maintains the statistical aggregates of sentiments, mirffito extract the most important
sentiment metrics and assess their significance. In ordemhiance the performance of
our algorithms, we also describe analytical results tHatato prune the search space,
while maintaining quality guarantees on results.

» We formally define the problem of contradiction detectiang further describe two vari-
ations of the problem, namelgynchronougandasynchronousontradictions. We present
an approach for sentiment contradiction detection, whichsing a novel contradiction
measure based on mean and variance of sentiment distribuiMe also develop sev-
eral other measures of aggregated sentiment, which cagterdesired behavior. Our
approach is uniquely designed to withstand noise and ilaeigy of online sentiment,
thanks to regression analysis and smart thresholding.

* We study various correlation measures and describe tbmiastics within the scope of
sentiment data. Based on a sentiment correlation of derpbgrgroups, and their hier-
archical relations, we define the concept of demographicsmadity, which is especially
useful for automated analysis of meaningful correlationsadarge scale. Specific to
demographics sentiments and maximality formulation, wecdbe efficient correlation
pruning methods. Furthermore, we introduce two novel naghor correlation compres-
sion, which allow for the efficient implementation of our atghms.

» We also aim at explaining the identified changes in sociadiop through analyzing corre-
lations between these changes and news events and undargtavent dynamics. First,
we propose a specific correlation method for these data.n8Seeee evaluate the differ-
ences in reaction to external events among various soci@ibraed develop methods able
to reconstruct event importance based on the observed @ressFinally, we develop a
framework that analyzes sentiment and news streams andsrtbde causality with the
aim to predict future sentiment shifts.



CHAPTER 1. INTRODUCTION 1.4. RELATED PUBLICATIONS

* We conduct an extensive set of experiments on several syngnd real datasets to val-
idate our problems, and evaluate the performance of outisokl The experiments
demonstrate that contradictions and correlated demogrgpbups can be identified very
efficiently with the help of our specialized indexing stozamnd effective pruning. Finally,
our evaluation provides insights on contradictions forrayeaof popular topics, and inter-
esting correlations among real demographic groups, wraahoe of particular interest to
social scientists and social recommender applications.
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Chapter 2

Background

The purpose of our background study is to highlight the dgu@lent of the field with a focus on
the recent years, examine the main trends that have appeatrezistudy of the field and their
evolution over time, report in a systematic way the perfarogaresults of competing algorithms
and the characteristics of the available datasets, andstissome of the emergent topics and
open research directions in the area of Subjectivity Analys

2.1 Introduction

Since the World Wide Web first appeared two decades ago, ithesged the way we manage
and interact with information. It has now become possiblgdther the information of our
preference from multiple specialized sources and reathiigstt from our computer screen. But
even more importantly, it has changed the way we share irgbom. The audience (i.e., the
receivers of the information) does not only consume thelavi@ content, but in turn, actively
annotates this content, and generates new pieces of infiormdn this way, the entire com-
munity becomes a writer, in addition to being a reader. Tqusgple not only comment on the
existing information, bookmark pages, and provide ratibgsthey also share their ideas, news
and knowledge with the community at large.

There exist many mediums, where people can express thezsseithe web. Blogs, wikis,
forums and social networks are examples of such mediumsgewlsers can post information,
give opinions and get feedback from other users. In their ogitt, they collectively represent
a rich source of information on different aspects of lifet more importantly so on a myriad
of different topics, ranging from politics and health to guat reviews and traveling. The in-
creasing popularity of personal publishing services dedént kinds suggests that opinionative
information will become an important aspect of the textwshdn the web.

Due to the ever-growing size of the information on the web,ame now barely able to
access the information without the help of search engindss problem gets harder, when
we want to aggregate the information from different sourckhiltiple solutions have been
proposed to solve this problem, and they are mainly speein factual information retrieval.
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To achieve this, subjectivity filtering is applied [116],onder to remove texts that may provide
a biased point of view. These texts can be distinguished lyyaimg sentiments expressed
by the authors, or by discovering explicit marks of contedidn with other texts [37]. This
dimension of web search emphasizes the importance of anglgabjective data.

We now turn our attention to the following interesting qu@st whether the subjective
data that exist on the web carry useful information. Infaioracan be thought of as data that
reduce our uncertainty about some subject. According suilew, the diversity and pluralism
of information on different topics can have a rather negatle. It is well understood, that
true knowledge is being described by facts, rather thanestilsg opinions. However, this
diversity in opinions, when analyzed, may deliver new infation and contribute to the overall
knowledge of a subject matter. This is especially true wherobject of our study is the attitude
of people. In this case, opinionative data can be usefulderio uncover the distribution of
sentiments across time, or different groups of people.

It is now becoming evident that the views expressed on theocaglbe influential to readers
in forming their opinions on some topic [57]. Similarly, tlopinions expressed by users are
an important factor taken into consideration by productdegs [61, 56, 17] and policy mak-
ers [97]. There exists evidence that this process has signtfeconomic effects [4, 5, 21].
Moreover, the opinions aggregated at a large scale may trefditical preferences [137] and
even improve stock market prediction [13]. These argumargsilustrated in the following
examples.

Example 1.Today we can see a growing number of blogs focused on varispeces of
politics. They cover the entire spectrum of interestediggrtfrom simple citizens expressing
their opinions on everyday issues, to politicians using thedium in order to communicate
their ideas (as was best exemplified during the last USA geesial elections), and from jour-
nalists criticizing the government to the government ftsklis to the benefit of all the parties
mentioned above to follow the opinions that are expressetvariety of topics, and to be able
to identify how these opinions or public sentiments changkevolve across time.

Example 2lmagine a potential buyer of a digital camera, who is not feamivith the details
of this technology. In this case, reading the camera spatitits can be an arduous task. In
contrast, the opinion of the community that shares the saeeeists with the buyer, can be
very informative. Therefore, a system that accumulatedifeek and opinions originating from
multiple sources, effectively aggregates this informatend presents the result to the user, can
be both helpful and influential.

In this study, we introduce readers to the problem®pinion MiningandOpinion Aggre-
gation, which have been rapidly developing over the last decadeelisas with a rather new
trend related to these areas, nam@gntradiction Analysis In the rest of this document, we
will use the termSubjectivity Analysiso refer to all three of the above problems together. We
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provide discussions on what the form of the problem that atigus in each one of these areas
solve is, and, where applicable, we also include a mathealdtirmulation.

To the best of our knowledge, only a few systematic survey® weblished in this area,
which nevertheless played an important role of establglitims an independent field of re-
search. Out of them we may name the works of Pang and Lee [Db@7[125], observing the
area from perspectives of machine learning and review mgirgapectively, as well as the recent
work by Liu Bing [82], systemizing existing methods and pdesbs.

Our current study has notable differences to the ones nresdiabove, with respect to both
new content, and also to the way that some common referenedgimg treated. We provide
a more balanced view on Subjectivity Analysis from perspestof its historic development
and evolution of methods. Our special attention is devateti¢ interaction between different
problems in this area and to a variety of methods appliedcideavith them. We emphasize on
the differences between these methods and try to outlimesit@pe and applicability for solving
the current as well as the emergent problems. Furthermageprasent novel comparative
information (in the form of graphs and tables) on the aldponi$ in this area, related to the
techniques they use, their performance, as well as to treselst used for their experimental
evaluation. Moreover, we include a considerable amounéewofinformation - starting from the
newly appeared literature on the topic and our evaluatioexddting papers from the different
perspectives, to a discussion of absolutely novel trendpini@n Mining in Microblogs and
Opinion Quality and Spam. This information helps the redden an overall picture for the
general area of Subjectivity Analysis: where the past &ffbave concentrated on, which the
most popular methods and techniques are, and what the ttnerds are.

In contrast with the first work, we build up our discussionuargd a classification of the pa-
pers into four different approaches (machine learningjahary based, statistical, and seman-
tic), also providing formal problem statements and methqalamations wherever they were
available for each of them. The approaches discussed ahgats@ from different aspects,
revealing their properties and applicability to Subjeitgiinalysis. Similarly, the section on
Opinion Aggregation mainly addresses the issues diffaetite work by [125]: we consider
the recent advances, a general workflow, the problems amtesaf the area, rather than its
particular methods. The work of Bing Liu [82], which appehdrring the preparation of this
work, also puts a considerable effort in systemizing thetexg methods and providing their
theoretical underpinnings. In our survey, we rather aintetkacribing the evolution of these
methods throughout the past decade and understandingagenseof their popularity.

The rest of this chapter is organized as follows. In Secti@w& provide a general view
of subjectivity analysis and outline major problems of th@main. Development, problems,
definitions and main trends of this area are described indecR.3 through 2.5. We analyze
and discuss the state of the art in Section 2.7. Finally, welcale in Section 2.8.
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2.2 Subjectivity Analysis

Subjectivity Analysis involves various methods and teghes that originate from Information
Retrieval (IR), Atrtificial Intelligence and Natural Langg@Processing (NLP). This confluence

of different approaches is explained by the nature of tha daing processed (free-form texts)
and application requirements (scalability, online ogergt Therefore, Subjectivity Analysis
shares much of its terminology and problem definitions whgdomains mentioned above. In
the following paragraphs, we discuss in more detail theditee on the problems @pinion
Mining andOpinion Aggregation\We review the recent developments in these areas, and then
present the field o€ontradiction Analysiswhich has recently started to attract interest.

2.2.1 Problems and Goals

The Subjectivity Analysis domain is still in the process efrig shaped, and its problem state-
ments touch upon different domains. Being originally staldin different communities, the
problems ofOpinion Miningand Sentiment Analysisave slightly different notions. Opinion
Mining originates from the IR community, and aims at extiragtnd further processing users’
opinions about products, movies, or other entities. Seariimnalysis, on the other hand, was
initially formulated as the NLP task of retrieval of sentimi& expressed in texts. Neverthe-
less, these two problems are similar in their essence, dindnider the scope of Subjectivity
Analysis. For the rest of this document, we will use both ¢hesms interchangeably.

At a first level of approximation, the various Subjectivity&lysis techniques can be de-
scribed as being composed of the following three steps:

1.identify, 2.classify 3. aggregate

These steps also implicitly list the most important proldemSubjectivity Analysis. For ex-
ample, a typical opinion mining process involves the first steps, and results in producing
sentiment values for texts. In opinion aggregation, thedtktep is involved as well, in order
to aggregate these sentiments. Note that even though tipiegagion can be considered as a
post-processing step, it is no less important than the pue\steps. Indeed, the analyst is often
times more interested in determining the common featurdsraaresting patterns that emerge
through sentiments from many different data sources, rdkfam in the opinions of particular
authors.

2.2.2 Terminology and Definitions

The subjectivity analysis area is a relatively new dirattod research. As such, there is no
established common framework for describing and modekegrélevant problems. Though,
some recent studies have made the first steps towards tacsidir.
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Opinion Mining operates at the level of documents, thatils¢gs of text of varying sizes
and formats, e.g., web pages, blog posts, comments, or giroliews.

Definition 1 (Document) D is a piece of text in natural language.

We assume that each document discusses at least one tapimptaall topics discussed in the
same document have to be related to each other.

Definition 2 (Topic) T is a named entity, event, or concept that is mentioned ircament D.

Examples of such topics are product features, famous pgreews events, happenings, or any
other concept s that may attract our interest. What we agedsted in is analyzing these topics
in connection to any subjective claims that accompany thEmerefore, for each of the topics
discussed in a document, we wish to identify the author’siopitowards it.

Definition 3 (Sentiment) S is the author’s attitude, opinion, or emotion expressetbpit T.

Sentiments are expressed in natural language, but as weewilbelow, they can in some cases
be translated to a numerical or other scale, which facdg#tirther processing and analysis.

There are a number of differences in meaning between ensemtiments and opinions.
The most notable one is thapinionis a transitional concept, which always reflects our atgtud
towards something. On the other hand, sentiments aredifféilom opinions in that they reflect
our feeling or emotion, not always directed towards sonmgthiFurther still, our emotions may
reflect our attitudes.

Generally speaking, the palette of human emotions is s trestit is hard to select even
the basic ones. Most of the authors in the NLP community agmnet@e classification proposed
by Paul Ekman and his colleagues [35], which mentions sixcba®otions: anger, disgust,
fear, joy, sadness, surpriséAlthough this classification is consistent in itself, ites to be
further extended by antonyms in order to allow capturingtp@sand negative shifts in opin-
ion. Accordingly, Jianwei Zhang et al. [153] propose to grdibe basic emotions along four
dimensions:Joy < Sadness, Acceptanee Disgust, Anticipation= Surprise, and Fear=
Anger. However, such a division requires a rather complex pracgsad analysis of the in-
put data, which is not always feasible. Therefore, the nitgjof the authors accept a simpler
representation of sentiments according to tpeiarity [107]:

Definition 4 (Sentiment Polarity) The polarity of a sentiment is the point on the evaluation
scale that corresponds to opositiveor negativeevaluation of the meaning of this sentiment.

Sentiment polarity allows us to use a single dimension érathan the four dimensions
mentioned above), thus, simplifying the representatiahraanagement of the sentiment infor-
mation.
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De Marneffe et al. [89] introduce a classification of conictidns consisting of seven types
that are distinguished by the features that contribute tmé&radiction (e.g., antonymy, negation,
numeric mismatches). Antonymy are words that have opposg@nings, i.e., “hot - cold” or
“light - dark”. Antonymy can give rise to a contradiction wh@eople use these words to
describe some topic. Negation imposes a strict and explicitradiction, e.g., “I love you - |
love you not”. Numeric mismatches form another type of caditttion, which may be caused
by erroneous data: “the solar system has 8 planets - the@e@amets orbiting the sun”. Their
work defines contradictions as a situation where “two sar@grare extremely unlikely to be
true when considered together”. In other words, contramistmay be defined as a form of
textual entailment, when two sentences express mutuatijigixe information on the same
subject [53].

The works discussed above rely on human-perceivable defisibf contradiction that sum-
marize our expectations about which features contribuaectintradiction. Opposite sentiments
are also very common sources of contradictions. Howevey, tiiay be described in different
terms compared to the textual entailment problem. Congluefollowing example: “I like
this book - This reading makes me sick”. Both sentences goav@ntradiction on opinions
expressed about a book, yet they may appear together if tlegdpto different authors. There-
fore, we may relax the 'exclusivity’ constraint of textuaitailment and propose the following
definition:

Definition 5 (Contradiction) There is a contradiction on a topic T in a document collection
D, between two sets of documerits, D, C D | D1\ D, = 0, when the information conveyed
about T is considerably more different betwd2nand D, than within each one of them.

In the above definition, we purposely not specify exactly tMraeans for a sentiment value
to be very different from another one. This definition captuthe essence of contradictions,
without trying to impose any of the different interpretaisoof what might cause a contradiction
to arise. For example, if we assume that opinion polarityhés relevant information, then a
contradiction would mean that two groups of documents esgpcentrasting opinions on some
topic. In Section 2.5 we discuss some of the papers for cstiigaopinion summarization,
which rely on this principle.

Another interesting application of contradiction anadys in supplementing information
retrieval systems, which in most of the cases are factdcenfiverse opinions introduce ex-
tra noise to such systems, which are intended to provideid antl unbiased representation
of information about different topics [116]. Understanglicontradicting opinions allows in-
formation retrieval systems to deal with opinionative dasang special methods, for example
by extracting the ground truth from different discussionsepresenting user support against
different conflicting topics.
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2.3 Opinion Mining

Opinion Miningis the problem of identifying the expressed opinion on aipaldr subject and
evaluating the polarity of this opinion (e.g., whether tkpressed opinion is positive or neg-
ative). Opinion Mining forms the basis upon which other taskder Subjectivity Analysis
can be built. It provides an in-depth view of the emotionsregped in text, and enables the
further processing of the data, in order to aggregate th&@@ms, or identify contradicting opin-
ions. Evidently, the quality of the results of Opinion Migims crucial for the success of all
subsequent tasks, making it an important and challengioigigm.

2.3.1 Problems in Opinion Mining

In the area of Opinion Mining, studies usually follow a wodkfl consisting of two stepsden-
tify (topics, opinionative sentences), asldssify(sentences, documents).

In the first step, we need to identify the topics mentionechaihput data, and also asso-
ciate with each topic the corresponding opinionative sergs. During this step, we may also
try to distinguish between opinionative and non-opiniareaphrases (i.e., perforsubjectiv-
ity identification). This additional task is useful, because not all phrasaisabntain sentiment
words are, in fact, opinionative. The reverse claim is alge:tsome of the opinionative phrases
do not contain positively (or negatively) charged wordsefHfore, performing this identifica-
tion task can be an effective addition to the classificatii@p $n order to improve precision
[146, 32, 105, 116, 145, 147]. Furthermore, retrieval ohamative documents evolved into a
separate task with many specific algorithms, like in [152,183, 54].

During the second step, the problemsehtiment classificatioils most often a binary clas-
sification problem, distinguishing betwepasitiveandnegativetexts. Nevertheless, additional
classes can also be introduced, in order to make the analgsesrobust and increase the qual-
ity (i.e., granularity) of results. For example, some ofwwks include thaeutralorirrelevant
sentiment categories, which mean that there is no sentinBntloing this, we can avoid the
subjectivity identification task mentioned above, and hinee classifier distinguish between
opinionative and non-opinionative phrases. There is emidéhat this approach has a positive
effect on the precision of the final results [68]. Previouskvd55] has also tried to improve
sentiment classification by running this task separatelyefch of the topic’s features (deter-
mined by an ontology) and averaging the output. Though,dieip is generally considered as
separate from topic identification [107].

In summary, we could argue that Opinion Mining can be viewsed elassification problem,
distinguishing between several classes of sentimentst(aftes, positive negativeand neu-
tral). This division is applicable to some extent even to the wesithat produce sentiments on
a numerical scale, in which case the division becomes a ntsetting thresholds (between
the sentiments classes).
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2.3.2 Development of Opinion Mining

Opinion Mining has been studied for a long time. Yet, the aesle in this area acceler-
ated with the introduction oMachine Learningmethods and the use of annotated datasets
[95, 108, 151, 32]. The evaluations found in [151, 71, 32, &ndnstrate that opinion data
obtained from the web, are represented primarily in disooetcategorical form. This happens
mainly because ratings and opinion labels are representedlimited number of categories
on the web. Such availability of categorical training dataofrs the use of machine learning
for such tasks as rating inference or review mining, and nmadehine learning tools the de-
fault choice for solving the Opinion Mining problem. A sidieet of the domination of these
tools is that the sentiment classification task is mostlysaered as a binary- or three-class
classification problem, distinguishing amopgsitive negative or neutral texts. However, it
is not clear whether this approach is the winner. On the aoptrecent studies demonstrate
the benefits of employing more complex (detailed) sentirkssifications [127], that provide
sentiment values on a continuous scale. Moreover, it is Im@ys possible to use supervised
machine learning methods. For example, when there are radated training data (like in blog
opinion retrieval), other types of approaches, [iketionary, Statistica] andSemantidecome
an interesting alternative.

The Machine Learning Approach is a sophisticated solution to the classification problem
that can be generally described as a two-step process: rh) tlea model from a corpus of
training data (supervised, unsupervised), and 2) clasisdyunseen data based on the trained
model.

Below, we provide a formal statement for the (superviseainimg step, adapted to our ter-
minology. We assume training data are documents represeraespacel), whose dimensions
are document features (e.g., frequency of words, bi-gratng, Furthermore, these documents
have been assigned a sentiment label from a space

Given training datd (D; € D, S €S)}, findg: D — S, g(D;) = argmaxf (D;,S)  (2.1)
s

The above formulation says that given a set of training paieswant to find a functioig that
maps documents to sentiment labels, according to the badicgon of some scoring function

f. This function takes as input documents and sentimentdarel gives a sentiment label prob-
ability prediction (using either conditional or joint pralility). Without loss of generality, the
learning process can be considered as an estimation oféh@gdunction. Examples of such
scoring functions are feature vectordbncomputed relative to class separating hyperplanes, or
functions based on decision trees.

The machine learning approach involves the following galseps. First, a training dataset
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is obtained, which may be either annotated with sentimérgl$a(supervised learning), or not
(unsupervised learning). Second, each document is repsgsas a vector of features. We
describe examples of such representations further in #te Third, a classifier is trained to

distinguish among sentiment labels by analyzing the relefemtures. Finally, this classifier is
used to predict sentiments for new documents.

The current popularity of the machine learning approaclofonion mining originates from
the work “Thumbs up?” by Pang and Lee [108]. The authors pegand evaluated three
supervised classification methods: Naive Bayes (NB), MaxmEntropy (ME) and Support
Vector Machines (SVM). According to their evaluation, SVMosved the best performance,
while NB was the least precise out of the three (though, tfierdnces among them were small).
Nevertheless, all the algorithms clearly surpassed théoranchoice baseline, exhibiting an
average precision of around 80%. Dave et al. [32] furtheereed the work of Pang and Lee,
emphasizing feature selection. They also used Laplaciamotsnmg for NB, which increased
its accuracy to 87% (for a particular dataset). HoweverS¥i# classifier has achieved similar
results, performing below NB only when using unigram feasufrefer also to Table 2). Pang
and Lee [105] also used subjectivity identification as a pregssing step in order to improve
the precision of NB.

The sentiment analysis task is very similar to the ratingnehce task, in which the class
labels are scalar ratings, such as 1 to 5 “stars”, repreggtite polarity of an opinion. The
need to provide a finer resolution of sentiments, withowafhg the classification accuracy,
required different multi-class categorization methodsipared to traditional SVM. Although
the SVM method has proved its efficiency for binary clasdiitcg the new problem demanded
more sophisticated solutions.

To address this challenge, Pang and Lee [106] in their st&deihg Stars” proposed to
use SVM in multi-clas®ne-versus-al(OVA) and regression(SVR) modes, combining them
with metric labeling, so that similar classes are posittboser to each other on a rating
scale. Metric labeling is a special caseasposteriorioptimization of class assignment with
respect tgorior assignment. This class assignment minimizes the sum afriss between
labels of adjacent points, penalized by point similaritid$eir results clearly demonstrated
that a combination of SVM with other unsupervised clasdificamethods results in better
precision. A subsequent work on support or opposition [f88her extended this approach
through modeling relationships and agreement betweemeiitihthe context of political texts.

The performance of machine learning methods is highly degeton the quality and quan-
tity of training data, which is scarce compared to the amaidninlabeled data. The paper
titled “Seeing Stars When There Are Not Many Stars” [52] megs a semi-supervised learn-
ing technique operating on a graph of both labeled and ulddlmata. The authors represent
documents with a graph, where vertices correspond to dattsyend edges are drawn between
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similar documents using a distance measure computed lglifemrn document features. These
assumptions are similar to metric labeling, except thay tre useda-priori, thus, allowing
to use even unlabeled data for training. Although their appih exhibited better performance
than SVR, the authors mention that it is sensitive to theashof the similarity measure, and
not able to benefit from the use of additional labeled data.

In the studies discussed above, rating inference tasksidereconsidered at the document
level, thus showing an 'average’ precision on heterogeseeviews, which mention multiple
aspects of the product with different sentiments expressedach one. This brings up the
problem of contextual sentiment classification, which reggialgorithms not only operating
at the sentence level, but also involving the context of esasitence in their analysis [147].
Extending on [106], Shimada and Endo [118] proposed to aealtings on the product-feature
level, naming their work “Seeing Several Stars”. They hagmdnstrated that SVR, despite
being less precise than SVM, produces output labels thatlaser to the actual ones. This
evidence also supports the claim in [106] that with the usa tgradual” function in SVR
“similar items necessarily receive similar labels”.

Topic-dependent sentiment analysis on a sub-documerititeaéso becoming a standard
tool for opinion extraction. O’Hare et al. [101] present gpepach to topic-dependent senti-
ment analysis in financial blogs. In particular, positive aegative opinions expressed towards
companies and their stock are distinguish by a machineitepapproach (Naive Bayes, SVM).
Based on topic terms, their approach first identifies texagraphs dealing with a specific topic.
Sentiment analysis is then performed on sub-document level

Apart from the choice of algorithms and data selection, #régpmance of machine learning
approaches is heavily dependent on feature selection. TDis¢ straightforward (yet, in some
cases very effective) way is to encode each feature in thieysiés presence or absence in the
document. In the case of word features, this would produeepls binary vector representa-
tion of a document. Extending this representation, we catead use relative frequencies of
words’ occurrence [118]. Though, not all words are equadjyresentative and, therefore, use-
ful for subjectivity analysis. This provides an opportyrid make the learning process more
efficient by reducing the dimensionality ©f (refer to Formula 2.1). Osherenko et al. [102]
demonstrate that it is possible to use just a small set of th&t adfective words as features,
almost without any degradation in the classifier's perfaroga Interestingly, the direct use of
sentiment values from such dictionaries, instead of bif@ayure presence values, has shown
little to no increase of precision. Therefore, studies lUlguese frequencies of words instead.
For example, Devitt and Ahmad [34] identify sentiment-liegmvords in a document by using
SentiWordNet, but then use just their frequencies of oetwe for the classification task. This
approach is also popular with dictionary methods, which escdbe below.

Finally, we should mention that machine learning is usedottier problems of opinion
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mining as well. For instance, Zhang et al. [154] describe@@ach that uses an SVM trained
on a set of topic-specific articles obtained from Wikipediajéctive documents) and review
sites (subjective documents) to perform subjectivity tdeation. Another example is the use
of machine learning to classify opinion spam [62, 78].

The Dictionary Approach relies on apre-constructed dictionariethat contain opinion
polarities of words. When it is necessary to process a coatis flow of texts coming at a high
rate (which is the case for web-scale analysis), simpleaempghtations of this approach can
calculate sentiments with the very high performance whileging their accuracy still usable
for aggregated analytics.

The most popular dictionaries today are the General Ingfyitee Dictionary of Affect
of Languagé, the WordNet-Affeci, or the SentiWordNet [39]. For instance, SentiWordNet
has been created automatically by means of a combinatiangafistic and statistic classifiers
and provides a triple of polarity scores (positivity, negat and objectivity) for each set of
synonyms from WordNet. Existing works exploit these researmainly for identification of
opinionative words, although some recent studies shovadtils possible to use polarity scores
directly, providing a sentiment value on a continuous spile 132, 94].

Most of the dictionary methods compute expression sentisngsing simple rule-based al-
gorithms and then aggregate polarity values for a senteneedmcument by averaging the
polarities of individual words, without considering samte’s syntactic structure or discourse
[156]. We now describe a formula that defines the most basie chdocument opinion assign-
ment using a dictionary:

Y web Sw-weight(w) - modi fier(w)
B Y weight(w)

In the above equatior§, represents the dictionary sentiment for a document wgrdrhich

is being aggregated with respect to some weighting funatieight) and modifier operator
modifier() (which handles negation, intensity words, and other cafestiag a-priori senti-
ment). Weighting functions may be defined statically forreaentence, or computed dynami-
cally, with respect to positions of topic words. Usually glaing functions represent a window
around the topic word, thus, taking into account the seniisief the words that are immediate
neighbors of the topic word in the document. For example, ightimg function can have the
value of 1 for two or three words surrounding the topic word] @ elsewhere. The weighting of
phrase words (reranking) can also be performed by machameitey methods [64], providing

SD) (2.2)

Lhttp://mww.wijh.harvard.edu/~inquirer/
2http://www.hdcus.com/
Shttp://wndomains.fbk.eu/wnaffect.html
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yet another hybrid method in addition to using sentimenaptl features in machine learning
classifier.

A more sophisticated processing of texts typically invelitP methods, which we believe
to provide the most accurate sentiment values, subjectitg ascontext-dependent dictionary.
For instance, the Sentiment Analyzer introduced by Yi ef1] the Linguistic Approach by
Thet et. al [127], or Live Customer Intelligence by Castatla et al. [17], extract sentiments
precisely for some target topics using advanced methodexipéoit domain-specific features,
as well as opinion sentence patterns, Part-Of-Speech taysyantactic parsing. [127] uses
a linguistic approach for analyzing sentiments of movidawe along a scale of -1 and 1 on
clause-level. The prior sentiment scores of the words ddrixom SentiWordNet and used by
rules to determine a contextual sentiment score for eaciselatilizing grammatical dependen-
cies of words. Different rules are specified for the varioaggpof a sentence (subject, object,
predicate, verb phrase).

We note that relying on the polarity values assigned by aatiaty is not always feasible,
as the dictionary may not be suited for use on particularsgésale.g., may not include some
domain-specific lexicons). Furthermore, dictionary methare usually not able to adapt po-
larity values to particular contexts. It turns out that weoén change their polarity when used
in different contexts [40]. Consider the adjectives “co{dénerally regarded as negative), and
“warm” (regarded as positive). When these adjectives aesl uis the phrases “cold wine”
and “warm beer”, their polarities change to positive andatieg, respectively. Such changes
mostly occur with the words with ambiguous meaning or witfeatives, which are usually
not present in general (cross-domain) sentiment dictieaaNevertheless, sentiment lexicons
can be extended or adapted to specific domains to improvestiadl of sentiment extraction.
For instance, [17] determine aspect-dependent sentimaaisviy noting their presence within
aspect-related clauses and then optimizing their poladgre through a robust regularization
framework [87]. In contrast to the dictionary approach, hae learning methods naturally
adapt to the corpus they are trained on.

TheStatistical Approach aims to overcome the problems of the Dictionary Approach-men
tioned above by usingynamically-constructed dictionarieg-or example, Farni and Klenner
[40] propose to derive posterior polarities using the couoence of adjectives in a corpus.
In this case, adaptability is achieved through the conBtm®f a corpus-specific dictionary.
Regarding the problem of unavailability of some words, thgas statistics method proposes
to overcome it by using a corpus that is large enough. Fopilnigose, it is possible to use the
entire set of indexed documents on the Web as the corpusddali¢tionary construction [139].

We can identify the polarity of a word by studying the freqcies with which this word
occurs in a large annotated corpus of texts [76, 93]. If thedvemcurs more frequently among
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positive (negative) texts, then it has a positive (negatpaarity. Equal frequencies indicate
neutral words. It is also interesting to mention, that aggilons working with the Chinese
language are able to recognize polarity even for unseensyalue to the fact that phonetic
characters determine the word’s sense [70, 71]. In this easean analyze frequencies of sin-
gle characters rather than words. Although computatigrdiicient, the basic method requires
a large annotated corpus, which becomes a limiting factor.

The state of the art methods are based on the observatiosithi¢édr opinion words fre-
guently appear together in a corpus. Correspondingly,ofwerds frequently appear together
within the same context, they are likely to share the samarippl Therefore the polarity of an
unknown word can be determined by calculating the relatieguency of co-occurrence with
another word, which invariantly preserves its polarity ¢gaample of such a word is “good”). To
achieve this, Peter Turney [139, 138] proposed to use thafaese Mutual Information (PMI)
criterion for statistical dependence [25], replacing iobty values with the frequencies of
term occurrencé€ (x) and co-occurrence (x near y):

F(xneary
FOF(y)

Sentiment polarity (expressed BMI-IR) for word x is then calculated as the difference be-
tweenPMI values computed against two opposing lists of words: p@sitiords,pWords such
as “excellent”, and negative words/Vords such as “poor”:

PMI(X,y) = log, (2.3)

PMI-IR(X) = Z PMI(X, p) — Z PMI(X, Nn) (2.4)
pepWords nenWords

Along with the formulas above, Turney et al. proposed toioktae co-occurrence frequen-
ciesF by relying on the statistics of the AltaVista web search eagExtending on this work,
Chaovalit et al. [18] used Google’s search engine to detesrthe co-occurrence of words,
increasing the precision. Read et al. [115] further extdrtties approach, employing Seman-
tic Spaces and Distributional Similarity as alternativeaklg-supervised methods. A detailed
study on constructing dictionaries of this kind was made algohda et al. [123], mentioning
some problems that occur due to the unavailability of thafhenodifier or non-persistence of
the search engine’s output. On the other hand, search ergjiow retrieving the co-occurrence
scores (thus, polarities) not only for words, but also farggles, which is a useful feature.

The use of statistical methods in computing opinion pojdras found an interesting devel-
opment in the work of Ben He et al. [54], where they proposestoan opinion dictionary along
with IR methods in order to retrieve opinionative blog podtkeir approach first builds a dic-
tionary by extracting frequent terms from the entire cdltet, which are then ranked according
to their frequency among opinion-annotated texts. Theirsemt polarity of each document
is computed as a relevance score to a query composed of thertop from this dictionary.
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Finally, the opinion relevance score is combined with th@daelevance score, providing a
ranking of opinionative documents on that topic.

The Semantic Approachprovides sentiment values directly (like the Statisticppfoach),
except that it relies on different principles for computig similarity between words. The
underlying principle of all approaches in this categoryhigttsemantically close words should
receive similar sentiment values.

WordNet [42] provides different kinds of semantic relasbips between words, which may
be used to calculate sentiment polarities. The possiltditiisambiguate senses of words using
WordNet can serve as a way to include the context of thesesaota the opinion analysis task.
Similar to statistical methods, two sets of seed words watitive and negative sentiments are
used as a starting point for bootstrapping the construci@ndictionary.

Kamps et al. [65] proposed to use the relative shortest pathrte of the “synonym” re-
lation, demonstrating a good degree of agreement (70%)amigmnnotated dictionary. Another
popular way of using WordNet is to obtain a list of sentimewnrds by iteratively expanding
the initial set with synonyms and antonyms [67, 58]. The issert polarity for an unknown
word is determined by the relative count of positive and tiggaynonyms of this word [67].
Otherwise, unknown words may also be discarded [58]. Howévie important to know that
since the synonym’s relevance decreases with the lengtiegidath between the synonym and
the original word, so should the polarity value, too. Adaliially, the polarity of a word is often
averaged over all possible paths to it. Though, as was mboueby Godbole et al. [51], we
should only consider paths that go through the words of threegzolarity as initial.

2.3.3 Opinion Mining in Microblogs

In the above paragraphs, we mostly considered static agipeeao the problem of Opinion
Mining, where the classifier's model does not change aftargoeonstructed. However, there
exists another class of applications, such as those anglyzéssages in microblogging, which
require adaptability of the model to changing data durirggahalysis.

The most prominent example of microblogging platforms,chtallows for real-time anal-
ysis, is Twitter. Its vast user community, all-around preseand informal style of conversation
make Twitter a rich source of up-to-date information onetint events and a good indicator of
users’ moods. Recently, it was demonstrated that sentgrierh Twitter messages correlate
with political preferences [137, 81], and even improve ktoarket prediction [13].

Recent works have identified several differences betwe@marpmining in microblogs
when compared to conventional opinion analysis of documeiihe most useful feature of
short messages is the availability of sentiment or mood @tions in messages, providing a
good source of training data for classifiers [50, 9, 104]. theo feature convenient for senti-
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ment extraction is the general tendency to mention only opetand a wide usage of hashtag
annotations. However, a fairly short size of messages amgrbliferation of internet slang
require adaptations of existing sentiment extraction nwde

Pak and Paroubek [104] performed statistical analysisgllistic features of Twitter mes-
sages and report interesting patterns which may help digsh among sentiment classes. They
demonstrate that an NB classifier, based on negation exddndgam features, achieves good
accuracy (albeit, at the expense of low recall) and can biluseinformation retrieval appli-
cations. Bermingham and Smeaton [7] compared the perfarenahSVM and Multinomial
Naive Bayes (MNB) classifiers on microblog data and reviemnsl demonstrated that in most
cases these classifiers yield better results on shortHeaginion-rich microblog messages.

However, sometimes the content of short text messages giffa@ient to extract their sen-
timents reliably. Hu et al. [60] describe a method of sentihamalysis for microblog messages
that leverages on users social network in addition to canweal text mining features. In par-
ticular, the authors extend a Linear Regression learninthodewith a sparse regularization
component to include optimization factors based on theistargy of sentiments from the
same user (sentiment consistency) and from connected (@seotional contagion). Moreover,
the proposed method requires smaller amounts of annotatadadd overcomes the problem
of noisy and sparse training data through the regularizdtased on the aforementioned socio-
logical theories.

Lin et al. [81] evaluate political sentiments in Twitter chg US presidential elections,
focusing on aggregated sentiments of pre-selected (paytggoups of users, who are likely to
share the same background or biases. They consider thatheatd in social media are mainly
reflecting the reaction towards various events rather tharmoverall attitude, and should be
mined to extract behavioral patterns instead of inferriagkdground preferences.

Since class distributions may vary along the stream of da&ge is a necessity to follow
these changes and update the classifier's model accordiBgt and Frank [9] studied the
problem of using an adaptable classifier with Twitter datd eramined relevant evaluation
methods. They proposed to use the Stochastic Gradient Dtle€@€D) method to learn a
linear classifier. Their approach allows specifying the saith which model’s parameters are
updated, and to monitor the evolution of the impact of indiial words on class predictions.
The latter may be used as an indicator of users’ support coipn to particular topics in
a stream. In addition, SGD demonstrated an accuracy snimaitetomparable to that of MNB
(67.41% versus 73.81%). Moreover, the authors proposesktami updatable baseline statistics
(Kappa), when evaluating the classifier performance. Thation behind this choice is similar
to adapting a classifier to streaming data: as class distiitmimay change, the performance
baseline computed on static data may not correspond topecelds with small entropy (high
accuracy) and thus the performance can become biased wsraaller accuracy.
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2.4 Opinion Aggregation

The analysis of opinions at a large scale is impracticaleutlautomatic aggregation and sum-
marization. In this case, we are interested in identifyipgmns at a higher level than that of
an individual: we would like to identify the average or prievda opinion of a group of people
about some topic, and track its evolution over time.

What distinguishes Opinion Aggregation from other tas&she necessity to provide sum-
maries along several features, aggregated over one or nmaensions. Therefore, feature
extraction and aggregation appear as the key problems d&mieye are going to concentrate
our attention on these tasks.

The problem of mining product reviews has attracted pdercattention in the research
community [95, 32, 83, 15]. This problem imposes certairllehges related to the extraction
of representative features and the calculation of the geesantiment or rating. The final goal
though, is to determine the overall opinion of the communitysome specific product, rather
than the individual user opinion on that product.

> ™
Goc »gl( products  canon EOS 5D Mark Ii blng Canon EOS 5D Mark II
Canon's update to the wildly popular Show reviews that mention 47 SCORECARD
2 full frame EOS 5D is here, and it's user reviews (47) SCORECARD
B  better than ever. The EOS 5D Mark  Pictures (122)  Features (67) — expert reviews (3) Image Quality (16)
Il has a stunning 21.1-megapixel Val 52 - . . - ——
full-frame CMOS sensor with DIGIC  220m/lens (104) Value (52) ey Alightweight, robust digital SLR,
4 image processor, a vast ISO Video (84) Screen (33) the EOS 5D Mark Il combines a Ease of Use (13)
range of 100-6400 ... Design (82) 21 .1-megﬁ1piéel fulll-errlréengAOS I
sensor with Canon's
Image processor. It widens your LCD Screen (12)
Reviews horizons with a vast... —
See also: User Reviews - Expert Reviews - Specifications Sensor (10)
Summary - Based on 180 reviews —
RN T, | | UscRRevens R
"Fabulous full frame pics." “My biggest complaint is the ergonomics, big and clunky." 0 1 0 1 -I-I
"Great sensor & image quality." "This camera takes fabulous photos and HD videos."
"It is small, awkward, far away, and slow." "l give this lens 4 stars for overall optical quality."

Figure 2.1: An example of Google and Bing review aggregation
(actual images and text were arranged for better reprdgmamta

Today we can already see working examples of opinion agtoegat several web sites
that visualize ratings assigned by a community of usersigarg 2.1, we depict two examples
of opinion aggregation, from the Google and Bing web searndines. Both of them feature
images, short descriptions, and aggregate ratings. Additily, they include statistics for each
rating category (number of “stars”). Overall, these tworapphes show similar details on the
featured product, except that Google offers a represeatstimmary (sentences at the bottom),
while Bing displays aggregated ratings for each produdtfeadisplayed on the right).
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Figure 2.2: An example architecture of product review agatien.

2.4.1 Problems in Opinion Aggregation

Review mining is the main application domain for opinion eeggation. Therefore, the problems
that have been studied in relation to opinion aggregatiennaainly formulated around the
aggregation of product reviews. They include the processesllecting, mining and reasoning
on customer feedback data, represented in the form of tecetviaws [125].

Figure 2.2 illustrates the review mining process. The me&tarts with the identification of
opinionative phrases, which may additionally involve dection of phrase patterns, or compar-
ative sentences (in this case, sentiments are expresseddnsrof comparison of an object to
another similar object) [82]. Identified phrases are thesspd on to the feature extraction step,
which may exploit a product taxonomy database [15] in ordemiprove the results. Features
and opinionative phrases are used in the sentiment claggficstep, which outputs sentiment
polarities to be aggregated over frequent features at timeoopaggregation step. This process
can be iterative, using the identified features in order forove the phrase extraction step.

Although Opinion Aggregation is a separate task having s problems, practical ap-
plications also involve information retrieval and sentithanalysis techniques during the data
pre-processing. Thus, the Opinion Aggregation technitpaee been developing in close con-
nection to other methods, and were subsequently revisitehwnproved sentiment analysis
and feature extraction methods were introduced. Genesplaking, Opinion Aggregation
methods are quite modular and may be used with differenti@piWining algorithms. For
example, Carenini et al. [15] describe a system that rellesemtiment extraction only as a
preprocessing task, concentrating their attention onglgeegation of user reviews.

Aggregation of opinions for a product, expressed in a docuralectionD, may be formu-
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lated as the problem of determining a set of product feafi@ash labeled with a corresponding
sentiment), satisfying certain criteria:

{(f,1)} | rep(f,D) > py, ps = agg(S T), satisfyingcon(S) (2.5)

Wheref is a product feature that is important for the descriptiomhef product inD, ac-
cording to some representativeness measeipe), and s is the sentiment forf, computed
over D according to some aggregating functiagg(). During this procedure, we may only
consider features with a representativeness measureawerthresholgs, and corresponding
sentiments that satisfy some constraints, expresseditf®). Examples of such constraints are
imposing a limit on the sentiment’s absolute value (e.gnsader only moderate opinions), or
the timestamp (e.g., consider only recent opinions).

We note that Opinion Aggregation is different from Opiniam8narization [129, 66, 112],
which is the problem of producing a shortened version of tireesponding text. These prob-
lems are complementary to each other in a way that while ©OpiAggregation extracts average
sentiments for topic features, the task of Opinion Sumna#ion is to provide exempts from
text, bearing or corresponding to these sentiments. Irsthidy we focus on the former since it
involves aggregated sentiment.

2.4.2 Development of Opinion Aggregation

A typical method for opinion aggregation was proposed by Hale [58]. They describe a
system that aims at discovering words, phrases, and sentnigat best characterize some
product. At a high level, their solution follows the steps ligted in the previous section.
We note though, that not all studies follow this pattern. Example, Morinaga et al. [95]
reversed the ordering of steps 1 and 2, and the experimes@sleel that their system achieves
a similar performance. By running opinion classificatioropto identification of features, we
effectively apply some kind of filtering on features: we ramehose that were not mentioned
in an opinionative phrase (since these are features thatelevant for our analysis).

Different approaches to feature extraction have been pexho Hu et al. [59] identify
features by building a list of noun-noun phrases using an NaRer, and then determining
the most frequent ones. Feature frequency in this casespames to theep() function in
Formula 2.5. However, their approach outputs many irrelevaords and should be used in
conjunction with other methods, as was suggested by Carenal. [15]. Accordingly, they
introduce a domain taxonomy in the form of user-defined fegtuvhich are used to annotate
data for training a feature classifier. Opinions are thefectdd and aggregated based on the
full set of features, which consists of features extracig@maatically (unsupervised learning)
and also through the classifier (supervised learning).rAdively, Ku et. al. [70] proposed a
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Figure 2.3: An example of geographical sentiment aggregdtom [153].

system that identifies features by using information readienethods. They use TF-IDF scores
per paragraph and per document, and a dictionary to deterpofarity. The intuition here
is that relevant features appear frequently in few of thegaphs of many documents, or in
many of the paragraphs of few documents. This techniquesasefficient for eliminating the
irrelevant features described above.

Aggregation of opinions has been traditionally performedrall the documents in some
collection. Miao et al. [93] proposed a time-decaying aggt®n approach, retrieving only
the most recent reviews that were marked by users as helpid.above constraints are rep-
resented by theon() function in Formula 2.5. Jianwei Zhang et al. [153] introdd@ novel
technique, which interactively aggregates and displagreents based on different granular-
ities of time and space (geographical location). Moreothex,sentiments are represented by
several dimensions, making it the most robust Web-scalkcagpipn we observed in our study.
An example of such an aggregation is shown in Figure 2.3. igfifpure, we can see a world
map and the time evolution of the sentiments in news artidkegifferent geographical regions
of the world. These results are illustrated in pop-up bowdsch report the values of four sen-
timent dimensions (i.e., joy-sadness, acceptance-disguiscipation-surprise, and fear-anger)
over time. This system automatically retrieves and dispkgntiments around some particular
time period forad-hocqueries, aggregating them over different locations as $ee navigates
the map, or zooms in and out. However, it only targets snwalesdata aggregation using a
single demographics hierarchy. A recent work of Mandel e{&8] is a step up in this direc-
tion, featuring sentiment aggregation over time for derapgic groups formed by gender and
location attributes.
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2.4.3 Opinion Aggregation and Spam

Aggregation of opinions usually involves a large numberexttd, and because of this it has
some advantages of scale: resistance to random errors timeah identification, more re-
liable feature identification, possibility to learn or atlap data. However, it also has some
vulnerabilities, such as: loss of deviations in data, aadation of constant errors in sentiment
identification, possibility to manipulate aggregate valby introducing artificially correlated
data. This makes opinion quality assessment and spam idetbeing necessary steps during
Opinion Aggregation.

With the rapid growth of web sites featuring product ratiagsl their increasing impact on
users’ opinions and/or buying decisions, it comes as noriserthat we observe a significant
interest to this area from commercial organizations [58jede organizations include product
manufacturers, marketing and advertising agencies. OpiAggregation plays an important
role in this field, because it has the potential to captureoffierions of the community. How-
ever, it also has some weak points, such as the smoothing eftiances in opinions and the
possibility to manipulate the aggregate values by intratyartificially constructed data. This
makes opinion quality assessment and spam detection ysefprocessing steps for Opinion
Aggregation.

The first problem, opinion quality assessment, aims at oeteng the quality of opinions
expressed in a review. [86] describe an opinion qualitysifees relying not only on the review’s
textual features, but on the reviewer’s social context, @t Whe authors propose a method that
optimizes an error function for training data in a featuracs subject to four regularization
constraints. These constraints capture the intuitiontth@juality of reviews from the same
user, as well as from users connected in a social contexatmtie, should be about the same.
The introduced constraints do not employ annotated lab@tsefore, may be used to train a
model on unlabeled data. The study shows that the proposttbchimcreases the accuracy of
identifying reviews of high quality.

At the same time, we observe that the phenomenon of opiniam $pr fake reviews) is also
growing [62, 20, 79]. The detection of opinion spam is a haabfem, since spam is targeted to
specific products (therefore, resistant to aggregatiorg,reot easily distinguishable from real
reviews. This problem had not been studied in depth untémttg. Below, we briefly discuss
few of the papers in this area that are relevant to Subjegt#nalysis. The aim of these studies
is to identify opinion spam in a pre-processing step. Thieea,review spam can be excluded
from further consideration, thus, resulting in more actaieand truthful Opinion Aggregation.

The work of Lim et al. [79] proposes a method for detectingnspeers, rather than indi-
vidual spam reviews. Each user is attributed with the follmystatistical measuresRating
Spammingwhich is the average similarity among the user’s ratingseich productReview
Text Spammingvhich is the average similarity among the user’s reviewstésr each product;
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Single Product Group Multiple High (Low) Ratingshich is the number of extremely high
(low) ratings posted by the user for each product group i tintervals where such quantity
exceeds a certain threshol@eneral Deviationwhich is the average deviation of the user’s rat-
ings from the mean of each produEiarly Deviation which is the same as General Deviation,
only weighted according to time. All the individual meassieze normalized against all users,
and the overall final measure for each user is computed aswkeeihted sum. To classify a
user as spammer, one needs to compare the user’'s measus agaie threshold.

Jindal and Liu [62] classify opinion spam into the followitigyee categoriesuntruthful
opinions reviews on brands onlgndnon-reviews The first categoryuntruthful opinionsis
represented by intentionally biased reviews, either p@sdr negative. The second category,
reviews on brands on)yconsists of opinions about some brand in general, withsadsion
of specific product features. The third categargn-reviewsrefers to explicit advertisement,
technical data or off-topic text. If the last two categomes be discriminated from the rest of
reviews by a classifier trained on user-annotated sampledirst one is very difficult to clas-
sify manually, resulting in no training samples and, heimppssibility to use machine learning
classifier. Therefore, authors exploit different methaatsspam detection. Categories 2 and 3
are classified with Logistic Regression model trained orotated samples and using various
features. For this task, the authors report classificattmuracy (represented by Area Under
ROC Curve) being 98.7%. Category 1 is classified in two stapsording to the observation
that most distinctive spam reviews are using repetitivéstarnd extreme ratings. Correspond-
ingly, during the first step duplicate reviews are identifisthg bigrams and Jaccard similarity.
During the second step, these duplicates are employed gdesaof spam for training of the
Logistic Regression model. The main purpose of such mode&leker, is not to discriminate
duplicate reviews, but to identify spam reviews which, hgvho repetitions, are difficult to
detect otherwise.

Li et al. [78] combine the two approaches to spam detectioypgsing a semi-supervised
co-training algorithm for user and review classifiers. Actiogly, the feature set is split into
user and review features views, which are used to train thegonding classifiers in a boot-
strapping fashion. In the default implementation, the ncosifidently classified reviews from
either of classifiers are added to the training collectiorthke agreement implementation, only
the reviews classified by both classifiers as spam are indlioi¢he next training iteration. Ex-
periments demonstrate that both methods improve over ttierpgnce of a conventional NB
classifier, also benefitting from training on a larger seevfews. Moreover, the agreement im-
plementation yields much better accuracy than the otheoappes, indicating that only hybrid
methods can be truly effective for spam detection.
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2.5 Contradiction Analysis

By analyzing a community’s opinions on some topic, we unidei how people in general
regard this topic. However, people do not always share tivee sapinions on different topics.
We may be interested in focusing on the topics for which catifig opinions have been ex-
pressed, in understanding these conflicting opinions atefrdéing the objective reasons for
the observed diversity, and in analyzing their evolutioardime and space. Evidently, we need
to be able to effectively combine diverse opinionsaith hocsummaries, and also to further
operate on these summaries in order to support more compérieg on the dynamics of the
conflicting, or contradicting opinions. Moreover, perfongsimple aggregations on such opin-
ions is not enough for satisfying the requirements of modgplications. Opinion aggregation
may produce a lossy summarization of the available opinaia,dy ignoring and masking the
diversity that inherently exists in data. This problem daded novel sentiment aggregation
methods being more robust than their predecessors. In tarfiad an answer to these interest-
ing problems, we have to employ more advanced techniques.cdftesponding problems of
Sentiment Analysis, providing methods for this kind of cdexpanalytics form the problem of
Contradiction Analysisan emerging research direction under the general areabpé&ivity
Analysis, which we discuss in this section.

2.5.1 Problems in Contradiction Analysis

A typical Contradiction Analysis application needs to éo¥l the same steps we identified for
Opinion Mining, namely, topic identification and sentimemntraction. For certain techniques
of Contradiction Analysis it is possible to rely directly @me output of Opinion Mining, thus
simplifying the entire workflow. Then, we need to have a caditction detection step, where
individual sentiments are processed in order to revearadiations.

The first step can be accomplished using either IR (TF/IDkctim@ntification), Probabilis-
tic Inference (latent Dirichlet allocation), or NLP (lingtic parsing) methods. As both these
approaches have weaknesses, we believe there is a nee@ifocdmposition. The opinion
classification step may rely on NLP, statistical, or mach&aening methods. Again, to obtain
high performance on various types of data we need to studyitigs that combine ideas and
techniques from all three approaches.

In the contradiction detection step, the goal is to effidienbmbine the information ex-
tracted in the previous steps, in order to determine thesogand time intervals in which con-
tradictions occur, their composition, level and evolutidn this step, statistical methods can
be used, as well as clustering, or other unsupervised metfide contradiction detection step
requires efficient data mining methods, which will enabkedhline identification of contradic-
tions, and will have the ability to work on different time odstions.
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Figure 2.4: Opinion timeline visualization from [19].

As we already mentioned, there exist several problems abede¢o Contradiction Analy-
sis. One of the problems is the detection of contradictingiops, which must be approached
with either unsupervised or semi-supervised methods tosb&ilfor large-scale application.
Another important problem is the automated extraction afti@icting summaries, that can
complement to the detection step, providing in-depth aeenof the interesting regions, high-
lighted by the detection. Finally, there exist a problem @&n@agement of diverse opinions,
requiring special aggregation methods in order to presgpu@on diversity.

2.5.2 Development of Contradiction Analysis

As with all other Subjectivity Analysis problems, reseacchContradiction Analysis is under
way in different domains. We note that the problems and demkd we mention here only
reflect that the domain is in the process of formulating isbpems and shaping its methods,
which further advocates the need for a more detailed thieatettudy of the contradiction
analysis problem.

A good example of contradicting opinions is presented ingtugly of book reviews by
Chen et al. [19]. The main goal of their work is to classifyiesvs as positive and negative
and to identify the most predictive terms for the above dasdion task. Apart from this, they
aggregate and visualize the contradicting opinions ovee tas can be seen in Figure 2.4. The
visualization is composed by two trends of opposite (pesithegative) opinions, along with
their moving averages. The user can determine contragdicgigions by visually comparing
these trends. However, such an analysis, which is based nnahiaspection, does not scale
and becomes cumbersome and error-prone for large datasets.

Itis interesting to mention that the identification of caaticting claims first appeared in the
speech recognition domain. The works by Hillard et al. [5%] &alley et al. [45] established it
as a problem of recognizing agreement (positive) and desagent (negative) texts, by looking
at sentiments and negation. The authors exploited mackéneihg techniques for classification
purposes, combining audio and text features.

29



2.5. CONTRADICTION ANALYSIS CHAPTER 2. BACKGROUND

Another approach to contradiction detection is to handde ia textual entailment problem.
There are two main approaches, where contradictions argededis a form of textual inference
(e.g., entailment identification) and analyzed using lisiatechnologies. Harabagiu et al. [53]
present a framework for contradiction analysis that expllimguistic information (e.g., types
of verbs), as well as semantic information, such as negatiantonymy. Further improving the
work in this direction, de Marneffe et al. [89] define sevdnaguistic features that contribute
to a contradiction. Exploiting these features, suppleedby the sentence alignment tool, they
introduced a contradiction detection approach to thetuebentailment application [103].

Although the detection of contradictions using linguisdicalysis and textual entailment
promises more accurate results overall, the current mettlodhot yet achieve high precision
and recall values [141, 47]. For example, Pado et al. [103)meheir precision and recall val-
ues of contradiction detection at the RTE-4 task as being 88@%, respectively. Therefore,
scientists concentrate their efforts in finding contradits of only a specific type when dealing
with large-scale web analysis. In particular, they analyegation and opposite sentiments.

Ennals et al. [36, 37] describe an approach that detectsathating claims by checking
whether some patrticular claim entails (i.e., has the samgesas) one of those that are known
to be disputed. For this purpose, they have aggregatedtdpglaims from Snopes.com and
Politifact.com into a database. Additionally, they haveluded disputed claims from the web,
by looking for an explicit statement of contradiction or aégn in the text. Although this
approach would not reveal all types of contradictions, it b&lp to identify some obvious
cases, which can be further used as seed examples to a appisg algorithm.

The problem of identifying and analyzing contradictions laéso been studied in the con-
text of social networks and blogs. Relying on the exploitathdnining algorithms, scientists
proposed different measures for contradiction. Choudkugi. [24] examine how communi-
ties in the blogosphere transit between high- and low-@gtebates across time, incorporating
sentiment extraction. According to their study, entropyvgs when diversity in opinions grows.
Their method uses the Mutual Awareness Expansion algoiithonder to extract groups, and
defines a custom measure to characterize the social belohvisers, groups, and communities
in the blogosphere. In particular, they rely on the two goyrammeasures calculated over the
distributions of group sizes and group topics, respegtivel

In some cases it is also interesting to examine how the blogesrof a single user change
over time. The study in [90] focuses on the analysis of thesai-self sentiments of individual
users, and how these change as a function of time. The differm sentiment is measured as
a distance in a two-dimensional space, where the first dilmeimsrepresented by the vector of
kin words, and the second dimension is represented by semtiwords. However, they do not
summarize the detected contradicting opinions or highligéir differences. It is up to the user
to visually inspect the results and draw some conclusions.
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A large body of work address the problem of contrastive apirsummarization [66, 85,
112, 41}, which aims at extracting a short set of represeetand diverse opinions from text
collections, such as product reviews. Most often these odsticonsider that documents are
annotated with sentiment labels during preprocessing.

A work by Liu et al. [85] introduces a system that allows comipg contrasting opinions
of experienced blog users on some topic. They aggregat@ogiover different aspects of the
topic, which improves the quality and informativeness @f slearch results.

Kim and Zhai [66] propose to perform a contrastive opiniomsuarization based on the
measures ofepresentativenessandcontrastiveness.c

1 K

=] 2 igfﬁrp(x, Ui) + V] 2 igf}érp(y,vm c= Ei; W(ui,vi) (2.6)
The first measure is based on the weighted sums of maximagmosimilarities,p, among
positive, X, and negativeY, sets of sentences and their corresponding summariasd v.
Representativeness reflects how well the summaries appatithe original text. Contrastive-
ness captures the similarity between positive and negaéméences in the summaries, but is
computed based on the contrastive similagitythat is the same as content similarity, except
that it is computed without taking into account sentimemtatds. Elimination of sentimental
words results to improved precision for this similarity efahg. Bothg and ¢ rely on sim-
ilarities among a review’s individual words, either resteid to an exact match or a semantic
(probabilistic) match. We note though, that extractingghme number of positive and negative
sentence& may negatively affect representativeness, because ofiffieeett sizes of initial
sets of positive and negative texts. Moreover, the comieastss function is calculated only
onk pairs (first to first, second to second, etc.), instead okfh@ossible combinations, which
makes the default system'’s output dependent on ordering,réquiring an optimization on a
space ofX| - |Y| to come withk aligned pairs. This reminds us that contradiction measengm
is inherently a quadratic problem over the size of a texieoibn.

Using the same principles, Paul et al. [112] propose to ekttizerse opinions for opinion
summarization using an extension to PageRank algorithin\M#ch favors the transition of a
random walker between representative and diverse opinimpsoving their score.

Fang et al. [41] propose an opinion diversity metric for texinmarization based on the
differences in sentiment word distributions for differepinions, measured by Jensen-Shannon
divergence. Since the latter is based on the average Kulibeibler divergence, which is the
entropy of conditional opinion words distribution, it meass the average distance of opinion
word distributions to their average.

The above systems operate on a set of sentences that isyadreigeéd between positive and
negative texts. This may reduce the space of finding the @psoiution, since the interesting
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Contradiction Level Among Blog Posts for the Topic “Internet Government Control’
From Tsytsarau et. al. (2010)
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Figure 2.5: Contradiction timeline visualization from R[3

differences among sentences may occur not only at the semitigvel, but also at the levels of
sentence structure and factual information.

We propose an automatic and scalable solution for the atiotran detection problem, fo-
cusing on the analysis of sentiments [133, 134]. Unlike #ilkeocontradiction measures, [134]
is based on a joint modeling of positive and negative semtimistributions, and is computable
from aggregated sentiments. The proposed model captweebtervation that when the senti-
ment mean is close to zero, while the sentiment diversitygs,ithen the contradiction should
be high. An example result of such an analysis is representégjure 2.5, which depicts the
evolution of the contradiction level for the topic “intetrgovernment control”, covering a time
period of about one year. The graph shows the peaks in cacticadfor this topic, enabling
the analyst to focus on the interesting time points (and tineesponding documents) along the
time interval.

Contradictions may occur not only on the sentiment level,dtso on the topic level and
on multi-polar opinion level. Dealing with this problem reggs determining information clus-
ters and their interaction. Following this representatémpinions, we propose a model and
a measure for opinion contradictions [131], which reliesaggregate statistics of clusters. In
particular, the criteria for contradiction relies on a measfor cluster separation (usually op-
timized by clustering algorithms), and the measure of @ahittion is based on the entropy of
cluster size distribution. Similarly, Varlamis et al. []4fopose clustering accuracy as an indi-
cator of the blogosphere topic convergence (Figure 2.&jst€fing accuracy (when represented
by the utility function) measures the relative separatibclaster centers with respect to cluster
sizes and a number of unclustered blogs (noise). When teeeding is very good, this function
reaches its maximum value. It is easy to demonstrate, thatgince in topics leads to greater
separation of individual blogs in the feature space andgetbee, less reliable clustering. By
analyzing how accurate the clustering is in different timeivals, one can estimate how corre-
lated or diverse the blog entries are. We note that this a@uprcs relevant to the contradiction
definition we gave earlier, in the sense that clusteringtesroflefined as the process of finding
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Blogosphere Opinion Convergence - London Terrorist Attacks in 2005 = AlS = AID — UF
From Varlamis et. al. (2008)
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Figure 2.6: Blogosphere topic convergence from [140].

distant (i.e., contradicting) groups of similar (i.e., roontradicting) items. However, the type
of contradictions that this approach discovers dependa@sdlection of features.

Recently, sentiment change was studied in several puisitsabddressing sentiment anal-
ysis in Twitter [113, 126, 88]. Popescu and PennacchiottB]Ipropose a hybrid approach of
detecting contradictions in Twitter, which is based on almvae learning classifier trained on
a rich set of textual and statistical features. Althougk thiproves the precision over purely
textual and purely statistical feature sets, selectingitt# combination of features requires
numerous training and adaptation stages for the clas@fpgcially for texts coming from dif-
ferent sources. In contrast, our approach is based ont&altigrinciples and intended for a
large-scale operation, where pairwise comparisons or any &f linguistic analysis of texts
may not be computationally efficient. In addition, we are sidaring a time dimension for
contradiction, which allows us to introduce such new typeda example, change of opinion
(asynchronous contradiction).

Thelwall et al. [126] evaluate how twitter sentiment andvitdume is changing before and
after news events. By analyzing the peaks in sentiment,ghew that the volume of negative
sentiment is increasing just before an event, while theamiscrease of positive sentiment at
the event's peak intensity. These results indicate thatgdsin general twitter sentiment are
mainly caused by external events and thus comprise richfolasgntiment analysis. One more
observation made by the same authors is that the changestimsat are particularly small,
making it necessary to apply more sophisticated methodshtapf detecting them under high
noise conditions. Mandel et al. [88] revealed sentimerfiétihces among demographic groups
and a necessity to account for classification errors (semtimoise) and sentiment biases, thus
stressing the need for our work, which addresses both oé fvedblems.
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2.6 Topic and Opinion Dynamics

Usually, a particular information source covers some gartepic (e.g., health, politics, etc.)
and tends to publish more material about this general tdygio bthers. Yet, within a general
topic, the author may discuss several more specific thpBsing able to identify the specific
topics is vital for the successful analysis of sentimergsaise sentiments are attached to them
and become their traits.

2.6.1 Topic ldentification

Available topic representation and detection methods easinded into several categories:
1) keyword or keyphrase extraction, 2) lexicon lookup, ahtbpic modeling.

Keywords, phrases and characteristic words used in a dotwae be considered as topics
[144]. There are supervised and unsupervised algorithragale for keyword extraction.
Good performing supervised methods are Naive Bayes, DeciBiees and Support Vector
Machines. But, these approaches are limited to the extraofiknown keywords. The TopCat
system [27] exploits natural language processing teclasitidentify key entities in texts and
then forms clusters with a hyper-graph partitioning scheme

Most of the works in Subjectivity Analysis assume a set oflpfamed topics when determin-
ing sentiments. These topics are specified either by keysyandby restricting the collection
of documents to only those that mention the chosen topicsothar words, the algorithms
operate on the implicit assumption okagle document - single topaontext. This situation
changes when it is necessary to analyze sentiments exgiedsee-form texts (e.g., weblogs),
which may involve several topics. To solve this new problemgle document - several topics
context, these methods should be extended with topic itEtton algorithms. Stoyanov and
Cardie [121, 122] present an approach for opinion topicaetion that relies on the identifi-
cation of topic-coreferent opinions. They use a lexicorktap to determine product names,
person names and the like for topic identification. Nevéeg® determining more general
topics, e.g. political topics, requires a more careful nliodeof topic - keyword interaction.
One of the possible approaches for this kind of topic repriad®n relies on the probabilistic
generative modeling, as described below.

Probabilistic topic inference models, such as Latent BiatAllocation (LDA) introduced
by Blei et al. [11], consider documents as mixture of topi€sach topic is represented by
a set of keywords together with a probability indicating therd’s contribution to the topic,
and words in a document are sampled in a generative procBgshas been used in different
application scenarios, not limited to topic detection f@eftext. In [10], LDA is exploited to

4From here on, we will refer to specific topics simply as “tapic
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distinguish spam Web sites from non-spam Websites. Xing §t30] propose an approach to
fraud detection in telecommunication based on topic models

Nevertheless, associating the appropriate semanticaigistent topics with the identified
sets of keywords is sometimes difficult, as can be seen ireTakl In this table, we demonstrate
the topics extracted using LDA for Slashdot and WebMD dasasehen limiting the number
of topics to 20 and 200. We observe that LDA-200 is able totifietopics that are more
specific, while LDA-20 extracts more general topics, whishsometimes less comprehensible.
A more detailed evaluation of LDA accuracy on noisy datasatsbe found in[33], while for
the purposes of this study we can summarize that LDA-baspbaphes are more applicable
in the context of unknown domains, where lexicons can nodhe@ed in advance or when topic
terms are not explicitly mentioned.

Generative topic models have been also applied to Sentifkmadysis [91, 129, 80, 143,
111, 112, 41], intending to extract sentiments or contngsbipinions. For that purpose, topic
models were extended with variables that model sentimendsyotherwise unrelated to topic
detection. More specifically, these models describe bistions of words which represent prob-
able topics, as well as distributions of words expressingtjye or negative opinions towards
them. Mei et al. propose a Topic Sentiment Mixture model [9d]ere every word in a docu-
ment is considered as being related to one of the topics agithter positive, negative or neutral
opinion classes (a word is sampled from topic-dependenibaindon-dependent word distri-
butions). Positive and negative opinion classes can bddaemesl as independent topics which
can be additionally attached to a word apart from main topkegtending this representation
with the arbitrary dependency of words on topic, aspect akép@ound, Paul and Girju pro-
pose Topic-Aspect Model [111], which they later show to befuisfor opinion summarization
[112]. Alternatively, Lin et. al. propose a Joint Sentim&opic model [80], which assumes
that word’s topics are dependent on its sentiment. Jo andx@ime this model to work on a
sentence level, proposing Aspect and Sentiment Unificatlodel [63], which demonstrates
better accuracy. However, considering that differentasgiave different (contextual) senti-
ment lexicons, it is more natural to model sentiment wordsddependent on topics, and not
otherwise. Accordingly, the Sentiment-LDA model by Li et 4V7] and Cross-Perspective
Topic model by Fang et al. [41] represent opinion words asdéerived from an opinion word
distribution conditioned on a topic. This allows to assigffedent opinion words for different
topics, contextualizing them. Topics, however, are sathfsteam the distribution for the entire
document, rather than for each sentence individually. lale{77] and Titov et al. [129] ad-
ditionally propose local dependency extensions for theadets at word- and sentence levels
correspondingly.
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Topics for LDA-20 (Slashdot) Topics for LDA-20 (WebMD)
1 china chinese people 1 bad cancer pain
2 country american people 2 clinical drug research
3 free market people 3 child health care
4 internet government control 4 medical surgery doctor
5 companies company money 5 heart disease blood
6 article read gov 6 fat food grams
7 bush court president 7 based air advice
8 day election war 8 tea cup green
9 people car fact 9 time day sleep
10 law laws case 10 body brain cell
Topics for LDA-200 (Slashdot) Topics for LDA-200 (WebMD)
1 companies market internet 1 knee replacement pain
2 congress law constitution 2 eye surgery vision
3 bush administration clinton 3 fat grams calories
4 argument free copyright 4 healthy diet fat
5 anti god evolution 5 blood heart disease
6 access cd music 6 breast cancer age
7 attack iraq war 7 depression stress
8 government amendment 8 birth control credit
9 china economy people 9 ear infections infection
10 people civil democracy 10 coffee caffeine food

Table 2.1: Top ten topics identified for Slashdot and WebMiaskts.

2.6.2 Topic Dynamics

A traditional approach in obtaining trends for popular i&em blogosphere is to track user
support for a set of popular keywords, i.e., measuring teguency of keywords. Glance et
al. describe BlogPulse [49], a system for identifying treimdweblog entries, that relies on the
extraction of key phrases, person names and key paragrapis method uses frequency as
a measure of popularity and relevance, but does not focuswanopinions may vary. Chi et
al. [22] introduce a Singular Value Decomposition methodthe analysis of trends in topic
popularity across time. For example, using this method, avedetect which blogs contribute
most of the effort in topic promotion by analyzing the firggen-value. By using higher-order
eigen-values it is also possible to identify blogs that aveaifected by the main trends, but
rather behave independently. In some cases it is also #titegeo examine how the blog entries
of a single user change over time [90]. This study focuseserahalysis of the sentiments of
individual users, and how these change as a function of time.

2.7 Discussion

In this section, we elaborate on the emerging trends, coenjbar various methods that have
been proposed for Subjectivity Analysis, and list open [@oils and interesting future research
directions.
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2.7.1 Analysis of Trends

We now discuss some trends that emerge when analyzing teetreablications on Opinion
Mining (for a complete list of these papers, refer to Table 1)

We allocate the papers to several classes under diffener@diions: based on the employed
algorithms, datasets used for testing, and target domia&ble 1 we list several of the prop-
erties of the papers we used for the above analysis, pray@imore detailed view of these
studies. Here, opinion classification and opinion aggregaypes are denoted iy andA cor-
respondingly. ColumfiTopic” lists whether algorithm uses topic-specific features,uistic
parsing, domain knowledge or other techniques that allgictdependent analysis. Column
“Range” lists number of the resulting sentiment categoriesCan the case of continuous
range. ColumriScope” represents target domains (and subdomains) for eachtalgomvhich
were either explicitly mentioned by the authors, or infdrfieom the training and testing data
used in the corresponding papekd { movies,P - products,B - books,S - various services,
e.g. restaurants and travebs; all or indifferent; we note that for some of the papers we re-
viewed this detailed information is missing). Coluriibata” lists one or more used datasets,
which are listed in Table 3. Finally, coluni§cale” represents a characterization of the algo-
rithm (S - small, M - medium,L - large) with respect to its performance and adaptability as
follows. Specialized algorithms, or algorithms with higbnaplexity (e.g., sophisticated NLP
tools) were classified as small scale. Algorithms, feagunmoderate performance were as-
signed to medium scale. Finally, we classified as large shake algorithms that are scalable,
work in an unsupervised way or may incrementally adapt ag phecess more data. We note
that, even though this classification may not be absolutejgative, it is still useful in order to
reveal some interesting trends.

In Figure 2.7, we depict the distribution of papers (usiragked bars) along the most pop-
ular types of algorithms and sentiment representations.old¢erve that the majority of the
publications use machine learning methods as the claggfictbol of choice. Next to them
are the dictionary-based methods. Under this category,lseeiaclude corpus statistics and
semantic approaches. Hybrid methods that combine the appreaches (usually a combina-
tion of dictionary methods with NLP tools), are not that plapyet, probably due to their high
complexity.

Regarding the representation of sentiments, the altemapproaches are to use a binary
representation (i.e., two classes, positive and negatilisgrete (i.e., more than two classes;
the algorithms we examined used up to six), or continuoes Gentiments represented using
scalar values) (refer to Figure 2.7). Most of the approachdke literature use the binary
representation. Though, the other two representations feently gained in popularity, since
they offer finer resolution and level of control. The relativlow amount of studies featuring
the discrete sentiment representation for hybrid andahetiy methods can be explained by
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Figure 2.7: Number and scalability of methods
over sentiment representation and algorithmic approach.

the availability of the continuous sentiment represeatativhich offers better precision. These
studies use either the binary or the continuous represemsatiepending on their purpose. On
the other hand, the continuous representation is not fdvioyethe classification algorithms,
making it a rare choice for the machine learning approaches.

The colors in each bar in the graph correspond to the numbafgofithms capable of
working with large, medium and small-scale datasets (grgetow, and red color, respec-
tively). This is directly related to the complexity of thegposed algorithms (e.g., there exist
algorithms that operate only in a supervised mode, and erilideannot scale with the dataset
size). The graph shows that there are mainly two approatia¢davor large-scale operation,
namely, dictionary methods on continuous scale, and madéarning methods with binary and
discrete representations. However, their popularity cfmam different sources. Dictionary
methods have the ability of unsupervised rule-based ¢ieatson, which is simple and com-
putationally efficient. On the other hand, machine learnirgthods achieve superior results
and domain adaptability by paying the cost of the traininggeh Nevertheless, they remain
competitive in terms of computational complexity for théirence task (after the classifier has
been constructed).

Figures 2.8 and 2.9 show the evolution of the scalabilityhef approaches proposed in the
literature over the last years, as well as the applicatiamalos on which these approaches
focused. We observe that at the beginning the majority ofsthdies analyzed review data,
mostly at a large scale. As we mentioned above, the machamriihg tools were the main
contributors to this trend. The use of NLP methods since 2(@hed a new trend of complex
review analysis, yet only on small scale datasets, due todhmputational complexity of these
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methods. At approximately the same time, another interggiattern emerged, namely, the
analysis of news and social media. The current trend shoatsstitial networks and online
sources of information are attracting increasingly moterigst in the research community.
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Figure 2.8: Number of algorithms with different Figure 2.9: Percentage of algorithms targeting
scalability levels over the last years. different domains over the last years.

2.7.2 Comparison of Methods

As can be seen in Figure 2.7, dictionary and machine learappgoaches attract most of the
attention in the research community. They have been ewplwiparallel since the beginning of
this decade, and it comes as no surprise that studies hatexsia compare their performance
on different datasets. Below we present the most inteigstimparisons and briefly discuss
their results. A complete list of performance evaluatiaseported in Table 2.

Dictionary methods are generally considered as inferionaghine learning, mainly due to
their frequent use with the simplest bag-of-words modetswél/er, the most robust linguistic-
based approaches easily achieve a better precision thanmiméacearning, thanks to a proper
modeling of opinion patterns and dictionary adaptationveytheless, the recall (the fraction
of extracted sentiments) of these methods is lower as thopyiree error-free sentences with
recognizable structures. Despite a complex text procgs#iie computational complexity of
such methods can be kept on a reasonable level with the hefficdént keyword-based filtering
of phrases that do not contain the analyzed topics and sentsn

Chaovalit et al. [18] performed an evaluation between thgr&n classifier and statistical
approach methods on a dataset of movie reviews. In pantj¢bkr study showed the machine
learning precision ranging from 66% (on the unseen data% @vith 3-fold cross-validation),
making it comparable to the 77% precision achieved with tieupervised dictionary method.

Gindl et al. [48] compared the precision between variou@hary and machine learning
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methods on web datasets (Amazon, IMDb, and TripAdvisor)e Tésults demonstrated the
superiority of the machine learning methods over the dietrg methods on all three datasets.
The best results were achieved by the ME method, whose meeiss in almost every case

greater than 80%.

Another comparison between the most popular types of dlgos for sentiment extraction
was made by Annett and Kondrak [3], demonstrating that soeneastics-based algorithms
are able to keep up with machine learning methods in termgeafigon, even though they
do not require a computationally-demanding learning ph&sgarticular, a lexical algorithm
utilizing WordNet polarity scores achieved a precisionseldo that of decision trees (60.4%
versus 67.4%). Nevertheless, these algorithms do notitutbstut rather complement each
other.

As was demonstrated by Prabowo and Thelwall [114], only aldpation of different kinds
of classifiers is able to achieve a solid performance. Inrotaduild their hybrid approach,
they combined several rule-based linguistic classifieth wistatistical approach method and
an SVM classifier. Doing so, they achieved a performancemgrfgom 83% to 91%, depending
on the dataset. Another efficient way of collaboration betwthese approaches lies in using
their mutual benefits. For instance, [17] rely on the highitgeise output of a linguistic classifier
to train a machine learning method, which is then used to leaedts not recognized by the
former.

We also point the interested reader to other studies thapamthe performance of various
Sentiment Analysis algorithms on different datasets [11B4,3]. However, a systematic com-
parative study that implements and evaluates all releugotithms under the same framework
is still missing. Note that the performance results rembieTable 2 are not directly compara-
ble to each other, because the evaluation framework andgesethodologies are not the same
across the corresponding studies.

2.8 Conclusions

In this chapter, we presented an overview of a special cla®lb mining algorithms, that of
Subjectivity Analysis. This is an area that started devielpjin the last years, and attracted
lots of attention, because of its practical applicationd #re promise to uncover useful and
actionable patterns from unstructured web data.

More specifically, we reviewed the most prominent approad¢hethe problems oDpinion
Mining and Opinion Aggregationas well as the recently introduc&bntradiction Analysis
These have emerged as important areas of web data miningharends of the past years
show an increasing involvement of the research commurdapgawith a drive towards more
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sophisticated and powerful algorithms. Our survey revemse trends, identifies several inter-
esting open problems, and indicates promising directionfuture research.

The mining and analysis of opinions is a challenging andriigeiplinary task, which re-
quires researchers from different domains to consolidedie efforts. A typical solution in this
area requires fast and scalable information retrievat, geaprocessing and topic assignment,
in order to run machine learning algorithms supported bypthesible use of NLP tools.

We observe that both the performance and resolution of tbge8livity Analysis algorithms
have increased over time. The first algorithms that wereqweg in the literature were effec-
tive at discriminating between two or among three classesenfiments. As we mention in
Section 2.3.2, switching to several opinion classes requa redesign of the employed ma-
chine learning methods [106], while continuous sentimahi@s are only obtainable by using
dictionary-based methods. Based on this, we foresee that¢heasing demand for the quality
of sentiments will require the development of new methodsuhll inherit strong features from
both the machine learning and the dictionary-based methods

Nevertheless, we note the lack of benchmarks in this areghwhould greatly help its
further development. Even though some datasets annotéfedentiments are available, they
do not have the required precision and resolution. Thislprollbecomes even more obvious
for the most recent algorithms and applications, such asr@diction Analysis. In Table 3, we
list the various datasets that have been used for Subjgctimalysis (mainly Opinion Mining).
Regarding the contradictions between natural-languags, tthe research in this direction is
supported by the RTE challerRjavhich initiated a three-way classification task in 2008. In
addition to the two-way classification between entailmewiti@on-entailment, this task includes
detection of contradiction as a part of non-entailmentsifecstion.

Finally, we note the need of a consistent framework suitédnievorking with subjective
data, which treats the diversity of sentiment as a firstsotatizen. Contradiction Analysis can
possibly be the most demanding field for such a frameworkt aslizes most of the opinion
mining methods, and at the same time defines its problems tanofl&arious types, ranging
from opposite sentiments to conflicting facts. We beliea this problem encompasses most
of the challenges relevant to Subjectivity Analysis, andllca used as a reference target for the
development of the framework mentioned above.

Shttp://www.nist.gov/tac/2010/RTE/index.html
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Chapter 3

Problem Formulation

In this chapter we give an overview of problems connecte@itgel scale sentiment analytics,
discuss possible ways to address them and provide a highd&w at major components of
our framework. We formalize and solve the particular proideof these components in the
subsequent chapters.

3.1 Introduction

Large scale sentiment analytics usually operates witheggged data. However, traditional ap-
proaches of data aggregation are unaware that sentimerisgadlarized and thus it can be very
sensitive to aggregation. We argue that not only the avesageément is a poor representative
of a real opinion, but also it can be ambiguous. For instaiidbe average sentiment has a
near-zero level, this can happen either when all documeatseutral, or when all of them are
polarized. In other words, aggregated sentiment bearsfaomation about the polarization of
opinions. This problem also cannot be addressed by aggrggadsitive and negative senti-
ments separately, since their averages do not quantityumder of corresponding sentiments
and thus are incomparable. Therefore, there is a need f@l temhniques that will summarize
and analyze the sentiment information in a principled arslesyatic way, which preserves and
quantifies the diversity of sentiments.

In order to extract meaningful patterns and produce a dksugut, sentiment analytics re-
guires processing significant amounts of data and specidlade that can exploit this volume
to improve the resolution and representativeness of timailyais. Conventional sentiment ag-
gregation methods may not be suitable for large scale aoslwhen subsequent time intervals
contain different amount of sentiments and when a simpleageeof these sentiment values is
taken. We observe the need of methods which can estimaiengeis$ from noisy and irregu-
lar samples, perform a meaningful aggregation with resjoettte volume of data, and recover
missing values.
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Large scale analytics also requires efficient sequentiaéd series access methods with a
possibility of hierarchical navigation over time. Howeyvdre databases commonly used for
sentiment storage and access, are not optimized to track/tletion of sentiments on a large
scale or to support fast update rates.

3.2 Problems

In this work, we propose a framework for large scale aggesjaentiment analytics which
addresses the problems of detecting interesting contrascand changes of aggregated sen-
timent, evaluating their demographical composition angrses, and detecting relevant news
events which could have caused these situations. Figureudlihes the composition of our
framework. It consists of the three layers, nam€lgntradiction AnalysisDemographics Anal-
ysisandDynamics Analysisvhich analyze aggregated sentiment data from differegieasrand
serve the purposes of understanding and, ultimately, giadisentiment changes.

The contradiction analysis layer takes care of aggregagngjments for a topic and detect-
ing interesting changes, which can be contradictions,wsatb of sentiments’ volume or other
changes in sentiment happening over time. For these pgploséayer uses various aggregated
sentiment statistics, depending on the demands of thepkatianalysis.

The event dynamics analysis layer works with time serieseofa(sentiment) volume to de-
tect various events and analyzes time series of aggregatéchents for their possible causality.
It performs event classification and dependency modeliogder to predict if a given event can
cause shifts in sentiment, and for which topics and at wha this may happen.

Finally, the demographics analysis layer is intended tectethich groups of people formed
a sentiment trend, by evaluating their biases and behavibragards to a topic.

Contradiction Analysis Contradiction | aj ~ Change -
detect interesting sentiment changes Analysis Detection o O
| > >
,7J GL_) CU
% =
Demographics Analysis Correlation S Bias <<
explain the detected sentiment mixture Analysis - Detection % b=
o

o
L n £
O =
: . . o C
Event Dynamics Analysis Dynamics | ~|  Event c @
; i | (0

detect events causing sentiment changes Analysis 4| Detection

Figure 3.1: Compositional diagram of the proposed fram&wor

44



CHAPTER 3. PROBLEM FORMULATION 3.2. PROBLEMS

3.2.1 Contradiction Analysis

Although aggregated sentiments do contain some informaticnay be incomplete. For exam-
ple, if two opposite sentiment values are averaged, thdtnesty have a neutral polarity. The
information about either sentiment is then lost. The pnobté summarizing diverse opinions
has been studied within the scope of contrastive opinioningjnwhich extracts representa-
tive sentiments, which best describe opposite opinionsvdyder, these sentiments are likely
to capture the meaning of contradiction, but not its levelisTproblem essentially requires a
consistent definition and new methods to deal with it.

The most challenging aspect of this problem is to providefmiien for opinion contradic-
tions, which models an arbitrary number of conflicting opirg, and yet allows their effective
comparison as well as the computation and storage of opuhiginbutions in an updateable
and efficient way. A possible solution for this problem liesadopting one of the existing
clustering frameworks. Nevertheless, as we noted in oukdraand evaluation, operating on
a level of multidimensional opinions is not yet possiblehnilhe current extraction methods.
When opinion classes are represented by polarized sertipieis possible to come with more
efficient measures for contradiction, which allow detegtthanges in the aggregate sentiment
with suitable accuracy.

The particular problem we tackle is the aggregation of apirand identification of shifts
in sentiment for a given topic. Given the large number of gaients available for a (topic,
sentiment) pair over time, the key challenge here is to ifletite time periods during which
sentiment sees the increased diversity or changes itsecodrsat itself will depend on the
granularity of time windows during which sentiments areraggted. When a small size of
the window is used, the analysis retrieves local contramtist By using larger windows, it is
possible to identify changes of sentiment that are glob#i vaspect to a dataset. This means
that in order to detect all possible contradictions, onalade analyze sentiment time series at
different granularities of aggregation. While it is podsito compute higher-level aggregates of
the series dynamically from raw values, detecting changesraspect to the global sentiment
level in this case can be done only after observing the eséiqrence of values, what is not
efficient on a large scale. This naturally calls for a solutiehich will store theprecomputed
sentiment aggregates at all granularities.

The output of this problem for a topic is a set of (time periodntradiction) pairs where
time periods can be of different lengths, and even overtappior instance, we would like to
detect a global shift of sentiment, which occurred durirgyytbar, as well as local situations in
time which saw the increased diversity of sentiments.
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3.2.2 Demographics Analysis

The first component of our framework should be able to perfefiiective sentiment aggrega-
tion either overall, or for particular groups of users. Veéhihe ability to determine average
sentiment for a demographic group provides insights intmgle group, it is not very useful
when comparing multiple groups, since their sentiments oagtycidentally approach the same
level during particular time intervals, while being veryfdient on average. Hence, our second
problem considers a topic and a time period and looks forgpauirs that are either in agree-
ment or disagreement on the input topic throughout all esseiithin the input period. More
specifically, we define two goals: 1) identifying demograiroups with correlated sentiment,
and 2) detecting moments in time, when demographic growgateégrom their usual behavior.

For example, this problem applied to the topic “organic fagh, would potentially deter-
mine that for a while, “French farmers” and “German farmegteed then they disagreed on
the topic when the French government introduced addititaxals for organic goods in disfavor
of French farmers. If we measured these two groups havinglayerage sentiments for the
considered time period, it would be surprising to find thisgehe result of opposite sentiment
deviations from quite different reference levels: “Fref@mers” were initially overly positive
about the topic, while “German farmers” carried on with thaore realistic sentiment. De-
tecting correlations or anti-correlations of this kind desnvery useful for policy makers, since
changes in opinion of people (as their reaction to varioesnts) reveal more details about their
similarities and differences, compared to static sentirdata often found in polls.

One important aspect in this problem is the definition of ise@mt correlation as a function
of aggregated sentiment over a time period, accountingnfarient biases of groups, and focus-
ing only on their temporal evolution and differences. Theme we need to study and formalize
various properties of correlation specifically with regaydgentiment data.

In addition, we need a proper way of representing demogecagoiups and their relations.
Available demographical information is usually represenin the form of IP addresses, lo-
cations and user profiles, rarely - in the form of their ins¢seor political preferences. This
suggests to represent people by sets of attributes, whicbeaierarchically organized. Thus,
we consider working on a space of possible attribute contibimg, forming dattice by parent-
children relations of attributes.

Needless to say that demographics lattices can be very éaye at the coarsest level of
attributes representation. Finding correlations betwe&ns of groups in this case quickly
becomes an intractable problem due to quadratic depend&heyefore, we need to develop a
special way of finding a small but sufficient set of correlatipwhich explain the behavior of
the majority of the population.
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3.2.3 Dynamics Analysis

The objective of this part of our framework is the analysisdghamics of aggregated senti-
ments and of sentiment volume. Moreover, we want to undaistad model the relationships
between identified interesting sentiment changes and nesvdse

Changes in community’s opinion are usually driven by newdence or by impacting events
coming from news sources. To annotate sentiment shifts e toeanalyze relevant collections
of documents for a possible explanation. However, eveetstien not mentioned explicitly in
texts along sentiments, and to recognize the cause of samtirthanges we want to navigate to
a correlated news trend and analyze the volume of news a@sadtiment change. Therefore,
we need to study correlations between shifts in sentimaheaeants detected in different media.

One of the problems we want to address here is that not aihsent measures and news
trends are linearly correlated, since changes in aggrégaetiment are particularly smooth,
while news trends are usually bursty time series. This grmdiecomes even more exaggerated
in the presence of sentiment noise, when some changes a®dday noise rather than events.
To address these challenges, we need to develop specialatmm measures and perform ro-
bust causality analysis.

Moreover, not every kind of news events causes a shift inreents, and recognizing rele-
vant events requires a careful modeling of their dynamiosdéitermine the importance of news
to people, it is crucial to consider the publication volunfielifferent social media, rather than
only from news agencies or news media. Analyzing the agtgdgaublication volume on a
specific topic over time can yield understanding event'sartgnce. However, social media can
contribute to this volume all by itself (without any exterstimuli) and also maintain a trend-
ing volume growth over long time periods. These effectgadttthe observed events dynamics
and may even make them undetectable. Thus, our main goaid#ereetect and differentiate
various types of dynamics.

Finally, by observing the dynamics of social media and theiayed reaction, we want to
predict these changes as soon as we are able to recognizgahkshing news trend.
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Chapter 4

Sentiment Aggregation

This section develops on various functions of aggregateti,sent and their properties with re-
spect to statistical significance and robustness to noisedd&tonstrate that a fail-safe analysis
of aggregated sentiment requires special methods of iegresvhich depend both on the vari-
ance and on the number of aggregated samples. Such meaadés the necessity of storing
multiple statistics of sentiment.

Since our ultimate goal is to support large scale sentimaglitics, we need scalable meth-
ods to insert, access and update these data. Therefores getlond part of this chapter we
turn our attention to the problem of organizing sentimemietiseries in a way that will allow
their efficient access, updates and analysis in large ¢afescof data that span very long time
intervals.

4.1 Introduction

Efficient sentiment aggregation methods would only be fpbssiwe will manage to introduce
a suitable sentiment scale, which is also able to represstingents in a compact way. For
the sentiment analysis problem, the choice of the contiasegale in the range of [-1,1] seems
to be a natural one, as it easily accommodates the discretmogategories (-1,0,1), and at
the same time provides flexible opportunities for variouppiags from the rating scale (e.g.,
rating stars). However, for conflicting opinions there issuzh obvious choice. We need to
represent differences in opinions that can not be directpped to real values. For example,
the pair “the cat idlack - it is a white cat” that features an obvious contradiction, can not be
represented using +/-1, as the set containing just two sdtdack, whitg is not complete -
there might also bgray, redand others.

There exist several indexing methods which work with stiga aggregates of time series.
Xia et al. [149] propose MVTree spatial indexing of data atns based on R-tree with mean
and variance used to construct an index. Their approachsiedban the assumption that mean
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and variance of streams are less volatile and thus allowildeébg an index less frequently
compared to raw data. MVTree stores in its leaf nodes onlynbst recent values of data
streams and approximate stream statistics, which arenmar&lly maintained (updated and
devaluated) as new values come in. Our approach is condigpduogonal to [149] since it
is indexing data streams for topics basedtiome dimensionwhile mean and variance can be
precisely reconstructed from the aggregates stored ay eeele. In this respect our storage is
related to the stream aggregation stage of CluStream [lihadses hierarchically organized
statistics to speedup clustering of evolving streams. Heweur implementation is intended
for time series storage over multiple topics and gains seweportant features necessary for
fast operation. First, it supports fast linear readout hynexting adjacent nodes at the logical
level and storing them sequentially at the physical levelcd®d, it improves the access per-
formance through the use of paginated I/O and memory buféeragement. Third, it applies
batched updates and bottom-up update propagation for acostefficient input.

4.2 Aggregation

Aggregated SentimentWe work with aggregated sentiment, which is given in the faim
triples (n,M1,M>), consisting of the number of aggregated sentimantdus the first and the
second momentum of sentimeis andM,, which are defined as follows:

n n

M1 = ;s and MZ:_;(S)Z (4.1)

Sentiment Means(t) andSentiment Varianceao (t) are defined as the time series of mean and
variance of sentiments, taking values in the range of [-4nt [0,1] respectively:

n

)= 5 3,50 and o) = 1 5 (S ~s)?|(0 @.2)

Sentiment Volumes*(t) or s'(t) is defined as the relative amount of sentiments of the same
polarity expressed in a particular time interval. This nueass essentially a sum (or count) of
sentiments of the same polarity, indicating bursts of ai@aer kind of opinion, e.gpositive

+ 13

OEFACIER ® (4.3)

Relative Sentiment Volumes;(t) or s, (t) with respect to the average leyels defined as the
relative amount of sentiments in a particular time intewviich are higher (lower) thaa. This

measure takes into account the bias of sentimgntshich is often observed for sentiments
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from demographic groups, where people share the same lwagidyor initial views:
+ 12
ut) =5 3 (815> w|© (4.4)
=

Sentiment Derivatives. Since we analyze changes of aggregated sentiment, it isydarty
interesting to consider direct measures of such changestiove. The first derivative of a
sentiment time series can be either positive or negativé, seeds to be taken by modulus
to derive a useful measure of interestingness. Howevemthneases of the absolute derivative
indicate only one-way changes of sentiment, while in mos¢sa@entiments are just temporarily
deviating as a reaction to events, and then go back to thsic bavel. In such cases, we may
consider the second derivative of sentiment.

(4.5)

s(t) = ‘%s(t) ¢ )

, and §'(t) = ‘ﬁs(t)
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Figure 4.1: A time series from Twitter with various aggrégas.
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The above functions of aggregate sentiment are all usefolessures of interestingness.
However, they do not account for the varying number of agapesy samples, which is re-
sponsible for the significance of aggregated values. Cendal example a time series of
sentiments extracted from Twitter, which we demonstratEigure 4.1. We observe that the
average sentiment is very volatile during the time intes\adlslow interest (series a), and even
the increased aggregation granularity cannot cope withgioblem, featuring several outlier
points in the aggregate trend (series b).

The problem of statistical significance, however, is verpamant for real applications, es-
pecially for those working with slow-rate streams or witfeaims of sentiments with the irregu-
lar flow. Nevertheless, the majority of these applicatiatisee do not work with the significance
directly, or do not able to integrate it into their methodsr Fstance, such problems as trend
analytics, peak detection and shift detection do not nlyusdopt the concept of significance.

We propose to cope with this problem by applying to our messarspecial weight func-
tion W, which approximates the value of significance with respedhe varying number of
documents. The weight function is defined as:

_ 1
W = [l+exp<%)} (4.6)

where the constam reflects the expected number of aggregated sentiment§ &nd scaling
factor. This weight function provides a multiplicative facin the rang€0; 1], indicating the
significance of aggregates (Figure 4.2 pMtsas a function of). UsingW we can effectively
limit our statistics when there is a small number of docursgartd also weigh them more when
the number of documents is large.

Nevertheless, there is still a problem of temporal irregtylaf aggregated sentiments oc-
curring due to sampling variation, which cannot be addebdsemeans other than sentiment
regularization over time. To cope with this problem, we mrepto uséocal regression smooth-
ing [26], which computes a smooth regression trend with regasghtiment observations and
their weight. The regression trend ensures the contindisentiment values, but unlike slid-
ing window based smoothing, it preserves the sharpnesgoifisant sentiment deviations.
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Figure 4.2: The weight function approximating the significa of aggregates.

52



CHAPTER 4. SENTIMENT AGGREGATION 4.3. PROBLEMS

Moreover, it achieves a more accurate sentiment trend, bgidering sentiment variance, thus
adding more weight to points with precise and significanugal In particular, we apply the
cubic polynomial spline regression from SSJ libfasyhich is based on smoothing cubic spline
algorithm of Schoenberg. Nevertheless, other smoothirthaads and their parameters can be
applied depending on the nature of data and processing esgemts.

The SSJ regression smoothing for a time series pbints is defined as the optimization
problem ovem+ 1 cubic polynomials(t), which are agreeing on their values and first and
second derivatives at joint points:

t

s(t) = argmin lp _iWi(S —s(t)*+(1- p)/

1

(s”(t))zdt] (4.7)

In the above equation, the regression parametsitypically set around @ (the middle value),
and weightsw; of sentiment average are controlled by their variance and significance as
follows: we take the significance weightg and sentiment varianozxag2 at sample points, and
combine them with the global variane to come with the following equation:

_ 20%W

Wi=——-
02+ o2

(4.8)
Accordingly, this weighting technique favors significaatrgples with a smaller variance, and
gives a zero weight for missing samples, allowing for theierpolation. Still, the right hand
component of Equation (4.7) gives a uniform treatment tgathples while constraining poly-
nomials deviation from the average. Nevertheless, we vientdmputed trend to have smaller
deviations during time intervals with uncertain sentinsefo achieve this property, we add a
discrete integrable function based on weights to the separtdbf Equation (4.7):

s(t) = argmin [p__iwi(s —s(6)°+(1-p) / ” <§'<t>/w<t>>2dt] (4.9)

Our experiments with real data demonstrate that this medhods fail-safe analysis of senti-
ment time series even with high levels of noise and irregylar

4.3 Problems

Our study reveals that recent sentiment aggregation me#n@dnot designed to track the evo-
lution of sentiments on a large scale. However, there is @ ne@ddress the problems of
aggregating, managing, and analyzing sentiments in a krgke, and in amad hocfashion,
much like the analysis opportunities offered by On-Line Ktieal Processing (OLAP) in tra-

Lhttp://www.iro.umontreal.ca/~simardr/ssj/indexe.htm
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ditional data management. However, the design princigiesich a storage should answer to
the needs of sentiment analytics, which we evaluate below.

To this end, we demonstrated the need to analyze sentinfeniation on each topic across
different time windows. Assuming this requirement, scaitytimay be achieved by storing pre-
computed values for windows of different sizes. The needédyae time series at different time
granularities calls for a hierarchical structure of theage, like the one illustrated in Figure 4.3.
In this example, the time windows are organized using dagek&, months, and years (though,
other hierarchical time decompositions are applicable al§).wUsing this kind of structure,
aggregation queries can be answere@dhoctime intervals, by dynamically summarizing the
values of covering nodes. The appropriate sentiment storélyneed to support various time
series access methods:

Single-granularity time series accesSentiment correlation, evolution and change detection
gueries require temporal access of time series at diffgramiularity levels.

Multi-granularity time series acces€ontradiction, burst and anomaly detection require simul-
taneous access to child and parent time intervals.

Another important problem is how to efficiently organize #ecess to different topics.
Topic-wise, there is a need to provide fast time series adoeglifferent types of queries:
Single-topic queriesThis type of queries is necessary for different kinds ofdranalysis and
burst detection.

All-topic queries: Accessing time series or aggregates for multiple topicsubaneously is
useful for correlation analysis and detection of trendogds.

One possible solution for the above problems is to use thegsexd time-tree structure for
each topic separately. This method allows to achieve siifatn the number of topics, and
has a good performance when looking for values within a sibgpic. However, it involves
high update costs, because for each document the dataustruneteds to be parsed as many
times as there are topics in its text. In addition, it ren@glrsopic queries ineffective, because
for each topic we need to navigate through a time structuoeder to find the right interval. An
alternative solution is to aggregate sentiment values iféerdnt topics under the same time-
tree structure. This solution does not suffer from the diaathges mentioned earlier, and is the
solution of choice for this study.

In what follows, we describe two approaches that are basedeoabove observations, and
we show how they can be used to identify and manage conti@asct In the first approach,
CTree, we introduce a specialized data structure, whichbeagasily maintained in an incre-
mental fashion when new documents are added to the systemse®ond approach, DTree,
extends on the previous version, adding the support forrexitéme series storage, and data
compression. Finally, we introduce Cdb, a relational dasabimplementation of aggregated
sentiment storage, which is used as a baseline for our éi@iua
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Figure 4.3: Logical structure of CTree.

4.4 CTree

We now introduce the Contradiction Tree (CTree) for mangge information on sentiments
and their contradictions, which is incrementally maingginn an online environment, and can
outperform a relational DBMS implementation by up to 3 osdeirmagnitude.

The CTree is organized around the sentiment mom&htgndM,, and a hierarchical seg-
mentation of time, as outlined in Figure 4.3. In this examf@l€éree has a calendar-like structure
(i.e., the top level is years, the next level is months, etehjile in general the levels of aggre-
gation can be the same (e.g., every interval has no more thahildren). In the following,
we will refer to the levels of the CTree as the differgrinularitiesof the time decomposition,
the root node having granularity 4 and leaf nodes havingujaaity 0. In the case when ag-
gregation levels are fixed to contaimchildren, the depth of a treg (that is granularity of a
root node) can be computed @és- 1+ logmn, wheren is a number of intervals at the smallest
aggregation level.

Each node in the CTree corresponds to a time window, and suzesanformation for all
documents, whose timestamp is contained in this time windbie internal structure of the
CTree nodes is illustrated in Figure 4.4. As the figure sha3]ree node stores the following
information: (a) for each topic, the topic idd, the number of documents, on this topic that
fall in the time window represented by the node (we only stafermation for topics when
n> 0), and the sentiment moments; andMy; (b) pointers to the children nodes (black dots);
and (c) pointers to adjacent nodgsev and next of the same level (black diamonds). The
adjacent node pointers are used to allow fast sequentiesat¢o neighboring nodes in the same
time granularity.

In our implementation, we assume that each node fits in aesgtigk page. This translates
to each node being able to hold information for approxinya®80 different topics (for the
uncompressed implementation). In the case where a nodetcénall relevant topics, we
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can use additional storage, referenced by a special pamtbe CTree node (represented as a
white dot in Figure 4.4). This solution allows us to accomuateda large number of topics at
a small additional cost. Note that we can significantly redtiee expected cost of accessing
this additional storage, by arranging the topics in a way ttti most popular ones are located
in the original node. For the purposes of this work we do nespe this direction any further.
Though, in the evaluation of our approach we report results @periments that use this kind
of additional storage.

Storage

CTree nodes may have different aggregation types to actheveesired efficiency, not neces-
sarily the same for the entire tree:

Raw Values. If CTree nodes store direct statistical sums of sentimendsf@rent gran-
ularities, an aggregation can be done very quickly sinceedttrsiples are additive values.
This requires statistical sums of enough precision (to suppscrete updates) and capac-
ity (to store large values). It is possible by using floatimgnp numbers with a single or a
double precision, which, however, occupy a consideratlsle shhace.

Normalized Values. CTree nodes can store statistical sums of values normdbized|-
ume and not exceeding the sentiment rajpiel|, which may have a more compact repre-
sentation. This allows to store more topics in a single deslep but requires the updated
sentiment statistics being propagated from the bottom téhtbe tree.

Moreover, depending on application requirements, CTreebsaimplemented as a stan-
dalone storage, or as an index over the existing storagenefderies, as demonstrated by the
three CTree instances, shown in Figure 4.5:

A) Raw Storage, Raw AggregatesCTree is implemented as a standalone storage with
direct statistical sums of sentiments at different grantigs. This is the default imple-
mentation, used in our experiments.

B) Raw Storage, Normalized Aggregates.A variant of the standalone storage where
raw aggregates are located only at the bottom level. Sinomalzed aggregates in this
case have the same weight, this storage is only suitabléréamss with a constant rate of
sentiments or with non-stochastic sentiment behavior.

B) Ext. Storage, Normalized AggregatesThis implementation keeps all the raw data in
the external storage, which provides aggregates over preifjranularities. CTree main-
tains only materialized normalized aggregates of thaag®rmaking possible to achieve
a very compact index structure.
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Figure 4.4: Physical structure of CTree nodes.

Table 4.1 summarizes the estimated disk page capacity icabe when stored values are en-
coded using (in bytes): triples 12 (raw values) and 3 (noaeélvalues), topics - 4, pointers -
4. From the reported numbers it becomes clear that norndaki@keies result in a considerable
reduction of a space occupied by aggregates, which is evea pronounced when topic ids
are not stored (this is possible when topic values resideddgiermined locations).

Kind of data Capacity: | Raw Values | Norm. Values
triples(n,M1,M2) 341 1365
topics + triples 254 407
topics + triples + page pointers 249 398

Table 4.1: Capacity of a 4K disk page for different data.

Updates

As discussed earlier, the additive nature of the sentintatisgcs and the hierarchical organi-
zation of CTree nodes allow us to incrementally maintainGhieee in the presence of updates.
When new collections or individual documents are analyttesl; contribution to the aggregates
of the corresponding topics and time windows in the CTreebeaeasily taken into account by
updating the set of relevagh,M1,M,} values in the nodes of the tree. However, this process
is different for various CTree implementations, shown IFegd.5. For the implementation A,
CTree nodes are updated from top to bottom, as the updaténig bavigated to its appropri-
ate time interval. For the implementation B, updates firseha reach the raw storage at the
bottom, and only then normalized statistics are being mafe upwards. Implementation C,
however, updates the external storage at every CTree grégubnd normalized values are
obtained straight from this storage.

In order to reduce update costs and lower the possibilityetipion loss for large volume
statistics, we propose first to accumulate several updatethan submit them in a batch. When
new documents arrive, as a preprocessing step, they aregaged in time windows of the finest
granularity of the CTree, by computing their count, as weliree topic sentiment momerit
andMJ for each topic. Then, these aggregated values are used abeuthe counts and topic
sentiment moments of all CTree nodes containing respettingeewindows.
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Figure 4.5: Update diagram for different CTree implemeatet.

The update cost for each batch of aggregated documents suneday the number of 10
operations (disk page reads / writes), which depends on ¢péhdbf the CTreed, and the
number of updated nodes, and in the worst case mal@hé%), whereh is the maximum
number of topics that a single node can hold.

The time complexity of random CTree access linearly depemdghe number of nodes
accessed to extract time series values. This number, in depends on the size of the time
interval, T, the size of the time windows of the chosen granulafity|. It is also proportional
to the number of topics that are stored in time windows of giauity |, which in the worst case
is the number of all topics,T|. Therefore, the time complexity '@(WT), whereh is the
maximum number of topics that a single node can hold.

45 DTree

To address the problems requiring fast ad-hoc navigatisatiments for demographic groups,
we extend the CTree structure with pointers to a physicdlrsent storage, which at its nodes
provides access to aggregated sentiment values via thegdapics lattice. However, there
exist two ways of organizing this storage, which are merefneg:d by different assumptions
on the input data.

The first assumption is that there is a small number of denpbgea hierarchies, which
remain fixed during all time periods - no new nodes being addetkleted. This assumption
allows designing a storage with fast ad-hoc access to deapbs lattice, since its nodes can
be indexed by a simple enumeration. As an additional beefiine series of such values can
be stored sequentially in one file.

The second way of organizing the data is based around therdgralocation of demo-
graphics nodes. Not only this allows to accommodate largeodeaphics hierarchies, but also
to add new hierarchies at any particular time. However, dpigroach requires storing a time
series for each node in the demographics lattice as a seg@@ience. Since the simultaneous
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sequential access to time series is not possible in this tdasesupported analytics becomes
limited to that over time series of individual nodes.

In contrast to the demographics structure, that is beingugabvery infrequently, the time
hierarchy is dynamic, since sentiments can be added to¢katreme intervals (online updates)
or to the past time intervals (offline updates). Moreoveg, tilme dimension should provide
fast sequential access either for computing the correlairovisualizing the time series in an
efficient way. Therefore, it makes sense to have a fixed stre¢or the demographics lattice,
in order to fit the requirement of simultaneous random actegsdividual nodes. It is also
important to have a fast navigation between the coherergsiaslwell. This can be achieved by
using a special encoding of identifiers for demographicespdhich preserves their proximity
in the storage.

Algorithm 1: CTree and DTree Update

Input : Topics{T;}, sentimentd S }, timestampgt; }
defineupdate as a vector: (time interval, int n, floatMs, floatM);
defineupdateset as a se{ } of update vectors;

Aggregate sentiments of each smallest time interval

Let bucketSI = {S | t; € 1, 1.granularity = 0}

updf = (t,n" = [S]|, M] = 5§, M] =5 (5})?);

foreachupd! do call UpdateNode (rootNodg upd!);

function UpdateNode (node r, update upd);

if r.childNodes# 0 then
Let nodechild =r; e r.childNodeg T €1;.T;
Setupdate old = (child.n", child.M], child.M]);
Setupdate new= UpdateNode(child, updl)

nd

if NormValues & rchildNodes# 0 then

/ISubtract the old value, add the new value

r.M{ +=newM] /newn” —old.M/ /old.n;

r.MJ +=newM] /newn” —old.M] /old.nT;

else

| rn" +=updn®; rM] +=updM]; r.M] +=updM];
end
return (r.7,r.n", rM], r.MD);
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We name the new structui2emographics Tree (DTreeand demonstrate in Figure 4.6.
Similar to CTree, DTree is a hierarchically organized beéghtree, where each level in the
hierarchy stores information relevant to years, month,kseand days. Each node in the tree
corresponds to one of these intervals, and is connectec tpaitent and children nodes in the
hierarchy, as well as to the adjacent nodes at the same Eexeh DTree node stores statistical
aggregations of sentiments for different topics for thec#etime interval: (count, sum, sum
of squares) where topid € 7. These aggregations allow us to reconstruct sentiment mean
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Figure 4.6: The DTree, atime-indexed sequential storage of
aggregated demographics sentiments over multiple topics.

variance, volume and their derivatives, and they are als@mentally maintainable, allowing
the easy update of the DTree as new data come in. In additibreeDhodes store some precom-
puted information (e.g. top-k correlations) for the parkis time interval and topic, in order to
facilitate query answering. DTree nodes maintain physaggregations only for the top-level
demographic groups for each topic (e.g., only for group)(ih Figure 4.6). Detailed aggrega-
tions for all individual groups are accessible by followmgointer to a separate structure, the
sequential file storage for lattices. This pointer indisate offset in the file that contains the de-
mographics lattice snapshot with the aggregations foreat@yraphic groups for the particular
topic and time interval. By traversing this sequential fiilerage structure, we can simultane-
ously reconstruct the sentiment time series for all denqagcagroups for a particular topic and
time aggregation level.

Thanks to this layout, a time index with high-level aggregand pointers remains compact
and can be kept in main memory (Figure 4.6, left), while seatit time series can be organized
as a collection of individual files (Figure 4.6, right). Thed#tional benefit of this organization
is that it ensures fast sequential access for time seriesntingents.

The internal structure of DTree nodes is illustrated in Fégd.7. Same as CTree nodes,
DTree stores the following information: (a) for each topie topic id,tid, the number of doc-
umentsn and the sentiment momentd; andMo; (b) pointers to children nodes (black dots);
and pointers to adjacent nodes (black diamonds). In additbchat, DTree nodes store for
each topic a pointer to the top-k page (white diamonds, opt)jand a pointer to demographics
lattice (white squares).
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Figure 4.7: Physical structure of DTree nodes.
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Modern hard disks can be very efficient at linear reading,thedize of the lattice should
not affect reading times, as soon as the controller’'s capaéitransferring these data is not
exceeded. However, sequential storage requires un-fratgohellocation of files in order to
reduce disk seek time. Since the variable size of latticegigiican result in the fragmentation
of the time series when new data is inserted in the middleefree structure, the maintenance
and defragmentation of the storage must be performed mbguising external tools. Never-
theless, the delayed updates are very rare in real-timeragdthe data is arriving sequentially)
and we can afford compressing the time series and using dgriattice storages. Since the
number of sentiment values monotonically decreases as wgata down the demographics
lattice and down the DTree levels, many of the demograplei@gnodes will contain zeroes
at lower time granularities. This allows storing sentimealues in a more compact way, by
storing only non-zero values (e.g., using run-length eimgpohethods [142]).

4.6 Performance Evaluation

The performance evaluation was conducted on a desktop dempith a dual core CPU. Our
algorithms were implemented in Java 1.6.13. The databasese® for Cdb was IBM DB2
Express-C 9.5.2.

Baseline

In this section, we describe a baseline database solutragfgregating sentiments, which we
call Cdb. The Cdb solution can be seen as a materializedipotif OLAP data cube, however
the difference is thatit is indexed. All the necessary infation is stored in a single table, which
uses the schema shown in Table 4. We populate this datalidsddaeach topic by inserting

rows that correspond to time interval nodes of the hieraathime tree structure (shown in
Figure 4.3). Each row contains two timestamps, topic id amdgomputed statistical values
for the relevant time interval and granularity. This impkemtation leads to simple and efficient
SQL queries for accessing time series.
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We do not use foreign keys to reference parent or childremesiaudthe tree structure. In-
stead, we use the combination of attributepicld, granularity and time, which serves the
same purpose more efficiently as long as we maintain propeds. We created the appropri-
ate database indices on the first four columns listed abase(bon the performance profiling
suggested for our queries), and left the logging and traimsecfunctionality turned off. We
used the same Java routine as in our application to caldhlaiontradiction level by attaching
it to the database as a stored function. In queries, we reférg routine as theontradiction
attribute.

SQL code for queries that we use for evaluation is repredent@able 5. The queries are
constructed assuming an adaptive threshold, therefoyecthr@ain self-joins on the table that
stores materialized summary values. In our experimenglation, we us§uery landQuery
2 to test the performance of Cdb. We do not report resultQiaery 3 since it is a heavy-duty
query for a relational engine, involving three self-joins @ large table. (Nevertheless, using
the CTree approaciQuery 3shows almost equal performance to thaQuafery 2)

Evaluation Methodology

We evaluate the scalability of our solutions, Cdb and CTfeesolving Problems 2 and 3.
Remember that in the topic contradiction problem (2) we waritentify the contradictions
and corresponding time windows ofsengle topicwithin some time interval, while in the all
topic contradictions problem (3) we are interested in déhegsame foall topics

During this study, the parameters of the contradiction fdemvere at their default values as
described in Section 5.3. Changing formula’s parametelfseniarge or reduce the number of
contradictions being detected, but the computationalieffay will be the same. Performance
of our approach does not depend on the value of thresholdubecae are not storing pre-
computed contradiction values, and so the database iseitwalpply indices or filtering on this
parameter. Fixed and adaptive threshold approaches, lkoweturn slightly different sets of
contradictions. The first one returns largest contradistithemselves, and the second returns
contradictions that are greater thasimes values of their respective parent intervals. Thaeval
of p was empirically set at 0.6 to return a result set with an ayeesaze equal to the one when
using a fixed threshold. This allows us to compare the raggerformance of both methods.

To test the performance, we generated sets of 25 queriesdbledths 2 and 3, using gran-
ularities and topic ids drawn uniformly at random. Since Digs&s a query cache, all the
subsequent query executions are generally faster. In shtseve report below, we do not in-
clude the “first run” while averaging the results. Thus, we@mparing CTree to the best Cdb
performance we were able to achieve on this database.

In the first set of experiments, we measured the time needexttute single- and all-topic
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queries as a function of the time intervaland the granularity of the time windows (Figure 4.9).
We report results for both the fixed threshold and the adaptireshold.

The adaptive threshold queries require in all cases moreginte the threshold in this case
has to be computed based on the contradiction value of tlemptime window, which incurs
more computation. This difference is pronounced for Cdbabee it involves an extra join for
obtaining the parent time window. On the other hand, the sasdt in the CTree is achieved
by following pointers, resulting in a minimal additionalsto

We observe that both single-topic and all-topics queries fsgures 4.9(a-b)) scale linearly
with the size ofr. This confirms our analytic results, and is explained by et that the queries
have to return contradictions for all time windows (of a spegranularity) that are contained
in 7. For single-topic queries with fixed threshold, the databasable to use all its indices
(i.e., on topic, time windows, and granularity) to answex tjueries, therefore, achieving fast
response times. In all other cases (i.e., all-topic queoesadaptive threshold), the CTree
approach performs up to 3 orders of magnitude faster than Tub pronounced difference is
explained by the ability of CTree to access sequential timervals without having to navigate
through the index for each one of them - a situation takingepla the case of Cdb.

Figures 4.9(c-d) depict the time results when we vary thageaity of the time windows
specified by the queries. Increasing the granularity tedeslto larger time windows (i.e., mov-
ing up in the time hierarchy) and a smaller number of time wimsl for the same time interval.
Thus, response times get lower. Once again, we observeietsands in the relative perfor-
mance between CTree and Cdb as with the previous experimenterying time intervals.

Performance of Indexing Sentiments

When new sentiments are being inserted into the DTree, tbaprgugh a number of levels
in the tree index. First, the updates are aggregated in bajckerresponding to the lowest
time granularity. Second, the aggregated values are ets@nta single update, populating
nodes of the index from top to bottom. For the DTree, updataecumulated and inserted for
each demographic group individually. Nevertheless, treghmod still improves the performance
since disk pages are being accessed only once for each Batchg every update and at every
granularity level, sentiment values are inserted intoesponding demographics lattices, for
the specified group arall of its parents

Demographic lattices can be stored on disk using differeattires. The simplest of such
structures is dixed array suitable for constant demographics lattices. It allovs$ fadexed
access to the lattice values. The other [sraary treeof variable size and structure, which has
reasonably fast lofdi| access time and allows demographics lattices to be extemttmaever,
this structure requires more space for storage and extczgsong time.

We evaluate update performance for both structures by miegsadex throughput versus
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Figure 4.8: Performance of DTree versus memory cache size.

main memory cache size. Smaller cache sizes require diskspagbe flushed more often,
while larger cache sizes allow to have a smaller number afesgtpl updates. With the cache
size of one page, the system becomes persistent, i.e. afebaare immediately stored on
disk. Larger memory cache sizes demonstrate higher thpuigtvhich is ultimately bounded
by disk writing speed, as the processing time is sufficiesithaller than the input-output time.
Another advantage of a larger cache is that in-memory updaiteextremely fast if a cache has
enough space. Nevertheless, the update rate drops backitnal@nce the cache is full, and
until it is flushed to disk, there is a risk of loosing the dat#hie case of memory or system fault.
The results of our evaluation are presented in Figure 4.8.ob¢erved that disk writes occur
every time the DTree is updated up until when the cache s&ehes the maximum number
of parent nodes in the tree. In our experiment, the updatiteystayed constant until 4 pages.
After that, when the cache is further increased, we see arlimgprovement in performance,
which is then asymptotically reaches the maximum valuentded by the disk write speed.
Binary tree (dynamic) storage features smaller updatecatgared to the fixed array storage,
since its disk pages occupy twice more space and since g ltiearis dynamically constructed.

Finally, we measured the time needed to update the CTree dinawvith information from
new posts. The updates in Cdb were executed as batch updétespgging turned off. In
Figure 4.10, we report the average time to perform 1,000 tesdas a function of the number
of topics. Each update operation corresponds to the updadetiome window of the finest
granularity (and consequently, of all its ancestors as)walthe creation of a new such window
(and the update of its ancestors).

The graph shows that there is a linear dependency betweemptiade cost and the number
of topics in the system. As we discussed earlier, the ineskasst for CTree comes from
accessing additional nodes for each time window, when tmebeun of topics do not fit in a
single node. Nevertheless, CTree still performs 4 timetefakan Cdb.
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Performance of top-k topic retrieval

Since the database solution stores information about@ldpics in the same table and treats
them uniformly, its performance can not be improved for thgss where some topics are more
popular (receive more queries) than others. Thereforgyrifierm distribution of topic ids used
in our experiments favors the database approach. In con€@asee can arrange topics using
different orderings (e.g., sorted by popularity or conitadn level), and do so independently
for each time interval.

To have a notion on how significantly the performance of theée€Tat answering top-k
gueries improves when topics are stored pre-arranged bydbeeasing level of popularity,
we performed an experiment on a range of “all-topics” quendgh random parameters. In
Figure 4.11, we plot the average execution time€foery 2using a varying limit on the number
of returned contradictions. It is clearly visible that atsdrversion of the CTree performs
on average 6 times faster than the original one. Howevex approach reduces performance
for the ad-hoc topic access in the case when topics are aaddmngcontradictions rather than
popularity.

3(a) Contradiction Discovery, Single-Topic . (b) Contradiction Discovery, All-Topics
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Figure 4.9: Single-topic vs all-topics queries scalailit
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Chapter 5

Contradiction Analysis

Diversity is a natural feature of many areas which include@ad aspect. As every person is
unigue, the same are their vision and way of thinking. Whewpfeerepresent information or

describe something, it is natural for them to express thétude or opinion, and it is natural

for this opinion to be different not just between people,dgb across time.

The analysis of diverse user opinions expressed on the Wedcmming increasingly rel-
evant to a variety of applications. It allows us to track tiweletion of discussions in the
blogosphere, detect controversial topics, monitor shiftgpinions in relation to news events.
The aggregation of diverse sentiments and analysis of adictions therefore appears a very
important application, which becomes effective since we asle to capture the diversity in
sentiments on different topics with more precision and cargd scale. Though, the large-scale
application dictates a need for an efficient way of sentinaggregation with respect to the
time dimension, that preserves a sufficient enough amounfaination, allowing to capture
contradictions and perform statistically accurate anslgbsentiment trends and opinion shifts
for noisy sentiment observations.

In this chapter, we are focusing on the novel problem of figdientiment-based contra-
dictions at a large scale, based on data sources that aiawmumely updated. First, we define
two types of contradictions, depending on the distribigiohopposite sentiments over time.
Second, we introduce a novel measure of contradiction basé¢kde mean value and the vari-
ance of sentiments among different texts. Third, we propasealable and accurate method for
identifying both types of contradictions at different tirseales. We evaluate the performance
of our method using synthetic and real-world datasets, dsaw@ user-study. The experiments
demonstrate the effectiveness of the proposed method taraag contradictions in a scalable
and incrementally maintainable manner.
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5.1 Introduction

The problem of contradictions, or sentiment diversity omsedopic, has been studied in the
context of different research areas, having a slightly wayyotion in each case. For instance,
in Information Retrieval opposite opinions and sentimentsoduce noise to the fact-centric
search and must be avoided [116]. In contrast, conflictingsents is one of the desired targets
of mining of product reviews. Recently proposed methodsagggregate opinions expressed in
customer reviews and extract a representative summaryntigmts on a feature-by-feature
basis; or they can capture and aggregate sentiments on epio@inong different texts [74].

We say that we have a contradiction when there are confliojingjons for a specific topic,
or sentiment diversity. This kind of contradiction can aceatione specific point of time or
throughout a certain time period. Another interestingatittn arises when the majority of the
texts within some time interval exhibits a positive (negaYisentiment on a particular topic,
and this time interval is followed by another one, where tlagamty of texts exhibits a negative
(positive) sentiment on the same topic. A boundary betwieese time intervals, that contain a
change of aggregated sentiment, can also be identified asdamtory, but with a special type
of contradiction, which we calChange of SentimenFurthermore, a contradiction can occur
within one text when an author presents different opiniomshe same topic, or across texts
when different authors express different opinions on timeestopic.

In this part of our framework we define the concepts of aggeshapinion, opinion vari-
ance and contradiction with respect to the time dimensiot farmulate relevant problems. We
formally define the problem of contradiction detection, &mdher describe two variations of
the problem, namelysynchronousindasynchronousontradictions. We present an approach,
which solves the above problem for sentiment opinions bggugainovel contradiction measure
based on mean and variance of aggregated sentiment digmbMoreover, we draw a math-
ematical connection between the proposed contradicticasare for sentiments and the more
general opinion contradiction framework, so that it is ploigsto consider one as a restricted
version of another, and better understand their properties

Our method operates on sentence-level sentiments, whichepresented in a continuous
scale. This allows us to exploit different approaches fartisgent detection, which can be
plugged in our framework. The use of mean and variance faradiction detection allows our
method to be fast and linearly scalable on the number of tesigch is an important feature
for large-scale analysis. We further extend the perforraasfcour framework by boosting
its robustness against sentiment extraction noise andhsaritirregularity with the help of
regression analysis and smart thresholding. We desigmazbation detection methods to take
a full advantage of our CTree storage, enabling them to doalery large data collections.
We experimentally evaluate the proposed approach usirgraesynthetic and real datasets.
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The results show its effectiveness and scalability. In i we perform a user-study that
demonstrates the usefulness of the proposed contradiogasure.

The remainder of this chapter is structured as follows. latiSe 5.2 we formally define
the problem of contradiction detection. We present our @ggn for detecting contradictions
in Section 5.3, and provide the experimental evaluatioreictiSn 5.4. Finally, we conclude in
Section 5.5.

5.2 Problem Definition

The problem we want to address in this part of our framewotkesefficient detection of con-
tradicting opinions and opinion shifts (on specific topite)n large-scale, noisy data sources
that continuously produce new data. We first turn our atvento the forms of opinion con-
tradictions, and formulate our problem in a more generatexdn Following that, we consider
sentiment-based contradictions.

Usually, a particular source of information covers someegaintopicT (e.g.,health, poli-
tics) and has a tendency to publish more texts about one topicathatier. Yet, within a text,
an author may discuss several topics. When using the text vite refer either to the entire
web document or its individual sentences. With the termteaare’ we assume a particular
piece of text expressing an opinion about a certain topigéchvban not be split into smaller
parts without breaking its meaning. For each of the topissuised in some text, we wish to
identify the opinion expressed towards it.

Definition 6 (Opinion) O represents a statement or a claim expressed by an auth@pin T .

The opinion can be either an objective statement, e.g. &dalacK’, or a subjective statement,
e.g. “war isbad'. In fact, there exist a wide range of different types of apirs. In this work,
we are interested in contradicting ones, i.e. those that hasense together. For example, “car
is black andwhite’, or “war is goodandbad’. The latter example represents a contradiction
between opinions of the evaluative type, which we call seatits and define as follows:

Definition 7 (Sentiment) S with respect to a topic T is a multidimensional number thdi-i
cates the intensity of the evaluative opinion along basiotemal dimensions, such as Jey
Sadness, Acceptanee Disgust, Anticipatior= Surprise, and Feat= Anger [153].

However, extracting precise sentiments (in this multichsienal space) from text is still a major
challenge for the sentiment analysis domain, and the ntyajofimethods detect sentiments

LAlthough we assume that each sentence within a text may sxprelifferent sentiment for the same topic, enabling to
capture contradictions on a sub-document level, for theqaes of large scale aggregation it is more convenient tatgpat
the level of documents.
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projected into a single dimension, that is, polarity [13jllowing these methods, in this study
we identify and record the polarity of sentiments, which wpresent as real numbers in the
range[-1, 1]. Negative and positive values represent negative andymsjpinions respectively,
while the absolute value of sentiment represents the strefghe opinion. In the following,
we refer to sentiment polarity simply aentiment

For the proposes of building a general contradiction dedimjtwe express the differences
between opinions of any kind in a form of a distance functidfuch for the same reasons,
opinions are compared and evaluated only on a pairwise.basis

Definition 8 (Opinion Distance) The opinion distance(@,y) = || x—y || € R™ is a positively-
defined (multi-dimensional) function that satisfies to theditions of semi-metric:

d(x,y) >0

d(x,y) =0ifand only if x=y

d(x,y) = d(y,x)

Apart from detecting opinions for individual texts, we als®ed to measure the aggregated

opinion on some topic expressed in a collection of documigéd may span different authors,
as well as time periods).

Definition 9 (Aggregate Opinion) Aggregate Opinior® is an opinion with the closest
accumulative distance to other opinions within a group:

O=argmin0 § [|0-0|?
oD

In the case of sentiment polarity, the aggregated opiniothéndefinition above can be
instantiated using theentiment mearnus, which has the shortest distance to other sentiments.

Definition 10 (Opinion Variance) Opinion Varianceo? is the average distance between
opinions inD and Aggregate Opinio®:

1 _
2 2
==Y |6-0
05 nop | O I

Now we are ready to provide a definition of contradictionsjchiquantifies the intuitions
given in Definition 5. By comparing opinion values of diffatecollections of texts contradic-
tions are identified as follows:

Definition 11 (Opinion Contradiction) A collectionD of texts talking about topic T, is con-
sidered contradictory, if it can be partitioned into seViegeoups of textsD; C D such that the
distance between aggregate opinions of any two groups isasttr times greater than the
maximum opinion variance:

min|| (D) —O(Dy) [|* > a-maxag(Di) (5.1)
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We define contradiction on pairwisebasis, where we evaluate the disagreement between
two groups of documents in a collection. In this case, thelarity of information within each
group serves as a reference point, providing a basic dicagmet level. This definition can lead
to different implementations, and each one of those wilehaslightly different interpretation
of the notion of contradiction. We argue that our definiti@ptres the essence of contradic-
tions, without trying to impose any of the specific interptains. Nevertheless, in Section 5.3,
we propose a specific method for computing contradictioms;iincorporates many desirable
properties.

This definition allows us to detect contradictions, but doesmeasure their strength. For
this purpose, we define a contradiction measiibased on the number and sizes of contradict-
ing groups: the largest contradiction occurs when therenanmey groups of equal sizes.

Dl Dl
C=- — -log— (5.2)
2o D] 97D

When identifying contradictions in a document collectidris important to also take into
account the time in which these documents were publishetdDiLdée a group of documents
containing some information on topic and all documents i1 were published within some
time intervalt;. Assume that; is followed by time intervat,, and the documents published
in to, Do, contain a conflicting piece of information oh. In this case, we have a special
type of contradiction, calledsynchronous ContradictigisinceD, andD, correspond to two
different time intervals. Following the same line of thotighe say that we have@ynchronous
Contradictionwhen bothD; andD, correspond to a single time interval,

In order to detect contradicting opinions in collectionseits, we first need to group similar
opinions and then calculate their relative differenceseWr this problem lies within the scope
of clustering algorithms, it is known to be computationaitlyallenging, so many of existing
methods provide only approximate solutions.

Problem 1 (Contradiction Detection) Partition a given collection of documerni®
into a minimal number of non-intersecting sub-gro@ps) D = 0, such that Equation 5.1 still
holds, and compute the level of contradiction.

Depending on the kind of application, the above problem @fobmulated for all topics in
a collection, or just for a single one.

Problem 2 (Single-Topic Contradiction Detection) For a given time interval, and topic T,
identify the time regions, where a contradiction level iseding some threshoful

Problem 3 (All-Topics Contradiction Detection) For a given time intervak, identify topics
T, which have the highest contradiction level, or the latgasmber of contradicting regions
above some threshold.
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The time intervalr, is user-defined, whereas the length of a basic window wigghemjates
the documents can vary depending on the type of contradgtiee application is aiming at. As
we will discuss later, the threshold, can either be user-defined, or automatically determined
in an adaptive fashion based on the data under consideration

The latter problem is interesting if we want to consider tbpydarity of certain web topics.
Frequent contradictions may indicate "hot” topics, whitineet the interest of the community.
In this work, we focus on the solution to the first problem,csirthe solution to the second
one is its direct extension. Note that the approach we pmpothis work is general, and can
lead to solutions for several other variations of the abawblem, such as detection of topics
with periodically repeating contradictions, or with the shérequently alternatiné\ggregated
Sentiment

5.3 Contradiction Detection

Giventhe problems described before, we propose a fouragigach to contradiction analysis,
as demonstrated in Figure 5.1. Steps one and two can be adliaged on existing methods, or
adaptations of existing methods. We refer to these stegmegrocessing’ and briefly describe
in the following how we have adapted them. The focus of oukweithen on the subsequent
two steps, namely, the aggregation of extracted sentinagatsheir analysis in order to identify

contradictions. Since we also consider the problem of theagement of sentiment informa-

tion in order to enable fast query answering for aggregagediraent analytics, we need to

address these problems with a family of functions which aseld on incrementally updateable
statistical values, that can be aggregated to meet thesigcesthe hierarchical analysis.

Topic L> Sentiment N Sentiment j> Contradiction
Extraction Extraction | Aggregation Detection

Figure 5.1: Schema of contradiction analysis.

5.3.1 Preprocessing

We determine topics and sentiments at sentence-level tbleémcapture changes of sentiment
within a single text. It may occur that regarding one topifetlent opinions are expressed in
different sections of the same text. For example, the autharweblog can collect arguments
in favor and against some topic within one post, that may aamate each other during the
averaging. By considering sentiment per sentence andnglatto the topic, we are able to

detect these different opinions and preserve the contradiwithin the post. Nevertheless, for

the purposes of large scale analysis, we prefer to averagjenemts over text’s sentences having
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the same topic, to get one sentiment value for each topicemnta This is done to equalize the
participation of each document in the aggregated sentigeatto prevent the argumentation
within some documents from affecting the contradictiorelevAs an additional benefit, this
step reduces the amount of data to process.

In order to identify topics per sentence and extract semimeve apply an existing text
mining framework - LK [64]. We note that this framework opEsmore efficiently on syn-
tactically correct sentences, which are not always obseiveveb texts. In such cases, we
apply the Latent Dirichlet Allocation (LDA) algorithm [11vhich was extended to work on
the sentence level [33]. Badly structured sentences argidened as input documents for the
LDA and assigned with several high-probable general tofdiben, for each sentence-topic pair
we assign a continuous sentiment value in the range [-1atjitldicates a polarity of the opin-
ion expressed regarding the topic. For the sentiment asgghstep, we use the LK tool for
fine-grained opinion analysis. This tool achieves goodlte$or opinion expressions detection
and opinion holder extraction by applying a re-ranking siféer to the output of a conventional
syntactic parser. Another feature of this tool is unsugeidomain-independent sentiment
assignment, which is rather useful since we need to explugpeocess opinions for a variety
of topics coming from different domains. Neverthelesss tbbl can be replaced by any other
suitable one that calculates continuous sentiment valLeesentence level.

So far we have described techniques for processing web deasno extract sentiments
on various topics, and subsequently to aggregate thisn#ton for a document in order to
analyze time series of sentiment on a large scale and overefit aggregations. Based on the
analysis described so far, we can now describe our appreaatohtradiction detection with
respect to different topics. In the following paragraphs,fisst propose a novel contradiction
measure, and then describe two simple approaches aimimgeaitithg contradictive periods in
time.

5.3.2 Contradictory Distributions

In order to understand how different sentiment distritui@affect the perception of contra-
diction, we performed a short user study using three realsg#s from diverse domains: drug
ratings, YouTube, and Slashdot (details in Section 5.8\ asked users to select contradicting
groups of texts contained in time intervals of pre-detesdifength (typically, ten days). Texts
in these datasets were already annotated with sentiméotsgirey us to reliably extract and ag-
gregate sentiment distributions from various time intervselected by users, and on which the
majority of users agreed. Additionally, we included distiions for such intervals, that were
not marked as contradictory by any user. Overall, we sedet®8 distributions, half of which
were marked as contradicting and another half as non-ahaotirag.

In order to visualize and study sentiment distributiong/tivere represented in the form
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(a) sentiment distributions in contradicting texts
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(b) sentiment distributions in non-contradicting texts

Figure 5.2: Typical sentiment distributions.

of histograms. In each time interval, sentiments from textse aggregated into a histogram
composed of five bins: “high neg”, “low neg”, “neutral”, “lopos”, “high pos”. Furthermore,
histograms of both types (taken from contradicting or nontadicting time intervals) were
aggregated into the three clusters uskagneansclustering with euclidean distance metric. In
Figure 5.2, we report histograms that visualize the cergéthese clusters, as well as the

standard deviations of their values.

In this figure, we observe that contradicting groups of t&etee nearly symmetrically bal-
anced positive and negative sentiments, while non-coictiag ones have either positive or
negative deviations in sentiment. The only exception tcalh@ve statement is cluster 2 in Fig-
ure 5.2(b), which resembles cluster 2 in Figure 5.2(a), batains 10% more neutral sentiments
and, therefore, may be distinguished from the latter by dlemaariance.

From what we have discussed above it is evident that it is assiple to detect contradic-
tions by simply looking at the average sentiment. Apprdphjawe need a model that leads
to an efficient solution, and that can effectively accoumttfe different sentiment distribu-
tions shown in Figure 5.2. In the following, we introduce Iskind of model that is based on
statistical data.

74



CHAPTER 5. CONTRADICTION ANALYSIS 5.3. CONTRADICTION DETETION

5.3.3 Modeling Contradictions

In order to be able to identify contradicting opinions we chée define a measure of contra-
diction. Assume that we want to look for contradictions inhift&g time windoww?. For a
particular topicT, the set of document®, which we use for calculation, will be restricted to
those, that were posted within the windew\We denote this set &(w), andn as its cardinal-
ity, n=|D(w)|. We can use the following measures of contradiction:

The sentiment mearus, is calculated agis = %z{‘zls. It can be easily proven that this
value has the lowest sum of distances to sentiments in thectoh, that is, it conforms to our
definition of Aggregated Sentiment. It can be seen, that aevaf Lis close to zero implies a
high level of contradiction because of positive and negagentiments compensate each other.
A problem with the above way of calculating the aggregatedisent arises when there exists
a large number of documents with very low sentiment valuestfal documents). In this case,
the value ofus will be drawn close to zero, without necessarily reflecting true situation of
the contradiction. Therefore, we suggest to additionallysider the variance of the sentiments
along with their mean value.

The sentiment varianqeaé, is defined as the average of squared distances between senti
ments and their meawZ = 2 5" | (S — ps)?. According to this definition, when there is a large
uncertainty about the aggregated sentiment of a colleci@ocuments on a particular topic,
the topic sentiment variance is large as well.

The sentiment mean and variance can be expressed usingfidssecond-order moments
of sentimentM; = S, S andM, = S, (S)?, giving us the following formulas for sentiment
statistics:

Hs=Mz/n; 0§ =Mz/n—(ps)?; (5.3)

We demonstrate the effect of outlined measures in FigureféaBuring two example sen-
timent distributions. Distribution A withus close to zero and a high variance indicates a very
contradictive topic. Distribution B shows a far less codictive topic with sentiment mean
Us in the positive range and low variance. For example, a grdumouments withus close
to zero and a high variance (distribution A on the Figure Wl be very contradictive, and
another group with sentimepis shifted to negative or positive with low variance is likety t
be far less contradictive (distribution B on the Figure 5M8)hen assuming a large number of
neutral sentiments in the collection, we have two oppostteds: the average sentiment moves
towards zero and sentiment variance decreases. If thegstvall compensate each other, the
neutral documents would not affect the contradiction vahweh.

2Without the loss of generality, in this work we consider wong of days, weeks, months, and years.
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Figure 5.3: Possible sentiment distributions.

Evidently, we need to combine mean and variance of sentsn@npressed in the same
units) in a single formula for computing the contradictiaiueC:

C=0d§/(us) (5.4)

This formula captures the intuition that contradictionued should be higher for topics
whose sentiment value is close to zero, and sentiment warignarge. Moreover, it satisfies
the criteria for opinion contradictions, as demonstrateldw.

Let’s take another look at the two collections of sentimgAtandB, demonstrated in Fig-
ure 5.3, and presume that they hayeandn, sentiments in each, distributed with parameters
(Ha, 04) and (U, 0p). We can calculate the mean valpe and the variancefé of their ag-
gregated sentiment distribution, which has= ng +np, M; = M2 +MP? andM, = M3 + M5.

_ M+ MP _ Nalda+Npkp

55

Hs - " (5.5)

52— M3+MD 5 NaOZ+Mu0p | Malp(Ha— Hp)? -

S— Hs = 2 ( : )
n N + Ny (na+ nb)

Using the formulas of the aggregated valyesand a§ in our measure of contradiction, we
obtain the following expression:

_ 08 _ (Na+Np)(Na0F + b0) + NN (Hla — Hp)?

C= 2
Hs Nala + NpHp

(5.7)

If our collections satisfy Definition 11, we can remove frohe tdenominator the component
depending on the variances, since they are smaller thandtaende between mean values:

Co NaNp(Ha — Hp)?
Nalla + Nb Mo

(5.8)

Now it can be clearly seen that larger separation betweetingemt distributions results in
higher contradiction value. Taking into account the liditenge of sentiment values, this
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distance is the largest when sentiment means are of the ibppadarities. In this case, the
two sentiment distributions compensate each other andeghermdinator becomes very small,
obtainingC >> 0.

Nevertheless, the contradiction values generated by dnmsula are unbounded (i.e., they
can grow arbitrarily high agis approaches zero), and does not account for the number of doc-
umentsn, that is for the significance of sentiment statistics. Fstance, in the extreme case
whenD(w) contains only two documents with opposite valu@syill become infinitely high,
and thus incomparable to the contradiction value of anyraske of documents with higher
cardinality. While the first problem (of the infinite contretion scale) can be addressed with
the help of a regularizing constant added to the denoming®isecond problem (of statistical
significance) is important for small-scale application$arrstreams of sentiments with the ir-
regular flow. We propose to cope with this problem by filteromgthe significance of statistics
involved in the calculation of using the weight functiokV, defined in Sectior??. UsingW
we can effectively limiC when there is a small number of documents, and also weigiore
when the number of documents is large, emphasizing the netstted regions in time. What
W achieves is essentially a normalization of the contraalictialues across sets of documents
of different sizes, allowing them to be meaningfully congzhto each other.

Incorporating to the contradiction formula the observadionade above, we propose the
following final formula for computing contradiction values

94§
9+ (us)?

In the denominator, we add a small valde# O, which allows to limit the level of contradic-
tion when(us)? is close to zero. The nominator is multiplied Byto ensure that contradiction
values fall within the interva0; 1]. Figure 5.4(c) shows how a contradiction value depends
on J in the denominator. Smalle? values emphasize contradiction points wit§ close to
zero, for example changes of opinion. Largeralues mask this difference, making levels of
contradictions more equal. In this study, we used a valu2 ef5- 10~4, which was effective
for its purpose, exhibiting a stable behavior across deaggthout distorting the final results.

An important observation is that the Formula 5.9 that cali®d the contradiction values is
based on the mean and variance of the sentiment, which caonyeuted from the first- and
second-order moments of sentiments, as shown in FormuleBaSed on this representation,
we can rewrite Formula 5.9 using the sumsandM,, as follows:

(5.9)

3 (nM — M2)
C= "~ ZMW 5.10
IN? 4 M2 (5-10)

The above form of the contradiction formula gives us addaidlexibility, since we can
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now compute the contradiction of a large time window by cosipg the corresponding values
from the smaller windows contained in the large one. We carefore build data structures
that take advantage of this property.

Figure 5.4 shows the operation of the proposed contradictinction. To better illustrate
this, we use one of the time series from our syntheticallyegated dataset (described in Sec-
tion 5.4.1). The graph at the top (Figure 5.4(a)) shows gaadrsentiments. The bold line in
this graph depicts the custom trend, showing an initial tpessentiment that later changes to
negative (at time instandg), which represents an asynchronous contradiction (chahgen-
timent) that manifests itself across the entire datasetrdis also a point around time instance
to, where the sentiments are divided between positive andiimega situation representing a
synchronous contradiction. As can be seen in Figure 5.4(Is)noothed trend gfis (using
regression smoothing) captures the aggregated sentirattat than the simple average, effec-
tively reducing noisy fluctuations. The graph in Figure &)&hows the contradiction value
obtained using smoothed mean and variance of sentimentkisinaseC correctly identifies
the two contradictions at pointg andt,, where the values df are the largest. In this case,
using simple aggregated values of sentimenr{straight away can result i@ reporting noisy
fluctuations of sentiments as contradictory.

Subjective sentences take a considerably small part irettieMhen compared to objective
statements. So neutral sentiments usually shift the agtgegntiment towards zero, masking
contradictions. Our contradiction formula is designeddmpensate such effects by exploiting
the sentiment variance. We demonstrate such behavior dhexngynthetic dataset shown in
Figure 5.5. The bottom graph shows that the proposed foreanasuccessfully identify the
main contradicting regions, both with or without neutrats@ments. Nevertheless, in their per-
ception of contradiction, people usually account for tHatree amount of neutral statements.
Hence, they do not consider as contradictory regions aointaimostly neutral sentiments (as
we observed in Section 5.3.2). This should be taken intowdcih subjectivity filtering is
applied upon sentiment extraction, removing neutral seis from the distribution. In such
cases, it is possible to tune the sensitivity of our contitain measure by setting a higher value
to the parameted.

5.3.4 Detecting Contradictions

While weighting on the number of documents addresses thagroof significance of con-
tradiction values in cases when user activity varies ovaetithere exists another source of
sentiment irregularity, which is the result of samplingiaion. This type of irregularity can be
explained by considering that population samples thatrdmrie to aggregated sentiments are
quite different across adjacent time intervals. Indeedpfeetend to publish at a particular rate,
and the likelihood that they will re-state their sentimemarsly after the first publication is low
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Figure 5.4: Sentiment data with artificial contradictions.

for small aggregation windows. On one hand, increasing tinelow size at the same granu-
larity level can help reducing such noise, but at the same tiwill decrease the resolution of

our analysis, allowing to identify only long-lasting coadiictions. On the other hand, applying
a sliding window of a larger size on a smaller granularityuiegs substantially more resources
for storage and computation. To cope with this problem, we lasal regression smoothing

as described in Section 4.2, which achieves a more accwratenent trend, by considering

sentiment variance and number of aggregated sentiments.

In the case of synchronous contradictions, when the comtsnahevery particular interval
in time has different opinions about the same topic, coittechs can be determined easily with
any suitable time window. However, sometimes the communratya solid opinion in one time
period, and later changes it, so in another time period itha®pposite opinion, resulting in
an asynchronous contradiction. This type of contradictiam only be discovered using a time
window large enough to gather posts from the two differenjols. Moreover, if for some shifts
of opinion there exists a gap in time between positive ana@tngposts, the detection becomes
highly dependent on a time window and on the order in whichipagre published. By using
a small time window we will likely to get only a small peak ofrdcadiction at the moment,
when community has changed it's opinion, because the trang&ietween opposite opinions is
slow to result in any significant difference of opinions ay @articular time interval. Thus, the
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Figure 5.5: The effect of neutral sentiments on Formula.5.10

hierarchical refinement of time intervals from larger onesmaller is particularly important
for the discovery of asynchronous contradictions.

When trying to detect contradictions, we would like to id8nthose that have a contra-
diction value above some threshold. The intuition is thasécontradictions are going to be
more interesting than the rest in the same time interval. Bviaus solution in this case is
to define some fixed threshold, and only report the contradictions above this threshold. W
refer to this solution afixed threshold However, by adopting the above solution, we cannot
normalize the threshold to better fit the nature of the dathiwieach time window (that may
vary over time and across topics). In order to address tlublem, we propose aadaptive
thresholdtechnique, which computes a different threshold for eapictand time window as
follows. The adaptive threshops, for a topicT in time windoww is based on the contradiction
valueCy, that has been calculated férin the parent time window ofi, wp,, and is defined as
pw = p-Cuw,. In our experience with real dataseps/alues between.8 — 0.7 work well. In this
work, we usep = 0.6.

Adaptive threshold helps to detect interesting contramhet that occur in different time
granularities and across topics, even if these contradistilo not have the largest values over-
all. This is particularly important when a single, fixed tsineld value cannot detect all con-
tradictions across time, or when the user is unsure abowhathreshold to choose. Note that
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we cannot achieve the same result by ugimgrk queries (though, they can be complemen-
tary to our approach). The reason is that the adaptive tbldst changing as we navigate
the timeline, and it provides even discrimination of peaksamtradiction both in highly- and
lowly-contradicting regions. Moreover, it does not impa@sstrict limit on the number of con-
tradictions in the result, and can thus report the entiregaiteresting contradictions within
some time interval.

We are now ready to present the algorithm we use to retrigde tmntradiction values us-
ing time windows of a given granularity. Listing 2 outlindgetalgorithm that uses the adaptive
threshold. The algorithm needs a single pass over the tiolteaf pages of the specified gran-
ularity, I, that fall inside the time intervat, of the query. In line 6, we check if a contradiction
value (for a specific topic and time window) is above the agtleghreshold. Note that contra-
diction valuesC' are computed from the information stored in the node usimgita 5.10.
The type of contradiction is identified in lines 4-6, by compg signs of sentiments for adja-
cent nodes. In our implementation, we additionally do nett\dhildren nodes whose parents
are not contradictory (we omit this detail from the algamitfor ease of presentation).

Algorithm 2: CTree Access

Input : Topic T, Time intervalr, Granularityl
Output: List of contradictions
C = {(time windowcontradiction valuetype)}
1 forall the nodesre 1, r.granularity=1—1do
2 forall the nodesr e r.childNodesdo
3 if rietand.C"T > pxrCT then
4 if r,_1.S" xr;.S" <0then
5 type= “asynchronous contradiction”;
6
7
8
9

else type= “synchronous contradiction”;
C=CU(ri,ri.CT type);

end

end
10 end
11 ArrangeC by topic contradiction count or level,

5.4 Experimental Evaluation

In this section, we report the results of our experimentaleation on synthetic and real
datasets. The objectives of the experiments we conductesl twe analyze the quality of the
approach; study its usefulness from a user perspectivdy e scalability of our solution.
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5.4.1 Datasets

Synthetic Dataset

Specifically for the evaluation of accuracy and performarfaaur method, we generated a syn-
thetic dataset containing time series of sentiments wiifiaal opinion shifts, contradictions
and a controlled amount of noise. To create this dataset werged and then inserted in the
CTree a large volume of sentiments with time stamps follgwhee Poisson distribution with
the parametek ranging from 1 to 10 sentiments per day, and with values\oiig the normal
distribution. Moreover, a particular fraction of sentinefollowed a planted trend with disper-
sion 0125, while the rest, controlled by the noise parameter, westibuted randomly with
dispersion b and median @. We have chosen these distributions because they arees;isupd
still resemble the real data. Noise parameter varied frdna0.4 with a step of QL. 3 Overall,
we generated 1000 topic time series, and stored them in theeCiaking independent copies
for each of the above noise parameters.

Real Dataset

We study the usefulness of our algorithms on a data set of hwvigws collected from the
DrugRatingz website a data set of comments to YouTube videos from L3S and a datitbe
comments on postings from Slashdot, provided for the CAWEkalwop.

The first dataset contains 2701 positive, 352 neutral an® h@&bative reviews for 477
drugs. These reviews are provided by persons that took afispéwig. They describe their
personal experience with the drug, including side-efféwds occurred.

The second dataset contains approximately 6 million contsnenYouTube videos, with
an average of 500 comments per video. These comments feakotref argument on various
topics, which are often different to topics mentioned inead.

Our third dataset, Slashdot, is from a popular website foppeinterested in reading and
discussing about technology and its ramifications. It @iias short story posts which often
incite many readers to comment on them and provoke disqus#at may trail for hours or
even days. It contains about 140,000 comments under 4@geatti

We conducted an evaluation of the precision of our approadh® user-annotated dataset
of sentiment distributions from DrugRatingz, pictured ec8on 5.3.2. In this particular sam-
ple of our dataset, we limited the number of false positiveaations by including as non-
contradictory only the intervals marked as suchabyusers. Additionally, we balanced the
number of positive and negative samples in this datasettode 64 of each, so that the base-
line precision became 50%.

3We note, that even at@noise setting a constant amount of noise is present inrtieegeries itself.
4http://drugratingz.com
Shttp://caw?2.barcelonamedia.org/
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Method CTree SVM-hist SVM LR LR-hist Baseline
Accuracy 82.0 79.7 78.9 68.8 66.4 50.0
Precision 93.6 93.2 91.1 72.2 66.2 50.0
Recall 68.8 64.1 64.1 60.9 67.2 100.0
F-Measure 79.3 75.9 75.2 66.1 66.7 66.7

Table 5.1: Performance evaluation of synchronous corfiadi detection.

5.4.2 Accuracy
Synchronous Contradiction Detection

We evaluate the accuracy of our approach for synchronousazhction detection on the anno-
tated dataset of contradicting sentiment distributiorscdbed in Section 5.3.2. More specifi-
cally, we compare the accuracy of our method to several siggetrmachine learning classifiers,
available in Weka data mining tool. We used the same dataslefdx training and testing, and
the classifiers used feature vectors either based on meavaaadce (same as our approach)
or on histograms (reported hsst).

As the main alternative to our method, we chose an SVM clasdifiu-SVC type using
radial kernel), since its performance characteristic id ¥weown. In addition to SVM, we
used the Logistic Regression (LR) classifier. Parametensaghine learning methods and the
CTree threshold were optimized for the best overall acqufar both positive and negative
classes). We report average statistics for 10-fold cradisiation, where 90% of data were used
for training and 10% for testing on every iteration.

The results of our evaluation are shown in Table 5.1, whergepert the overall accu-
racy (the number of instances correctly classified as cdict@y or non-contradictory) and
contradiction detection precision and recall (accordm@mstances correctly classified as con-
tradictory). Reported F-Measure is the harmonic mean dfigien and recall, indicating the
overall contradiction detection performance.

The best results were achieved using CTree, which was 3% aoorgate than SVM and
close followed only by histogram-extended version, SVMthiLogistic Regression method
has demonstrated significantly worse results and was nettalbenefit from using the his-
togram data, much likely due to the impossibility of separatlasses in the linear space. We
should note, that in this experiment SVM methods were ragoed at classifying contradic-
tions mainly because of the cross-validation and exhaerséiss of the evaluation dataset. While
the first circumstance alone required training on the 90% lodles data, in combination with
the second one it made most of the testing samples simildragetused for training. This
makes the reported precision values for these methodswgadian optimistic estimate, rather
than the actual performance. On the other hand, the optiata¢\of the CTree threshold used
in these experiments was most often equal . di the average contradiction level across all
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tested samples, indicating that our approach is very @éffeeven with the default setting of the
adaptive threshold.

We further note that our model uses only statistical momeastsnput data, which are
less descriptive than histograms. Furthermore, our meiindlis case did not not apply the
significance-based weighting, since we used annotatedbdatad on text collections of the
same size. Because SVM utilizes normalized values, it daauomatically handle situations
when statistical values are not significant due to a smallbermof sentiments. Even when the
number of sentiments is added as an additional featurejryum this feature can be either
uncontrollably biased by other features, or very strichedeling on training data.

Even though SVM methods have demonstrated a comparableperice, they fail at de-

livering several other important properties that are r@\for our problem and supported by
our method:

* SVM provides no measure for the level of contradiction aadnot filter or rank the result
set appropriately. Neither it can flexibly change betwegh Iprecision and high recall, as
it is possible using a simple threshold in our method.

« SVM cannot automatically handle situations when statidtralues are not significant due
to a small number of sentiments, since it relies on normdhzdues.

« SVM methods are not able to adapt to different kinds of seatit biases in real datasets
without re-training. In contrast, we can control sensiyivof our method using® pa-
rameter, and additionally it is possible to compensatecbiagntiments by appropriately
adjustingus, without modifying the actual values stored in the CTree.

« Finally, sentiment histograms occupy more space thangbeegated statistics used in our
method, and thus require more processing time.

Asynchronous Contradiction Detection

In order to evaluate the accuracy of asynchronous contradg; we manually identified changes
of opinion in 10 time series randomly picked from our syniheataset. An example can be
seen in Figure 5.4, where time potatcorresponds to an asynchronous contradiction. To simu-
late a real-world application, we labeled only the most graant asynchronous contradictions,
which are important to analysts. We did not consider as dspmous contradictions changes
of opinion, where the sentiment time series shortly croisexero line and then goes back.
(We purposely did not annotate synchronous contradictiaagheir perception is subjective
and largely depends on annotator’s experience.)

We evaluate the accuracy of our method with and without shingtby measuring preci-
sion and recall of extracting contradictions for varyingseolevels (ranging from.0 to 04).
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Figure 5.6: Accuracy of asynchronous contradiction daiaatith or without regression smoothing.

For these experiments we used a constadb @ontradiction threshold, andcoefficient for
time series smoothing. Precision is computed as the pegermf the extracted contradiction
intervals, which match to the ones manually annotated inl#taset. Recall is computed as the
percentage of the annotated contradiction intervals, hwwere actually extracted.

The graph in Figure 5.6 shows the accuracy of extractingiopishifts with and without
regression smoothing applied. We observe that both mettmdsctly identify a large fraction
of the contradictions at all noise settings. The recall ig/ivey from above of 75% to about
60%, and ranging around 75% (for the smoothing version oheethod) for low to mid noise
levels, meaning that the method is applicable to and usefuhformation retrieval purposes.
The fact that recall values never reach 100% reveals thag e6the opinion changes can not be
detected at the granularity of 10 days. Precision valuesigreficantly better for the smoothing
version of our method (75% versus 50%). Applying adaptiveshold instead of a constant
threshold in this case should not yield a dramatic improvemné precision of asynchronous
contradictions, since their detection mainly depends oiamae (sentiment mean being zero at
a change point), which remains almost constant at a 10-dgreggtion granularity.

5.4.3 Correctness

We now apply the introduced contradiction analysis apgrdaceal datasets, aiming to assess
the correctness of identified contradictions by navigatithe relevant collections of text and
extracting opposite points of view. Figure 5.7 depicts higiregular subset of sentiment val-
ues for the topic “internet government control” taken frame $Slashdot dataset, for the time
interval September 2005 to September 2006. This datasettsed typical situation in Opinion
Aggregation, when the irregular flow of values results inraetiseries with variable signifi-
cance of aggregates or even missing values. In the uppehn,gregplot the average sentiment
time series, and the contradictions that were extracteddas this series, when there is no
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Figure 5.7: Average and smooth sentiments for “Interneegawent control”.

smoothing applied to the sentiment series. In the lowerlgrag plot the same average sen-
timent time series, where we have additionally applied egression smoothing step, and the
corresponding detected contradictions. In both graphsletespntiment and variance and the
corresponding contradiction values , calculated usingne tvindow of ten days. We observe
that the trend in the upper graph, computed by simply avegagentiments, results in con-
tradiction values that do not accurately reflect the evotutif sentiments. For example, the
second and the subsequent peaks of contradiction caus@dhbtaaeous fluctuations of aggre-
gated sentiment towards zero. On the other hand, the régmesmoothed trend in the lower
graph demonstrates a more stable behavior. Note that dacttom values are high for the time
windows where topic sentiment is around zero and varianbéls, which translates to a set
of posts with highly diverse sentiments. These situatioasat easy to identify with a quick
visual inspection of the raw sentiments.

Analysis of the regression time series shows that thereashoagor contradiction (marked
1 in the bottom graph of Figure 5.7). This contradiction d&ses the pros and cons of a law
that would give the government more power in controlling ititernet traffic, especially per-
sonal correspondence. By taking a closer look at the carreBpg weblog posts (reported
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in Table 5.2), we find out that the main discussion is aboutioésd internet access and its

advantages, while other contradictions contain a genéalsgsion on the possibility of orga-

nizing the content by several top-level domains and reéstg@ccess to them, and of a possible
transfer of jurisdiction and control over top-level dongin United Nations.

In Table 5.2, we also report additional examples of conttazhs identified by our analysis.
For the topic “iraq war”, the related posts discuss pros amts ®f the US strategy on this
issue. A more detailed study of the corresponding posts stibat the discussion is about
the deployment of US Army troops in the Irag. On the one haedpfe discuss how different
media influence people’s opinion on the Iraq war and the Uesty. On the other hand, people
discuss about the US Iraq strategy itself. The extractetspmsrespond to an asynchronous
contradiction that our algorithm identified in the time periof May 2006. This particular
change of sentiment was from positive to negative. Interglst it coincides with a surge of
bomb attacks in Iraqg, which claimed many US lives. The neabhgxe of contradictions comes
from the WebMD dataset, where posts discuss treatment afi®8/One group of posts speaks
in favor of a specific brand name drug, which is an antidejrgsavhile others indicate the
disadvantages of this drug, and suggest a different drugidehtly, these are all very relevant
discussions that express different points of view on theestopic, and having an automated
way of identifying them can be very useful.

5.4.4 Usefulness

In the following paragraphs we describe a user study whicltevelucted in order to evaluate
the effectiveness and usefulness of our approach for tkeotaontradiction discovery.

In our usefulness evaluation, we used four datasets camegpy to opinionative posts for
four topics extracted from three diverse real datasetsr(tefTable 5.3). For each topic, we se-
lected a varying number of posts, spanning in time from oradrtmst three years. The shortest
list contained 60 posts, and the largest about 480. Moretheeguality of posts for topics also
differed a lot. The drug review datasets contained primdmilef and concise opinions about
drugs; Slashdot topics featured large and detailed consnesith an average size of several
paragraphs; YouTube comments were, on the contrary, shaféen off-topic.

The group of users consisted of eight persons (PhD studén@rious disciplines at the
University of Trento), and the experiment was conductedodews. Participants were asked
to detect groups of contradicting posts for each of the ®pidhe above datasets (and label
the positive and negative posts). We provided them with a ayglication that featured two
approaches to help them identify time-intervals with pa#ly contradicting posts (see Fig-
ure 5.8) and digest their content: The first approach (maalksedtage 1” in the figure), based

6Attention-Deficit Hyperactivity Disorder is a commonly digosed psychiatric disorder in children.
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topic “Internet government control”, Slashdot (contradiction 1 in Fig. 5.7)

PRO: It would be helpful for restricting the flow of informati, which is a double edged
sword.
PRO: | suppose we better wrap a firewall around our countryremidet those damn for-
eigners access to our internet.
PRO: “A slew of Chinese web portals have pledged to selfegativen more, after signing
on to a Beijing plan to 'clean up the internet’.” if it's not agernment doing it, it's not
censorship.
CONS: And what exactly does a neutral Internet do? It takesydhe right of anyone who
lays down the wires or installs the access points to conthalwyoes through their network.
don’t complain about taking rights away when you advocatake rights away.
CONS: While it sounds like a decent idea, I'm really all foettvhole uncensored and
unregulated internet.
CONS: Sure, they can ruin Internet inside USA, but the rest@ivorld couldn’t care less.
CONS: We don't need the FCC regulating the Internet. Not fautrality” or any other
excuse someone can think of.

topic “Iraq war”, Slashdot
PRO : You are fortunate to live in a country unencumbered byryoing threat of terrorism
and | respect your governments decision to oppose the Uagkah Iraq.
CON : Unfortunately, that happened to many Americans dutfiegrun-up to the ongoing
war in Iraq. Most Americans didn't investigate the claimsdaay politicians and the
media, and thus were ignorant to the fact that they were kssrigusly mislead.

topic “adhd child”, WebMD
PRO : | have seen antidepressants make a huge positiveedifielifting a child’s mood
and improving the quality of his/her life.
CON : Stimulants treat symptoms of ADHD in a greater perogata people than [Drug],
and often treat inattention and destructibility more rdalyuthan [Drug]. [Drug] isn’t safer
than a stimulant, and if effective a stimulant alone wouldliar better choice.

Table 5.2: Examples of contradicting posts.

on the visualization method proposed by Chen et al. [19)ldis to users the intensity over
time of the positive and negative sentiments expressecipaits (Figure 5.8(a)). The second
approach (marked as “stage 2" in the figure) is based on thhadgiroposed in this study,
and displays to users a graph that marks the time points athwduntradictions were auto-
matically detected (Figure 5.8(b)). Using our tool, thersasmuld see the time intervals that
our tool had identified as contradictory, and could therfdocus their exploration in these
regions. Figure 5.8(d) shows some posts in a time-intemfailch have been marked with pos-
itive (green) and negative (red) sentiments. These sentsnalues are also illustrated in the
overall time-line, depicted in Figure 5.8(c). In order n@favor any of the two approaches, in
our experiments we alternated the approach required tornpleted first.

For both approaches, we measured the average fimand T,, and the average number
of time-intervals examined by the users during the seaxghand N,, needed to identify a
single contradiction. Additionally, we asked users to taee overall difficulty,D; andD», of
completing the task when using each one of the two approaeleesrding to the following
scale: 1- very difficult; 2 - somewhat difficult; 3 - normal; 4emewhat easy; 5 - very easy.
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d) Texts from a selected time intervals (Stages 1 and 2)

Just say “NO" ladies! My ARNP prescribed it and three months later: headaches 24/7, hair | ...
| have been taking Yaz for 2 1/2 years, it has been very effective in preventing pregnarcy ...
The three months | took Yaz were probably the three worst months of my life. | tried Yaz a ...
| am almost 19 years old and Yaz was the first birth control | have ever been on. | am cur ...

Ladies, you MUST take a Vitamin B supplement with Yaz! (I take B- | pgsitive | Unmark  Negative

| was on yasmine for one year and things were fine. My doctor switched me to yaz and | dec ...
| am with most of the other woman on how awful Yaz has made me feel. | am also taking Lexa ...

Figure 5.8: Annotation page for the dataset “Yaz” demotistjeopposite opinions.

The aggregate results (averaged over all the users) of aluaion are reported in Table
5.3. We report the relative improvements we measured wheagproach was used (stage 2),
compared to the alternative approach (stage 1). With tlev@l-being below the value of 0.20
for all measures, we may report these relative improvemasntseing moderately significant.
Still, the obtained results demonstrate that our approantsaccessfully identify contradictions
in an automated way, and quickly guide users to the relevams pf the data.

We observe that when users employed our approach in ordetectccontradictions, they
were able to identify contradictions faster, requiring 28%s time on average (ranging between
7% and 40%). The biggest improvements were for the topicsigéni’ and “Zune HD”, which
had a few contradicting posts visible using our approachptherwise hard to discover. Our
approach also led to a reduction by 28% of the number of tmerrals examined in order to
identify contradictions (ranging between 12% and 42% ). [Bhgest reductions were observed
for the topics “Zune HD” and “Internet Control” (38% and 426éspectively), which contained
many posts that did not take a position, or were off topic. $tarh topics, the helpfulness of
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Dataset Topic D, | D2 AD Ty Tz AT | N | Np AN P P AP
Drug- Ambien 27| 37| 50% | 142 | 87 | 40% | 1.6 | 1.4 | 12%| 0.70| 0.81| 20%
Ratingz Yaz 28|42 58% | 8 | 79 | 7% | 14| 11| 22%| 0.75]| 0.95| 32%

Slashdot | Int. Ctrl. 15| 17| 17% | 283 | 218 | 11%| 3.8 | 1.8 | 42% | 0.37 | 0.63 | 114%
YouTube |ZuneHD | 14| 29| 107%| 143 | 85 | 32%| 3.7 | 1.9 | 38% | 0.36 | 0.61 | 109%
Avg. improvements 21| 31| 58% | 163 | 118| 23% | 2.6 | 1.5| 28% | 0.55| 0.75| 69%

Table 5.3: Performance of contradiction detection aideduryapproach versus a baseline.

our tool mostly depends on the nature of texts, yet it was tabdemonstrate time improvement
in all cases. The average difficulty ratings were also faver&or our approach, which was
consistently being marked as more helpful. This differamas most pronounced for the “Zune
HD” topic (107%), which involved many posts. In this caseingathrough the posts was not
easy, and our approach allowed users to focus their seadcidamntify the contradicting posts.

It is interesting to mention, that for review datasets, sasl{Ambien” and “Yaz”, our tool
was very helpful for users. However, the time improvementthe latter was considerably
smaller, since it is more balanced between positive andtivegapinions and manual discovery
of contradictions in such dataset is relatively easy. Tipéctérom Slashdot dataset featured
the largest contradiction discovery time due to the sizecmdplexity of texts, so it was rated
as “very difficult” to work with. Still, taking into accountie improvement in number visited
regions, we may conclude that our tool is rather useful ferahalysis of contradictions within
massive amounts of data, featuring infrequent sentimerttadictions.

We report an additional measure of usefulness in Table n8e $oth approaches aim at
guiding the users to the time-intervals that are most primgifr containing contradictions,
we computed the percentage rate of sucde@sandP,, of the examined time-intervals that led
to the identification of a contradiction, as well as the me&atmprovementAP. We note that
the above evaluation reports averages of precision valeasuned on per-user basis, when
individual users were annotating the regions in time theyigesed to according to their own
analysis of trends (stage 1) or by our measure (stage 2). isguthe normal distribution
of errors, we can estimate that our tool provides a precisiggrovement greater than 0% at
significance level of 0.02%. Other than that, it provides &Jthprovement at significance
level of 5%, what we assume as rather good result.

The detailed results show that our approach was always nuaeessful in suggesting to
users time-intervals that contained contradictions, owjmg precision by nearly 70% on av-
erage (even more for the Slashdot and YouTube datasetsapuoach resulted in an average
success rate of 75%, and was as high as 95% (for topic “Yaza’gnEhough the approach by
Chen et al. [19] (stage 1) was not designed with the contiiadidetection in mind, it is still a
good baseline for this task since it demonstrates two trehdpposite sentiments rather than
the commonly used single average.
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5.5 Conclusions

In this chapter, we formally defined the problem of detecgegtiment contradictions in texts
with respect to the time dimension and formulated the twaatians of it depending on the
target analysis: single-topic and all-topics contradictdetection. Also, we introduced yet
another specification of the above problem - synchronousgyiagchronous contradiction types.

Within the scope of sentiment polarity, we proposed an appromf detecting sentiment
contradictions for large-scale and noisy data sources;twisithe first general and systematic
solution to the problem. Our approach relies on a sentimealyais technique that assigns a
continuous sentiment value to each relevant topic of a @uxbhsequently, the sentiment values
are aggregated for each topic and across different timeomisdorganized in a tree structure,
which can be efficiently queried to report contradictionsaading to a novel contradiction
function.

We conducted an experimental evaluation with synthetia,deg well as three diverse real-
world datasets and evaluated the usefulness of our appredicta user-study. The results
demonstrate the applicability, usefulness, and efficieidiie proposed solution. In particular,
the precision of our approach for contradiction detecteaches 80% in all our test scenarios,
demonstrating that an unsupervised approach, designetfispiéy for large-scale datasets,
can be effective. Again, the above result is comparable thighone from our user evaluation,
although in this case our approach was tested against the Stgndard” of user annotations,
rather than individual evaluations of each particular user

While the contradiction function is based on the mean anidnee, allowing us to compute
it using incrementally updateable measures, it is not awvithat in a more general case of
opinion contradictions the hierarchically aggregatedidts will still satisfy to Equation 5.1.
For this task, we must consider metric functions, which mdy @allow computing Equation 5.1
from aggregated data, but also provide guarantee of thgpuadegy. Provided that the above
properties hold, opinion contradiction lev@l can be efficiently computed from the aggre-
gate group size counts using Formula 5.2. Most of the prapasethods can be seamlessly
applied to solve similar problems for opinion contradiogo(e.g. adaptive threshold, syn-
chronous/asynchronous contradiction types). Neverbeldnere are some technical aspects
(CTree aggregating storage, updateable measures, aggoggaion), which require a more
careful modeling of opinions. In our further investigatiove are going to address the above
problems and refine the proposed framework.
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Chapter 6

Demographics Analysis

Aggregating sentiments for ad-hoc user groups is becongngssary on the Social Web, where
millions of users provide opinions on a wide variety of canité&Vhile several approaches exist
for mining sentiments from product reviews or micro-bldgtle attention has been devoted to
aggregating and comparing extracted sentiments for diftetlemographic groups over time,
such as “Students in Italy” or “Teenagers in Europe.”

Nevertheless, the need to provide fine-grained analytic®oial data is growing. Read-
ily available users’ demographics along with opinion daiastitute a gold mine for extracting
insights on what a particular user group thinks and how thamion evolves over time and com-
pares to opinions of others. This problem demands efficiethsaalable methods for sentiment
aggregation and correlation, which account for the evolutf sentiment values, sentiment
bias, and other factors associated with the special claistots of web data.

We propose a scalable approach for sentiment indexing agreégation that automatically
detects the right time granularity for computing meanihg&ntiment correlations among var-
ious demographic groups. Furthermore, we describe mefoodesmpressing the top-k corre-
lations, leading to improved performance without signiittya affecting the quality of the re-
sults. In addition, the data structures we use are increatignipdateable, making our approach
suitable online. We present an extensive experimentaliatiah with both synthetic and real
datasets. Our experiments show the efficiency of our sentiaggregation and demonstrate
the effectiveness of the proposed algorithms.

6.1 Introduction

Today, sentiment analysis has become a platform that peewidluable information on people’s
opinions regarding different topics, and is widely used bgibesses [61] and social study insti-
tutions [137]. Sentiment extraction and aggregation has lagplied in various domains, from
movie reviewso productreputation managemenWhile multiple efforts focused on develop-
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ing machine learning and statistical methods for charetey sentiment within large bodies of
text or for brief opinions and tweets [113, 126], not muclestion has been devoted to analyz-
ing the sentiment diversity observed in a large scale. &égardies indicate that the observed
diversity of sentiment can be the result of demographic gsaeacting differently to external
events [126, 88]. The study of Thelwall et al. [126] indicatieat changes in general sentiment
are mainly caused by external events and thus are likely teftected synchronously in senti-
ments of various demographic groups. One more observatame iy the same authors is that
the changes in sentiment are particularly small, makingaéessary to apply more sophisticated
methods capable of detecting correlations under high roaisditions.

Evaluating the aggregated sentiment along users’ dembigsais a challenging task, which
requires both precise sentiments (due to smaller aggoeglatiels) and efficient methods (due
to increased complexity). Studies along this directionehaditionally focused on an off-
line analysis and aggregation of polling data for pre-deteed demographic groups. Polling
requires long-term monitoring of a large sample of the pafpoih in order to allow for a mean-
ingful comparison of sentiments among demographic grodpseever, it is difficult to organize
polling on a large scale and conduct it regularly enough tdyare trends and correlations over
time [100, 88]. Therefore, many scientists look towardsweatang online sentiments, especially
considering their existing correlation with actual opimso

Online sentiments monitoring has been approached by sienising a variety of data
mining algorithms, although these studies were not spadifi@accounting for relationships
between demographic groups, their sentiment’s correlaind hierarchical nature of demo-
graphics. Nevertheless, some recent studies have alreadg m step along this direction,
uncovering interesting problems and observations whiclagdresses in our analysis. For in-
stance, “A Demographic Analysis of Online Sentiment dutiigricane Irene” [88] revealed
dynamic (temporal) sentiment differences between Sont&A and New England, and at the
same time a constant (inherent) difference in the sentsnexpressed by males and females,
referred to asentiment bias Their study suggested a necessity to account for clagsiiica
errors (sentiment noise) and sentiment biases, which waidedelow.

Different demographic groups may have different pointseférence when they express
their sentiments for different topics. For example, whitaiggsters tend to prefer relatively
cheap restaurants and are comfortable with a certain Iévelise, pensioners generally prefer
quieter and moderately priced restaurants. This problestbkeen studied in the literature and
there exist methods which aim at extracting sentiment bia€doudhury et al. [24] examine
sentiment biases in blogosphere’s communities, relyingrdropy measure as an indicator of
the diversity in opinions. The work of Das et al. [30] intrads complex mining of sentiment
data in the form of ratings, where the authors aim at extngatheaningful demographic pat-
terns, that describe groups with biased sentiments. Ouk differs from the above since we
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study the complementary problem of extracting groups wittretated sentiments over time,
that is, groups that react similarly over time to externareas. Nevertheless, this kind of analy-
sis can also provide a more meaningful interpretation ferttiases observed in the sentiments
expressed by the different groups.

In addition, sentiments of demographic groups may evolfferéntly over time. For ex-
ample, “French farmers” and “German farmers” had initigdhsitive sentiments for the topic
“organic farming”, but later disagreed when the French gomeent introduced additional taxes
for organic goods superseding laws set by the European @amdrn disfavor of French farm-
ers. In the above example, if the two groups have equal agesagtiments for a specific topic
during some time period, it will be hard to say if they reallgvk the same attitude towards
the events in that period, or if their equal sentiments areetpé¢he result of an instantaneous
convergence of otherwise diverse sentiments. This issu@sna straightforward estimation
of inherent demographical opinions error-prone, and conteapproaching the problem by
analyzing the dynamics of sentiments [81].

Our examples suggest the need for sophisticated methotdsahaompare and correlate
sentiments of demographic groups over time regardlesseif thherent biases. Problems
related to the identification of correlations among mudtipine series have been studied by
the data streams community, using a variety of techniquégsd techniques focused on the
efficient computation [157, 96], hidden variables [109]gdbcorrelations [110], pruning of
candidate pairs [28], and lagged correlations [117]. Meegoit is important to use efficient
correlation methods, which allow online updates. From th@va methods, StatStream [157]
is the one that is closest to our work from the perspectivénod series handling. StatStream
computes correlations using sliding time intervals of gt sizes, composed of a number of
sub-intervals of fixed length. It employs tBéscrete Fourier Transformation (DFTtp compute
correlations in an approximate and incremental manners@lution is different from the above
works in a number of ways: (a) it analyzes time series usinkjiphelaggregation granularities
and detects correlations on ad-hoc time intervals; (b)ptiap effective top down pruning both
on time and demographics hierarchies; and (c) it uses abiwalcompression techniques to
achieve efficiency and scalability.

One important aspect in the design of our methods is the tefirof sentiment correlation
as a function of aggregated sentiment over a time period. Xpoee Pearson’s correlation
using several variations of the average sentiment. In imtiglilve evaluate several ways of con-
structing a time interval of sentiment correlations andmstitat correlations remain meaningful
and robust to noise when time intervals are assembled fraaemones, which allows to apply
efficient top-k and windowed correlation methods. Moregiresre are two computational chal-
lenges when implementing our methods. First, finding desgaigc groups requires the explo-
ration of all possible combinations of values for demogrephttributes - a task, that becomes
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quickly intractable, especially for pairs of demographioups. Second, in order to find corre-
lations between pairs of demographic groups, one poténtiakds to explore all sub-intervals
of the input time interval. We show that both challenges ezrichditional database approaches
inefficient, and describe algorithms that exploit thttice structure induced by demographics
attributesin order to prune the search space. Our algorithms also nskeftierarchical time
aggregationto achieve efficient and scalable indexing and retrievabgfegated sentiments.

In this part of our work we are focusing on the efficient aggtean of sentiment and compu-
tation of significant sentiment correlations for differéietmographic groups within dynamically
determined time intervals. We base our algorithms for st aggregation and correlation
detection on a careful indexing of time and demographiashirarchies. In order to enhance
the performance of our algorithms, we describe analytesits that allow to prune the search
space, while maintaining quality guarantees on resultsthEtmore, we introduce two novel
methods for correlation compression, which allow for thigcefnt implementation of our al-
gorithms. We conduct an extensive set of experiments taaiiour problem, and evaluate
the performance of our solution. We use synthetic datastish contain large-scale artificial
correlations with added noise, and the MovieLens real égtasich comes with rich user de-
mographics. The experiments demonstrate that correlat@dgraphic groups can be identified
very efficiently with the help of our specialized indexingrsige and effective pruning. Finally,
our evaluation provides interesting insights on correl&iamong real demographic groups in
MovielLens.

The rest of this chapter is organized as follows. Sectiond@fthes our framework and
the problem we tackle, while Section 6.4.1 develops the gntags of correlation with respect
to our problem. Section 6.4 describes our algorithms foretated groups and correlation
compression. Our user study and performance experimeateported in Section 6.5. We
conclude in Section 6.6.

6.2 Problem Definition

We are given a database of recordsx = (u,t,s, p) whereu € U denotes a user expressing
sentiments € [-1,1] on a topict € 7 in a time periodp characterized with a start and end
timestamps.

In our definitions we assume that sentiments are extractedgwen topic. For example, the
recordx; = (us, Politics, 0.8, p1) means that user, expressed a positive sentiment (i.e., +0.8)
for “Politics” during time periodp;. Such information can be extracted from the tweets of user
up during that time period. The record = (up, Drama -0.5, p2) expresses a negative sentiment
for “Drama” movies by useu, during time periodp,. This information can be computed from
movie rating datasets such as MovielLens.
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hierarchy 1: location demographics lattice

Figure 6.1: Two demographics hierarchies forming a lattice

Definitions

We assume that each usee U is associated with a collection of values for a set of demo-
graphics attributega;}. For example25 for attributea; : age, Studentfor ay: occupation,
andltaly for ag:location. Each attributey; is associated with a demographics hierar@hy
whose nodes hierarchically partition the set of valuestiat attribute. Correspondingly, each
demographics hierarchy node contains all users wbmhose attribute values are covered by
that node. The top left part of Figure 6.1 shows an exampleodeaphics hierarchy associated
with attributelocation. The top node covers users from all available geographiatimes
(which corresponds t@X), and the descendant nodes partition those users intomersécting
subsets according to their geographic locations.

Definition 12 (Demographics Criteria) d = {a;=d1,---,a= di} is a set of predicates over
demographics attributes avhere each predicate requires attribute’s values to bdaioed in
a node from a demographics hierarchy.

For exampled = {age : Younglocation : Italy,occupation : Studen} refers to a com-
bination of predicates on user attributgse, location andoccupation. To simplify our
notation, we will used = {Youngltaly, Studen} to refer to the same set of predicates. Values
in demographics criteria correspond to hierarchy nodesaamtherefore a fixed set, which can
be enumerated. We note that user attributes with continvalugs (for exampleage) can be
transformed to categorical values in order to induce a tohya

Definition 13 (Demographics Generality) Demographics criteria is more (less) general than
dif: V(di,d): d ed (di €d). We denote these relationshipschs d' (d - d').

All demographics criteria and their generality relatioipshiform ademographics lattice L
with a size equal to the product of the hierarchies’ sizes siev an example of such a lattice
in the right part of Figure 6.1, where a nine-element demalgies lattice is formed by all node
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combinations of two hierarchies, each containing threeeaddhown left). The links that go
from one lattice node to another indicate generality reteti For example, such criteria as
{Italy, Studen} and{France Student are less general thgft urope Student, which is itself
less general thafEurope Academig.

Definition 14 (Demographic Group) /9, defined by demographics criterifis a set of users
u € U, who satisfy predicates itk

An example of demographic group is European students delipelde demographics cri-
teria {Europe Studen}, shown in Figure 6.1, right. In this work, we only consideogps of
users, that can be defined using demographics criteria andamsographics criteria to denote
demographic groups in all our equations.

Definition 15 (Group Sentiment) Given a demographics criterid, a topic t and a time period
p, we define the group sentimenti#t as an aggregation of sentimentgs @ver records x=
(ux, tx, Sx, Px) Where y € U9 t, =t, s is the sentiment ofgfor t, and g € p: s(d, p) = ﬁ Y S|

{ux € U9, py € p}.

In the rest of this chapter, we assume that sentiments aregajgd and analyzed with
respect to the same togicand therefore we omitwhere applicable.

The main scope of demographics analysis is to analyze tishesor of sentiment. There-
fore, we need to consider a time series of sentiments, agg@gsing fixed intervals to allow
meaningful comparisons of individual points within, as b&s across time series.

Definition 16 (Sentiment Time Series)s is a sequence of valugscomputed by aggregating
sentiments on a time interval p, using fixed sub-intervalsf the same length; s= s(d, pi).

Our further analysis of sentiment dynamics is centered atiraent time series for a given
group, topic and time period. Before going into details aliba right time granularity and a
sentiment correlation functign(), we consider the relations between demographic groups, and
discuss how they affect the formulation of our problem.

Definition 17 (Maximal Demographic Group) Given a sentiment time series similarity func-
tion p(), a thresholdd and a time period p, we call a demographic grddfp maximal, if and
only if: Ad'<d, st. p(d,d’, p) > 6.

Intuitively, the above definition says that a demographaugris maximal if there is no other,
more general group, that for the time period of interesteshtite same sentiment behavior with
the given demographic group. We define maximal demograpioigps with respect to their
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sentiment time series similarity, by analogy to the defimtof maximal itemsets in frequent
itemset mining.

Demographics relations may also be of a partial-overlap,tgpg., betweefiEurope, Stu-
dentg and{Italy, Academi¢ (whereEuropeis a superset dfaly). However, we can argue that
while for negative correlations all relationships betwgeoups can be interesting, for positive
correlations, generality and partial-overlap relatioggresent trivial cases of sentiment depen-
dency. Sentiment correlations in this case can be causeddrggating the same sentiments
from the overlap for both groups. Therefore, we need to cans disjoint type of relation.

Definition 18 (Demographics Disjointness)oetween two demographic criteritandd’ is strictly
opposite to demographics generality(d;,d/) : dind = 0. We denote these relationships as

dord’.

In other words, disjointness on any of the attributes makesentire criteria also disjoint.
Based on the above observations, for the present work wethmiscope of possible relations
to those between non-overlapping groups and fully-overtagpgroups only.

Problems

In this part of our framework we are interested in finding sy@nd significant positive and
negative correlations among the sentiments time seriesrabdraphic groups. For the sake of
simplicity, we will only work with positive thresholds, spiéying the sign of the correlation if
needed.

Problem 4 (Correlated Sentiment) Given a period of time p and correlatigomin, find pairs
of maximal disjoint demographic grougd, d'} and the longest time interval g p where their
sentiments correlatdp(d,d’, p')| > Pmin.

Note that we can further restrict the answer set to only enm@mographic groups whose
correlation is statistically significant. That is, we reguihat|p(d,d’, p')| > pmin at a signifi-
cance levetmin. We discuss this issue in more detail in the following setio

A proper solution to the above-formulated problem will allmentifying sentiment behav-
ior at a much finer level of detail than currently possiblegiig cases that are counter-intuitive
and can only be observed by processing huge amounts of dadurthier discuss some in-
teresting examples of such findings in Section 6.5, whereapert the results of applying the
proposed approach to the analysis of movie opinions.
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6.3 Sentiment Correlation

Similarity of sentiments between demographic groups caméasured using a correlation co-
efficient of their sentiment time series. For instance, weuse Pearson correlation coefficient,
which subtracts global sentiment averages and normaleesesulting deviations, thus mea-
suring thelinear dependencamong tested variables. This measure analyzes time sdries o
demographic groups without considering their biases,dhas we show later different aver-
ages and time intervals can be used, resulting in differmisitics of identified correlations.

Definition 19 (Sentiment Correlation) Correlation p of two time series s and sf length n
(with averages ands)) is defined as the normalized inner prodyst s')" of local deviations
from averages:
_(s08)} _ 30i(s-9)-(§-9)
Nosos  /31L1(s—9)2- 3L (§-5)?

Indices! in the inner product denote that it is computed using datatpdiom 1 ton. Corre-
lation p takes values in the intervitl, 1], where a positive (resp., negative) sign indicates that
sentiments are changing in the same (resp., opposite) whiharabsolute value measures the
strength of the correlation.

Sentiment average can be computed in different ways in eodeflect different dependen-
cies between time series. In addition, the period of timeéndwwhich correlation is computed
may vary depending on on whether the whole period is consitlatr once or if it is processed
into sub-intervals. In the next two sub-sections we disdifésrent sentiment average compu-
tation and interval processing, later used in our algorghwile use the examples in Figure 6.2.

Sentiment Averages

Global Average: This correlation detects co-variation of sentiments reélgss of their senti-
ment bias. In Figure 6.2, a strong positive correlation leetwa andb is detected even though
time seried is entirely positive.

Zero Average: When an average is substituted with a zero value, the ctoel@rmula detects
polarity correlation(e.g., betweem andc in Figure 6.2). Polarity correlation indicates a much
stricter dependency between sentiments: not only theal Ideviations, but also their signs
(polarity) should be synchronized. As an additional ben#fis easier to compute, as it does
not need to compute average values of sentiments.

Local Average: If we compute correlation with local average (shown as dagrey lines in
time seriesa), we are able to detect correlation between local deviatieonr example, the time
seriesd has the same deviations of sentiment as the samesing the first period, and inverse
deviations during the second period. These periods canteetdd by computing correlation
using sliding windows with the running average.
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Figure 6.2: Examples of different correlation types.

Time Intervals

Global Interval: We compute a single correlation value for the entire inputtinterval. We
observe, that for very long time intervals, global averagisent is likely to be close to zero,
so global average and zero average effectively become the.s@he same is true for local
average, which becomes closer to the global one with ineteiserval sizes.

Fixed Interval: The input time interval is divided into fixed-length subentals.

Sliding Interval: The input time interval is divided into variable-length sulervals in a way
that maximizes correlations. This goal can be achieved biynagpng sizes of correlation inter-
vals, or by using a greedy algorithm that identifies intes\aai-the-fly.
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Correlation Significance

When computing the correlation value between two time sene also need a measure that
expresses how confident we are that this value accuratelyreggeality (e.g., we can be more
confident that the correlation value between two partictitae series is true when these time
series are long than when they are comprised of just a fewptatds). This measure is the
correlation significance. Given the correlation coeffitipn computed frorn samples, we
consider twaNull Hypothesegbout the correlation, which have the following test stetss

Hypothesis H1 (p = 0): the valuez= p+/(n—2)/(1— p?)
is distributed as thedistributionwith (n—2) degrees of freedom.

Hypothesis H2 p < pmin): the valuez= (Z(p) — Z(pmin))vN—3
is distributed as thetandard normalwhereZ(p) = artanh(p).

Definition 20 (Correlation Significance) r is defined as the probability at which the consid-
ered null hypothesis is supported. For large n, the (on&tfisignificance of H1 and H2 is
computed using the cumulative distribution function ofsteandard normal:

1 4 2
r=1-®(z) =1- —/ e 2dx
21—

While the first hypothesis is intended to verify if there égiany correlation between the
two time series, the second hypothesis tests if they arelabed at least as high @gn. For
example, ifo = 0.9, pmin = 0.7 andn = 10, we have thaty; ~ 0.0002 and'y» ~ 0.06. Relying
on the significance threshotg,in, = 0.05, H1 can be rejected as improbable, meaning that the
two time series are indeed correlated. On the contrary, HBatsbe rejected, signifying that
can be smaller than®and thus it is subject for pruning.

6.4 Method and Algorithms

In this section, we present our methods for storing sentitn@e series for demographic groups
and efficiently extracting correlations. We begin with thdlime of our sentiment storage,
followed by a description of our algorithms. Finally, we geat smart pruning and compression
techniques which take a full advantage of our storage aowafficient problem solving.

6.4.1 Computing Correlations

Our algorithm for extracting significant correlations isbd on the DTree storage and is listed
in Algorithm 3. Due to lack of space, we present our algoritiemthe sliding time interval
and conventional correlation formula (see Section 6.4Lhg other approaches, using fixed or
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global intervals, can be reduced from it by considering sghent time intervals of constant
sizes (fixed), or the entire time series (global).

The process of mining sentiment time series is performedap-alown fashion, going from
higher to lower granularities in a DTree and from root to leafles in a demographics lattice.
Our approach achieves hierarchical correlation manageameipruning through remembering
for every pair of groups which of the identified time inteiw&dref ine or exclude at the next
granularity level. Lines 13 and 16 of the algorithm only shtbe invocation of these functions,
assuming that the corresponding time interval pruningdakeimmediate effect on the next
iteration.

In the second loop, we sequentially access the time serigite womputing correlations
between demographic groups in the third loop, where cateidare evaluated going from
higher order nodes to their children. If a high correlatisadétected for some candidate groups
(line 12), then their positively correlated children areleded, meaning that the corresponding
lattice branches are not revisited in subsequent iterstbrthe loop. This pruning asserts the
maximality of identified correlations and also reduces thredidate set.

The described algorithm employs the sliding interval apphg where correlation interval
boundaries are determined in a greedy fashion: by compeairiglation coefficients between a
forward (sliding) intervaiv,ex; Of a fixed size, and an interval that runs from the previousideu
ary Wprev. We note, that while the sliding time intervahey; is updated for all demographics
pairs as we scan the time series, the correlation time ial®wye, are computed and main-
tained for each demographics pair individually, and theirtsng boundaries do not necessarily
coincide (however, all their ending boundaries border withy; while it slides). When global
or fixed time interval approaches are used, it is possibleungcandidate demographic groups
on-the-fly according to their estimated value of correlatiso that less and less computations
are needed as we advance along the time series.

Finally, for all detected pairs of groups and correlatioreimals, the algorithm can start the
greedy generalization step, described in Algorithm 4 eltatively supersedes groups with their
maximal parents until they are disjoint and highly corretat

Computing and storing correlation coefficients for all canaltions of demographics nodes
is only possible for small lattices, since it requires a qatid space on the size of a lattice. But
since we are interested in finding only high and significantetations, it is possible to compute
and store only such values, while still being able to answerigs with a good precision. In
the following sections, we describe how correlation prgramd compression enable efficient
implementation of our method.

In the following sections we describe an efficient way for poaing correlations: first,
by discarding insignificant results, and, second, by ddiogrcorrelations of children groups
according to the maximality principle given in Definition.1Furthermore, we propose effi-
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Algorithm 3: Sliding algorithm for sentiment correlations.
Employs pruning using correlation estimates based on Lesrinta

1
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Input : Time intervalp, significance nin, correlationomin, latticel,

sliding interval sizem

Output: demographic groups and correlation intervals

for granularity=max...1do
for pi={p1...pn} € pdo

for (d,d)eLxL | dad do

end
Wprey = 0;

end

end

end

end
end

Whext = Whext+ Pi — Pi—m; //push next, pop last
IIwprev are individual for each candidate
/lcandidates are ordered by height!’) top-down

Wprev = Wprev+ Pi—m; //update previous interval

Pprev= correlation(d, d’,WpreV) :

Prext= correlation (d,d Wnext);

if |Pprev* Pnex| > Pmin then

/[correlation interval is detected

if r(Pprev < Pmin) < rmin then
refine (d,d’,Wprev, granularity - 1);
/lexclude all correlated children groups
for (dy€d,d>ed, p > pmin) do
exclude (dg,d, Wprey, granularity);

/lprune for the next granularity using Lemma 1
Wew = Pi-2.i; pew(d,d’,Waw) = Lemmal(n);
if r(pew > Pmin) < rmin then

| exclude (d,d’,wew,granularity- 1);

Algorithm 4: Demographic group generalization algorithm.

o g b~ W NP

Input : Correlationp, time intervalp, demographic groupe d’,

maximality threshold

Output: Maximal demographic groups
[Istart from initial demographic groups complying to cride
while dod’ & correlation(d,d,p) > p do

d = argmax correlation(d, parentd), p) > 6};

d = argmax correlation(d, parentd),p) > 6};

end

return the last @,d’) complying to criteria;
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cient methods of storing precomputed correlation value$iXxed time intervals. We note that

the proposed hierarchical pruning and correlation congowasmethods are applied on top of
correlation values, and can be used in combination withouarcorrelation algorithms. Some
existing correlation methods [157, 96] can also be appbenlt case, but are otherwise orthog-
onal to the pruning and compression methods discussedsimtrk.

6.4.2 Pruning Correlations

To find a pair of demographic groups with correlated sentim@e have to evaluate all pairs
of nodes in demographics lattice. However, we observe tira¢lation holds certain regularity
properties on a demographics lattice and on time granggritvhich are useful for pruning.
We can apply pruning based on correlation estimates frorhititeer-granularity datavértical
pruning), and based on the observed part of the time sehieszontal pruning, as described
below.

Vertical Pruning. Given the DTree, we would like to be able to estimate cori@bstfor a
smaller time granularity based on the averages computeal liagher time granularity. This is
possible using the Spruill and Gastwirth correlation eation method [120], which relies on
the Bartlett and Wald regression estimator.

Lemma 1 The estimat@gyy of correlation and its asymptotic standard deviation arenputed
using the following formula:

1-p?

VN

_ %3_#_3_ o(d, p)
suz—s3 o(d,p)’

pew(d,d’, p) o(pew) =C

In the above equationsys (s 3) andg;; (S 3) are the averages of intermediate aggregates
s(d, pi) ands(d’, p;) computed foii > 2n/3 (i < n/3), wheren is the number of intermediate
aggregates. The factaiis linearly depending op andn and is estimated using the tabulation
data given in [120]. We note that all standard deviations iatermediate aggregates used in
this formula are directly accessible in the DTree at eveanglarity level.

Horizontal pruning. If both the correlation thresholdmin and the time intervap of size
n are known, then for every subintervad . . . px, k < n, with the corresponding inner product
(so s’)'{, we can compute the upper bound of the correlation coeffioeer p. We can then use
this estimate to prune small correlations as more and mangéspaf p are observed.

Lemma 2 If & and dy are the maximum sentiment deviations and the inner produsemati-
ment deviationgso s’)'{ at point k is less thafinpmindsoy — (n-kK)dsdy), thenp(s,s) < Pmin.
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Figure 6.3: Performance of hard pruning. Figure 6.4: Performance of soft pruning.
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We note that estimating maximum deviations is only posdittebounded time series. This
is true in our case, where sentiments are distributed betjel]. Thus, we can sek =
||+ 1, which occurs when a sentiment is the most distant from teamvalue (deviating in
the opposite direction). This kind of threshold is essdlgtia hard (worst-case) estimate of
sentiment deviations, which guarantees no false negatlwesg the pruning. Nevertheless,
it is possible to achieve a more effective pruning when eXpip a soft deviation estimate,
d = o - g, which is based on the standard deviatmand which error rate is controlled fay.
Figures 6.3-6.4 demonstrate the performance differeneggden the two thresholds, when
is set to result in 5% of false negatives.

As in the case of vertical pruning, the standard deviationtsraean values of time series,
used in the above estimation, are stored at a higher grayulevel in the DTree and thus
directly available.

6.4.3 Compressing Correlations

Although the pruning techniques help to efficiently compwoie-k correlations, the number of
these correlations can sometimes grow very large. Thestsexiradeoff between the precision
and recall of storing top-k correlations, which is definedsiaek. Improving both characteris-
tics is only possible for larger top-k sizes. In contrastfgenance and scalability requirements
demand top-k size to be small. This problem can be addressedrbpressing top-k correla-
tions, as described below.
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We propose two algorithms of top-k compression: a greedgrahgn of triangulation cor-
relation compression, TCC, and clustering correlation p@ssion, CCC, based on density
clustering. Nevertheless, other existing methods of elusg and graph compression can be
adapted to compress top-k correlations.

Triangulation correlation compression TCC

Given correlation coefficients between two demographices@nd a third one, we can estimate
upper and lower limits for the correlation between them.eBlasn the correspondence between
correlation coefficients and angles of vectors, represgribcal deviations of time series to
their mean, we can apply the triangular inequality, whialegius the following lemma:

Lemma 3 If p(d,d') = p1, p(d,d”) = po andp(d’,d”) = p then
P12 — \/(1—p%>(1—p§) <p<pp2+ \/(1—p%)(1—p22>-

The detailed proof can be found in [72]. From the above inkyusfollows that the transitivity

of a positive and a negative correlation holds onbyﬁf-l— p22 > 1. This property requires absolute
correlation values between two time series to be aboverOorder for the inequality to have
any valuable prediction power. We note that this propertaisirally achievable between nodes
in a demographics lattice thanks to regularity and moneignof aggregated data. Therefore,
Lemma 3 suits to our needs to compactly store correlatiodsesover missing values.

The simple greedy compression algorithm is listed in Aldon 5. It removes elements
from the top-k, which can be approximated using the triaatyoh principle. The compression
process starts with a sorted list of correlations, whicle $&larger thark. Correlations are
removed from the list one by one, being replaced with the cantlidate in the list{+ 1) until
the removal of any correlation introduces an error, largantthe one gained by adding a can-
didate. TCC algorithm can be further optimized by removiegesal correlations at once, until
their approximations do not depend on each other. Such amiaption leads to a considerable
performance benefit, since the approximation errors areauaimputed at every modification
of a top-k list. However, the algorithm may become less oglim this case. For the lack of
space, we evaluate only the basic version of TCC, leavingiblesextensions of this method
for a future work.

Clustering correlation compression CCC

Correlation coefficient between time series of sentimentlmatransformed to Euclidean Dis-
tance [157]. Relying on this distance metric, we can idgrgibups of time series, which are
highly-correlated on the same fixed time interval. We pregosapply unsupervised clustering
to find such groups and to compactly store only their averagepairwise correlations. Since
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Algorithm 5: Triangulation correlation compression TCC.
Removes correlations which can be approximated using LeBima
Input : demographics lattice, number k
Output: Top-k correlations
for (d,d)eLxLdo
| addp(d,d’) totopk
end
sorttopkdescending by;
while find (d,d’,d”) € topk s.t.
err = min|p(d,d’) - Lemma3(d,d’,d")| do
if err < |topkk+ 1]| then
removep(d,d’) fromtopk
addtopkk+ 1] to topk
keepp(d,d”) andp(d’,d”) in thetopk
else trim topkto the sizek; break ;
end

© 00 N O O b~ W N
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the space needed to allocate pairwise correlations is gtia@dm the number of lattice nodes,
replacing the correlations of individual nodes with thog#heir clusters can yield a significant
compression ratio.

Because of the transitivity property of high correlatioasdording to Lemma 3), any set
of highly correlated nodes is going to be densely packedenBirclidean space, with a good
cluster separation. Therefore, we find density-based ifthgas of clustering more suitable, as
their complexity in our case becomes asymptotically propoal to the number of elements in
a cluster. Our clustering method uses the density-basedtign DBSCAN [38], although any
other distance-based algorithm can be used as well.

The compression process, described in Algorithm 6, stattsgrouping lattice nodes into
clusters based on their pairwise correlations. Clustesngerformed using the absolute cor-
relation values, and the sign of each node’s correlatioh vaspect to its cluster is stored and
later recovered. Unlike in euclidean spaces, where a clhstea mean value or a centroid, in
the correlation space there are only distances betweersravd@lable. Therefore, we replace
individual correlations between nodes with average cati@is between their clusters: for dif-
ferent clusters the average is computed from pairwise lediwas between their nodes, and for
nodes in the same cluster the average is computed acrosaralige correlations within that
cluster. Finally, correlations between outlier nodes andters or between outlier nodes are
added to the output list which is trimmed to fit the top-k size.

To achieve a good clustering, the density parameter shauggbto a correct value, which
is not known a-priori. As a minimum density parameter, DB3®CAses a combination of
neighbors range (which we substitute for minimal correlatiand their minimum number. We
note that a lower minimum correlation corresponds to a epaeighbors range, unlike in
original DBSCAN implementation. Figure 6.5 demonstrateseaample of our parameters
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Figure 6.5: DBSCAN parameters space and optimization.

space and their corresponding compression errors for atibpe#l size. We observe that for a
broader range (Figure 6.5, left valley), DBSCAN tends toraggte all nodes into one cluster.

Algorithm 6: Clustering correlation compression CCC.
Replaces correlations with cluster averages.

Input : demographics lattice, number k
Output: Top-k correlations

1 clusters=DBSCAN(L x L);

2 for i=0;i <|clusters; i++ do

3 for j=i;j <|clusters; j++ do

4 p(i, j) = 0; //add cluster-cluster correlations
5 for (d,d) € clustersi] x clustersj] do

6 | p(i.j) +=p(d,d);

7 end

8 p(i,j) = p(i,j)/|clustersi] x clustersj]|;

9 addp(i, j) totopk

10 end

11 for d ¢ clustersdo

12 p(i,d) = 0; //add outlier-cluster correlations
13 for d' € clustersi] do

14 | p(i,d) +=p(d.d);

15 end

16 p(i,d) = p(i,d)/|clustersi]|;

17 addp(i,d) totopk

18 end

19 end

20 for (d,d’) eLxL,d,d ¢ clustersdo

21 | addp(d,d’) totopk //add outlier-outlier correlations
22 end

23 while |topk > k do

24 | remove the lowest;

25 end
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The error in this case remains constant, since we approgiadatorrelations with a single
value. When we increase the density parameter, the clogtenior tends to grow due to outliers
and since there are still not many clusters. Finally, forapgmum parameters, all the highly
correlated nodes are clustered together and all the sroaliesiations are represented by cluster
distances, significantly reducing the compression erriguf 6.5, right valley). Since it is not
known which of the valleys contains the global optimum, wegase to broadly scan the space
of possible DBSCAN parameters and then refine the optimuevasing the gradient descent
method. Nevertheless, DBSCAN is a one-pass method thasrefi a precomputed distances
index, and multiple clusterings used for optimization dbmsult in a significant performance
degradation.

We note that top-k list can hold correlations not only betweedes, but also between
clusters and between nodes and clusters. Depending onptiesience in the top-k list and
attribution to clusters, we retrieve correlation valueshea way, described in Algorithm 7. It
is also possible to apply a triangulation compression fostelring distances, creating a hybrid
method that takes advantage of both TCC and CCC.

Algorithm 7: Top-k correlation retrieving method.
Input : demographics paiid,d’) € L x L
1 //Determine a cluster id for each node (if clustered).
2 if clusteredthen d = clusterd); d = cluster(d);
3 //If the value for a pair of ids is present, return it.
4 if topk(d,d’) # null then return topk(d,d’);
5 //If the value is not present, estimate using Lemma 3.
6 Plow=—1; Pnigh=+1;
for all (d,d’,d"”) do
(pllowa pr/ﬂgh) = LemmaB(d, d/a d//);
if Prow < Plow then Prow = Ploy
10 if Phigh > Phigh then Pnigh = Phign:
11 end
12 1etum (Piow+ Prigh)/2;

© o

6.5 Experimental Evaluation

We ran experiments using both synthetic and real data. WeeKperiment with the synthetic
data to evaluate the efficiency and performance of our dlguos, following it with the quali-
tative evaluation of correlations detected on a real datde implemented our algorithms in
Java, and ran the experiments using Java JRE 1.7.0 on a \8rndawhine with dual core 2.53
GHz CPU and 1.5 Gb of main memory.
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Figure 6.6: Generating biased sentiment time series.
6.5.1 Datasets
Synthetic Dataset

In order to accurately measure the precision of our systademtifying sentiment correlations,
we conduct a series of experiments on synthetic data, conggiime series of sentiments with
artificially added positive and negative correlationseldvases and sentiment noise as demon-
strated in Figure 6.6. We describe the layout of our datasletb

Hierarchies. As a preliminary step, we generated a set of demographicarbiees, for such
attributes as age, gender, occupation, and location, ioomgeB, 3, 4 and 65 nodes respectively.
Each node in every hierarchy was randomly assigned with ghweind a bias probability.
Weights of nodes are distributed according t@ipf’s distribution, and normalized to add up
to 1 at every level of a hierarchy. Nodes from different hielhges, when combined, form a
lattice of 6240 demographic groups as shown in Figure 6.1e Séntiment volume of each
demographic group was taken as a multiplication of weiglftatwibute nodes, and its bias
as a weighted sum of their individual biases. That way, waeaehnatural regularity in the
demographics lattice, providing a natural distributiorseftiments, which is necessary for a
proper evaluation of extracting maximal groups and pruning

Topic Sentiment. The dataset itself contains time series of sentiments g&ttindepen-
dently for multiple topics over atime span of 8 years. Eagid represented by a unigtegpic
time series produced using aandom walkmethod, which aggregatesiformly distributed
sentiments, whose timestamps foll®wissondistribution. We vary the parameter of rate for
timestamps to produce faster or slower changing time séfesach topic. Since sentiments
for the topic time series are sampled uniformly, its meameas close to zero in a long run,
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meaning that it crosses the zero line a few times (for exapapleointst; andt, in Figure 6.6).
The original topic time series is stored for a randomly chademographic node, and we gen-
erate time series for other lattice nodes using individuas templatesor each of them. Bias
templates contain sentiment bias levels and intervals okladion with the topic time series
(positive, negative or zero, randomly changed at “zeroisemit” points). The goal of our
evaluation is then to correctly extract these correlatidgarvals between topic and biased time
series, generated as described below.

Biased Sentiment. We produce a biased time series in a correspondence witeitiaddte,

by copying (inverting) the topic time series in the case afifpdee (negative) correlation, or
outputting randomized data otherwise (as seen in Figureb6t6om). Following that, we add
a certain positive or negative bias to the whole time seség#ti{ng all the values) and the
uniformly-distributed noise (for each value). Finally, aeale the time series to make sure that
sentiments lay within the boundaries of [-1,1]. After geaterg a biased time series for the node,
we insert raw sentiment data into the index in a proportiomesponding to node’s volume.
Moreover, we proportionally distribute these sentimemwtsdil node’s children (Figure 6.1),
ensuring the regularity of sentiments in a lattice.

MovielLens Dataset

MovieLens datasétconsists of 1 million ratings left by 6 thousand users on 4i8amd movies.

It also comes with rich demographics attributes: age, gemdeupation, and location, which
we directly imported to our application. These attributesutt in a lattice of over 30 thousand
nodes, making almosalf a billion possible pairwise combinations. We extracted the geograph
ical location from postal codes, however the number of gatiior many nodes in this hierarchy
was exceedingly small. Since we aim at extracting only icamt results, we disabled the use
of the location attribute in this experiment. We used five-8lovielLens ratings as sentiments,
by mapping them to [-1,1] continuous sentiment scale, wbagestar corresponds to a highly
negative (-1) sentiment, and five stars correspond to ayhdditive (+1) sentiment, and other
ratings are distributed evenly.

Since comments for movies usually appear during a periodeaf showtime and then fade
out, we propose using genres as topics, thus providing arstod sentiments with rather con-
stant rate, where new movies serve a role of events, leadisgrttiment changes. The dataset
has 18 genres, and most of movies belong to several genresetwith their ratings contribut-
ing equally to all of them. This results in a certain reguiadf sentiments across topics and
demographic groups and challenges the detection of inilegesorrelations.

Lhttp://www.grouplens.org/node/73
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6.5.2 Methodology

Efficiency evaluation is conducted on a synthetic datagettcocted as described in Section 6.5.1.
It contains 10 topics with 400 biased time series for eachheftopics, excluding children
copies, while the much larger fraction of time series areegatied randomly. We vary the level
of noise added to time series in this dataset from 0.0 to Oabgwolute values, resulting in the
same signal-to-noise ratios as sentiments are distriloutg¢d ,1]. We apply the scaling of time
series after the noise was added.

We measure the average accuracy, precision and recall bt@pias and all bias templates
by measuring the correctness of correlation values oveexhacted time intervals. For each
of the time series, the extracted correlations are mapp#tetbinary scalé-1,0, 1] according
to a 0.5 threshold, and compared to binary values storectindhresponding template.

Precision is computed as the percentage of the length @it high-correlation intervals,
which are found in the template as such (this is relevantitbee+1 or -1 correlations). Recall
is computed as the percentage of the length of high coroelatitervals from the template,
which were extracted as high correlations. Accuracy is attegbas the precision of extracting
all kinds of intervals from the template, including zeravetation intervals. Finally, the root
mean squared error (RMSE) is computed by measuring thel diffi@eaences between extracted
correlation values and those stored in templates. It is ebegpas a square root of the average
of squared errors, where the average is computed by wegghthors according to their time
interval lengths.

6.5.3 Accuracy

We conduct the evaluation of accuracy to demonstrate thaepties of the proposed correla-
tion extraction methods, and their usefulness and effigieviten applied on noisy data. The
observed behavior is not specific to our implementationaldtather, it marks the best possi-
ble performance for computing correlations using varioxsdior sliding interval methods at
particular aggregation levels (time granularity).

We evaluate the accuracy of correlation methods againsérior time granularities of 1 day
and 10 days to demonstrate the effect of aggregation, analdasgonal measurements, such as
precision and recall, to break down the observed performéoca more detailed analysis.

Baseline Correlation Methods

The results achieved by baseline correlation methods gretdd in Figures 6.7 and 6.8, re-
spectively. We observe that the best accutasychieved in the case of local average methods,

2The best achieved accuracy is not 100%, because some tiondlztervals are smaller than the minimal correlation
window.
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Figure 6.8: Precision and recall of baseline correlations.
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albeit, only at a proper aggregation granularity (in ouregasn days). Using same methods at
granularities that are affected by noise results in a snbatgerformance drop, as can be seen
in Figure 6.7, right. Very high levels of noise, usually mesat low granularities, can lower
or even reverse the actual correlation between the timesseaifecting precision and recall.
On the other hand, increased granularity may reduce poectstcause of the discretization
errors when identifying correlation interval boundari@is can be observed by comparing
zero-noise accuracy values for one- and ten-days aggoegatihe latter shows slightly lower
accuracy solely by the coarseness of time intervals. Uslolgad)average (computed for the
whole period and same for all windows) has proven to be morsen@sistant although it is
not always as precise as local average, and cannot be appééehoc scenario, requiring pre-
specified global time interval. From the discussion abogeatsident that correlations must be
analyzed using sliding or fixed windows and at varying agagtieg granularities.

Top-K Correlation Method

We evaluate the individual performanceld@@CandCCC, by measuring their average compres-
sion error and its variance while varying top-k sizes frono ILO times of their initial length.
To construct the top-k list, we computed correlations ovsjotht pairs of demographic nodes
for fixed time intervals (with local averages), taken from different topics in MovielLens.
Then, we filtered correlations according to the significaaiee minimum correlation criteria,
obtaining the lists of (approximately) 12K higp ¢ 0.50) and 2K very highg > 0.75) top-k
correlations for an initial set of 140K disjoint pairs.

Compression error is computed as the root mean squared (BKMSBE) between actual
correlations and those retrieved according to AlgorithmA® note that an optimal compres-
sion (with the smallest error) for CCC clustering method sasetimes achieved with a size,
smaller than that required by the compression ratio pamméh such cases the remaining
space was filled with the highest non-clustered correlation

In Figure 6.9 we present the results of our evaluation. Wesasthat TCC triangulation
compression shows better performance when it is able td theahigh correlations necessary
for describing the rest of correlations, what happens ircdse of large initial top-k listq >
0.50). In the case when all correlations are high=(0.75) and there is a high compression ratio,
there is a large portion of correlations which do not fit iite tompressed top-k list and neither
can be triangulated from the correlations present in theTise error in this case is the highest.
On the other hand, CCC clustering compression benefits fampeessing higher correlations
as soon as there is enough space in top-k to store an optimdderwf clusters. In this case
most of the high correlations appear within clusters andatheunt of correlations which are
not approximated by cluster-cluster distances becomesively small. Nevertheless, CCC
can become inefficient due to the clustering informatiornriogad if there are many distanced
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Figure 6.9: Compression error for top-k correlations.
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Figure 6.10: Accuracy of top-k correlations, 10 days agatieg.
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small clusters of 3 items. Since TCC method is able to apprate the third correlation using
the remaining two, it can be a good companion in such casestednmend to use hybrid
CCC+TCC method for compressing correlations as the mosetsally applicable, especially
in the case of moderate compression ratios.

We now look at the efficiency of correlation extraction of éop-k method using the same
synthetic dataset, we used to evaluate the baseline metidelsalculatedlists.Qfhigh corre-
lations (omin = 0.5) for each of the fixed time intervals, containing 20-50K-topalues out of
15M (disjoint) and 40M (total) group pairs, and compressenht using the hybrid CCC+TCC
method with clustering parameters optimized individuédlythe specific top-k size. We varied
top-k sizes from 4 to 16 four-kilobyte disk pages (each pagelwold up to 800 correlations or
cluster distances). Figure 6.10 demonstrates that witlsiffecient list of top-k correlations,
computed for fixed-windows, it is possible to match the aacurof conventional methods.
A more detailed inspection shows that the drop in accuracialler top-k sizes is caused
mainly by a decreasing recall, due to the inability of tomKit all the high correlations, which
our synthetic dataset is mainly composed of.

6.5.4 Performance

In Figures 6.11-6.12 we compare the time needed to extra@laton intervals using the same
setup as in our accuracy evaluation.

In Figure 6.11, we report average times for the proposed mdsthising sliding and fixed
time intervals (left), and the top-k technique (right). Tthmae needed to compute correlations
using sliding time intervals is approximately one thirdgkar than the time taken by a fixed-
interval method, since the prior needs to incrementally mate and compare correlations for
two intervals: one is a fixed-length interval, sliding intitaf the cursor, and another one is a
dynamically expanding interval behind the cursor. The tohbkaseline methods remains fairly
large since they compute correlations for a set proportitnd x L |.

In Figure 6.12, we demonstrate the effect of hierarchicahprg for fixed-interval corre-
lations and compare it to the grid-hashing correlation prgmused by StatStream [157]. We
note that StatStream cannot be applied for sliding-intergerelations when sliding intervals
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Figure 6.11: Performance of baseline methods. Figure 6.12: Performance of pruned methods.
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among time series are of different lengths, as in our methMateover, the kind of time series
approximation used in StatStream can not be used for bowselgdnents, where it results in
numerous false positives at shorter interval lengths.

Both methods lead to significantly improved execution tinmregomparison to baseline
methods, with hierarchical exhibiting better relativefpanance. The advantage of our method
on highly correlated data is more pronounced with loweredation thresholds, when maximal-
ity constraints allow earlier pruning. On the other handfStream’s performance benefits from
better selectivity of higher thresholds and when time saaie sparsely correlated, making it a
good complementary approach.

Overall, we observe that the best performance is achieveadbi correlations, which we
report in both charts (with and without hierarchical prug)ifor varying top-k sizes (16, 8 and
4 disk pages). It is evident, that top-k method is much fasten in the case of larger top-k
sizes, where it matches the accuracy of direct methodshé&umbore, the top-k method demon-
strates sub-linear scalability, sustaining almost theesparformance even with exponentially
increasing top-k sizes.

6.5.5 Usefulness

To demonstrate the usefulness of our approach, we autathatidentified the highest (i.e.,
exceeding ®) maximal significant correlations between disjoint derap@ic groups in the
MovielLens dataset. We note that a naive solution to thislprolwill require computing and
comparing almost half a billion of time series. In Figure§36.14 we represent positive
and negative correlations organized using a graph-likecatre. Correlations are visualized
as edges between demographic groups, labeled accordingits {genres). For brevity, we
visualize only a small fraction (up to 10) of high correlaisadentified for each topic. We note
that due to this filtering, some of the correlation edges at@resent in the graph. This does not
necessarily mean that such correlations are below thefgggkthreshold. Finally, we do not
report correlations between some highly-overlapping &tilit disjoint) demographic groups,
such as betweefUnder 18 and{K-12 studen} or {56+} and{retired}.

We highlight nodes with the most unusual and interestingetations, which took our par-
ticular attention, and provide their additional detailsTable 6.1. For instance, in the top right
corner of Figure 6.13 we observe a cluster of correlation®pit animationbetween the three
very different groups{F, 56+}, {M,customer servigeand{M,grad studenf. A more careful
examination of this figure reveals thig retired} think of thrillers as{M, 18-24, programmer
- a short of a surprise, knowing that they have the same ddtitaromanceas{M, K-12 stu-
dent. Finally, {academi¢ and{writer} people have shown the most vibrant and unusual be-
havior in MovieLens dataset, producing many of the unsusgesnti-correlations we observed
in Figure 6.14. Although some of these cases may look stramgeargue that the validity
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of identified correlations can be in part confirmed by evahgathe trivial correlations, repre-
sented by white nodes in our figures (such as between norséeténg group$ 56+, retired}
and{50-55, othe}). We leave the further exploration of our findings to a cdredader.

Such results can be used to drive the work in a number of @ret in sociology, re-
searchers may investigate why these unexpected corredaiost, and examine more carefully
and in greater detail the interests of users; in marketingwkedge of group sentiments, how
they change over time and how they are related to other groopksl help expand existing
markets, by influencing similar target groups, gaining ddrsainderstanding of the fan base,
and monitoring the reaction of opposing groups; in collalige filtering, new systems may ex-
pand their range of recommendations on particular topitis kesults from correlated groups,
resulting in an enhanced user experience.

6.6 Conclusions

In this part of our work, we approach the novel problems ofabierizing sentiment evolution
in a demographic group and identifying correlated grougscivaddress the large-scale senti-
ment aggregation. We design efficient algorithms for seetinaggregation based on a careful
indexing of time and demographics into hierarchies and destnate that our problems can be
solved effectively on a large scale using clever pruning;k@nd compression methods.

Our approach allows observing sentiment behavior at a muoeh lievel of detail than cur-
rently possible, helping to identify cases that are coumtelitive and can only be observed by
processing large amounts of data. Moreover, it enables preoaedented scale-up of traditional
social studies and raises new data analysis opportunitsesul for sociology and marketing
researchers.

We outline some interesting problems and extensions ofrésepted framework, which we
plan to work on. We consider only a disjoint type of relatiatthough it is possible to expand
the notion of relations between groups to any arbitrary pathdemographics lattice, and use
it as a filtering argument to our problems. Also we are inggding the case where disjoint
groups appear to be the same sets of users due to a stricdgeggramong attributes. Filtering
high correlations between such groups is possible whendbts of users are known and can be
done as a preprocessing step. Alternatively, we can contiparelume of sentiments between
these groups, which becomes possible since our DTree stpragerves this information.
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Figure 6.13: Positive sentiment correlations in MovieLens
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Figure 6.14: Negative sentiment correlations in MovieLens
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Topic Group 1 Group 2 Begin End Correlation Sign. H1  Sign. H2
Animation {M,college/grad studeht {F,56+ 30.07.00 17.11.00 0.96 8.68E-07 9.02E-02
Animation {M,K-12 student {M,25-34,executive/managerfal 07.11.00 07.03.01 0.94 2.67E-05 2.13E-01
Animation {M,writer} {F,homemaker 28.10.00 13.10.01 -0.96 1.95E-08 0

Children’s  {M,executive/manageril {Fartist 30.07.00 07.11.00 0.94 2.03E-05 2.41E-01
Children’s {25-34,writett {45-49,executive/managerfal  08.10.00 15.02.01 -0.95 1.64E-05 1.28E-01
Children’s  {M,Under 18,unemployed {F,18-24 27.11.00 16.05.01 -0.94 2.90E-05 0

Children’s {25-34,self-employeH {56+,academic/educatpr 21.04.00 29.08.00 -0.93 4.28E-05 2.78E-01
Comedy  {F,25-34,sales/marketifig {M,50-55,programmer 17.11.00 13.09.01 0.97 4.11E-08 6.36E-04
Comedy  {customer service {45-49,artis} 18.10.00 26.01.01 0.96 3.25E-06 1.05E-01
Comedy  {F,35-44,self-employed {F,35-44,college/grad studgnt 07.12.00 16.04.01 -0.95 1.33E-05 1.28E-01
Adventure {18-24,K-12 studerjt {50-55,artis} 06.01.01 23.09.01 -0.95 1.30E-05 0

Fantasy  {45-49 {M,Under 18 17.11.00 03.09.01 0.95 1.44E-05 0

Fantasy {M,technician/engineér {F,executive/managerigl 18.10.00 05.02.01 0.92 6.50E-05 3.71E-01
Fantasy  {F,18-24,college/grad studént {F,25-34,othe} 08.09.00 17.11.02 -0.92 6.80E-05 1.53E-01
Romance {F,35-44,doctor/health caye {M,56+,academic/educatpr 17.12.00 02.11.01 0.98 4.23E-04 4.40E-06
Romance {Fretired {M,K-12 student 07.11.00 15.02.01 0.96 3.27E-06 1.05E-01
Romance {M,artist} {56+,academic/educatpr 08.09.00 27.12.00 0.96 5.40E-06 9.02E-02
Romance {F,35-44 technician/enginéder  {Under 18,0theyr 27.11.02 07.03.03 -0.96 3.69E-06 1.05E-01
Romance {F,25-34 lawye} {F,50-553 09.08.00 17.11.00 -0.96 4.25E-06 0

Drama {college/grad studeht {academic/educatér 18.09.00 27.12.00 0.96 4.34E-06 1.05E-01
Drama {M,45-49,sales/marketirjg {M,35-44,programmer 30.07.00 17.03.01 -0.95 1.47E-04 0

Crime {F,35-44,write} {M,35-44,doctor/health cafe 05.02.01 29.08.02 -0.92 4.17E-03 1.95E-01
Action {M,45-49,writer} {F,56+,academic/educator 30.07.00 26.01.01 0.96 3.55E-06 3.33E-02
Action {F,programme¥ {M,customer servicg 07.12.00 17.03.01 0.96 4.80E-06 1.05E-01
Thriller {Fretired {M,18-24,programmer 28.10.00 25.02.01 0.96 8.00E-06 7.76E-02
Thriller {Under 18,K-12 studeht {F,56+ 17.11.00 25.02.01 0.95 9.07E-06 1.71E-01
Thriller {M,25-34 technician/engineer {M,35-44,academic/educajor 17.11.00 27.03.01 -0.95 1.02E-05 1.28E-01
Thriller {M,18-24,scientist {M,45-49,executive/managerjal 27.11.00 05.07.01 -0.95 3.75E-06 5.85E-02
Horror {M,45-49 technician/engineer {M,executive/manageril 17.11.00 07.03.01 0.96 3.48E-06 9.02E-02
Horror {M,18-24,sales/marketirjg {F,25-34,executive/managerial 21.04.00 07.03.03 0.96 3.28E-04 8.59E-07
Sci-Fi {M,50-55,sales/marketirjg {M,K-12 studen} 05.02.01 21.04.02 0.96 5.79E-06 1.21E-03
Sci-Fi {M,45-49,programmer {M,academic/educatpr 21.04.00 07.03.03 -0.98 3.07E-04 2.24E-01
Sci-Fi {M,56+,programmer {F,Under 18 16.01.01 11.01.02 -0.97 1.84E-04 1.94E-02
Musical {M,college/grad studeht {F,45-49 21.04.00 30.07.00 0.94 3.52E-05 0

Musical {18-24 technician/enginefer {18-24 lawyek 07.11.00 03.10.01 -0.97 2.85E-06 0

Musical {M,45-49,executive/managerfal {M,45-49,academic/educafor 27.11.02 07.03.03 -0.95 1.53E-05 0

Table 6.1: Positive and negative sentiment correlatioastified in MovieLens dataset.
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Chapter 7

Dynamics Analysis

The analysis of user opinions expressed on the Web is begdnareasingly relevant to a vari-
ety of applications, ranging from monitoring of the blogbspe to product surveys. Following
the large-scale aggregation of diverse sentiments withrtlaéysis of contradictions, it is impor-
tant to understand the underlying mechanisms which drigestlolution of sentiments in one
way or another, for being able to predict these changes ifuthee.

In this chapter, we formulate a problem of identifying newerds that caused dramatic
changes of sentiments. We propose a novel framework for plesrmews event modeling,
which is capable of detecting time and longitude of eventsligerving a time series of event
dynamics, such as news articles publications, and theelatirrg these data with a time series
of any sentiment-based interestingness function.

The operation of the proposed framework is summarized &swsl First, we compute a
sentiment interestingness time series, taking as an iapusentiment data and interestingness
function (e.g. based on the existing model of contradigion sentiment volume). Second,
we apply a deconvolution and probabilistic modeling to k&rdhe time and longitude of the
relevant news events. Third, we coherently analyze condpggatiment and news time series
and automatically determine the time lag and the probgwhitheir correlation/causality. Fi-
nally, we assign the corresponding news articles and eteallham for a time interval of interest
(identified using sentiment time series) to extract theressef what happened.

7.1 Introduction

The problem of monitoring the evolution of sentiment on sdopc, has been studied in the
context of different research areas, from social studigepatation management [130]. How-
ever, there is still a lack of understanding of what causestfimmunity’s sentiment to change.
Some people change their attitude towards a topic becaubkeiofnternal motifs, some others
do so being influenced by their neighbors, but most likelygbechange their opinion when a
new evidence comes into their consideration.
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Figure 7.1: The search interest for the topic “iPod”, ousting during Christmas sales.

By aggregating sentiments, expressed in multiple text$ a@sessing the result with statis-
tical measurements, we can capture certain changes @& shiftobal sentiment, which cannot
be attributed to random variation. Understanding the nea$or these sentiment shifts is im-
portant to many applications and the corresponding probleswe gained a lot of attention in
scientific community.

For instance, we can model the global sentiment as if it waduared by a mixture of diverse
(conflicting) opinions. Extracting such opinions is onelud tlesired targets of product reviews
mining. Recently proposed methods can aggregate opinxpressed in customer reviews
and extract their representative summary on a featuresaiyfe basis. While representative
opinions are likely to describe the meaning of the globatissnt at aparticular time their
extraction requires complex text processing, making ictically impossible to monitor these
opinionsover timeon a large scale.

An alternative way of understanding sentiment shifts camlanalyzing a (much smaller)
correlated collection of documents for a possible expianafTherefore, we propose studying
the correlation of global shifts in sentiment to news frorifiesient news sources. Our objective
is to understand and model relationships between sentichaniges and news events.

However, most of news events are announced as atomic piécefmation and their
impact is not readily intelligible from text. To determirfeetimportance of news to people, it is
crucial to consider the publication dynamics of the wholeigomedia, rather than only from
news agencies or news media [126, 140]. Analyzing the agtgdgublication volume on a
specific topic over time can yield understanding event’'sdartgnce and dynamics. However,
social media can contribute to this volume all by itself (witit any external stimuli) and also
maintain a trending volume growth over long time periodseSéheffects distract the observed
events dynamics and may even make them undetectable.

Our method addresses these problems by representing gtidnliclynamics as the result of
interplay between the original news importance and theasaoedia’s response. More specif-
ically, our modeling is based of the idea that global newsimedn be described by a special
“response” function, which determines the resulting dyitaraf news publication or user inter-
est for as event (like the exponential dynamics observedyuar€ 7.1). This opens a possibility
of recovering the original event sequence, its varying irtgpece and time dimension.
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Figure 7.2: The effect of trend subtraction on Search Istdime series from Google.

Response function can be seen as a model of the reaction sfmeaha to an event, that is,
it models a likelihood of the “delayed” publication. Muchkéiin a phone conversation, where a
delay in circuits creates the “echo” effect, news mediasdnde-publish, cite, and discuss the
previous articles, creating the unwanted noise. In thigctee peak intensity of publications
does not always coincide with the beginning or a peak of thpontance of the event. To tackle
these problems and recreate the original event sequencaeva deconvolution, which is a
widely used technique for improving audio or image quality.

In Figures 7.2-7.3 we demonstrate the output of our systensdarch interesand news
frequencytime series extracted from Google for the topic “iPad”. Iglte 7.2, the top time
series appears composed of a growing search interest () tied a series of bursts on top of
it, corresponding to several events. The top time seriesgar€ 7.3 demonstrates the volume
of news publications with many bursts appearing on top ohedber, and a substantial back-
ground volume, making it very hard to detect news eventsowBele plot the same time series
processed using our methods. The output time series deratmatmore vivid event separa-
tion, making them easily detectable, and much clearer elygmamics. Moreover, the bottom
left time series appears without the trend. We note, thaesuiy the same effect is not possible
by subtracting a trend computed using linear regression.

7.1.1 Motivating Scenarios and Examples

We would like to make the reader more familiar with our goajdriiroducing few use cases
where applying our methods can help extracting and anajythi@ dynamics of changing senti-
ments in a more reliable and principled way.
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Figure 7.3: The effect of deconvolution on News Frequenmgtseries from Google.

Scenario 1:magine that at some moment lots of people are tweeting abeasles, because
there is an outbreak. But if the government did not managetaeid of measles quickly, and
there happened an epidemic, people learn this from news egid b write more negatively
about it.

We can then identify the amount of social media content #fairs to the news articles and
study the corresponding opinion changes connected to Hréskes or, alternatively, we can
filter out the postings that are reacting to the news storythisdmight provide more relevant
information on disease outbreaks and their spread.

Scenario 2:Since the early announcement, Samsung'’s “Galaxy Tab” vggsded in social
media as very fine competitor to Apple’s “iPad”, receivingstip positive sentiments. How-
ever, the attitude of people has dramatically changed tatiegat the moment when Samsung
published its price quote for the device.

By observing the dynamics of the social media reaction tedland other impacting news,
it becomes possible to predict changes in public opinionennapidly - as soon as we are able
to recognize the establishing trend.

7.1.2 Contributions

To the best of our knowledge, this is the first work that agpéiehorough modeling of news
distribution in various media and news interaction withtseants. Our main contributions are
summarized as follows. First, we develop a model of newstedymamics based on convolu-
tion, which allows capturing several important charasterifeatures of events and distinguish
their types. Second, we assess several sentiment feataseime on their correlation with news
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S(t) | Raw sentiment time series

s(t) | Sentiment feature time series

e(t) | Eventimportance time series

n(t) | News frequency time series

X(t) | Aggregated (total) news volume

rf(t) | Response function of an individual
mrf(t) | Response function of entire media

Table 7.1: Notations used in this section.

events of various types. Third, we propose a method of détérginews events, which caused
certain changes in sentiment. To achieve this goal, we laudidssifier, predicting changes in
sentiment based on event’s features, and on the past hadtooyrelation.

Since our framework relies on deconvolution, it can accomat® various response func-
tions, suitable for different cases. We note that our metluss not require describing the news
publication dynamics by a differential equation. Instaadan automatically learn the dynam-
ics and its parameters from the data. Additionally, we psgpa method of automatic event
annotation from news articles based on contrasting the émxhglobal popularity of keywords.
To eliminate noise and make the above analysis more robagirepose mapping news articles
to events using a probabilistic model with automaticallgritified parameters.

The remainder of this chapter is structured as follows. ktiSe 7.2 we formally define the
problem, and in Section 7.3 we discuss the related work. \&&egmt our approach for detecting
sentiment shifts and extracting the corresponding newstswe Section 7.4, and describe the
experimental evaluation in Section 7.5. Finally, we codelin Section 7.6.

7.2 Problem Definition

We summarize the most important notations used in our papEble 7.1 and discuss them in
Section 7.2. Following that, we introduce our problems intlea 7.2.

Definitions

We are given a time series of numeric valug$), which is derived from raw sentimengt)

for a particular topicl and represents some sentiment feature or interestingresssune. The
example look of these series is demonstrated in Figure #h4wderes(t) represents the con-
tradiction level of raw sentimen&t). Along with the sentiment time series, we are given the
news frequency time series represented(y(Figure 7.4.c), and the corresponding correlation
function p(s, n), which takes both time series as input parameters and cemputeal-valued
correlation coefficient. We note that(s,n) can be a special function adapted for particular
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Figure 7.4: An example sentiment time series, demonstyalie correlation of
contradiction value to a news time series.
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measures used to compudg) andn(t). For instancen(t) can be rather bursty time series,
where notions of a mean value and deviations from the meake maapparent physical sense.
Thus, it can be more effective in this case to consider a lative measure based on derivatives
of time series or on their bursts alignment. Finally, we tgedvent importance time serigs),
individual and media response functio$t) andmrf(t) (represented in Figure 7.4.d) to model
events dynamics.

Problems

We are given a collection of sentiment interestingness sgereéess(t) and news volume time
seriesn(t) for various topics. For a particular topic, we want to detect the most interesting
points in time according tg(t), and extract and analyze the news events which have caused
them, so that it will be possible to predict the future seetitnchanges upon observing the
relevant news events. This general problem can be decomhpusen set of sub-problems with

a scope on the news-sentiment interaction and news-eveetadtion respectfully.

News and sentiments interaction can be coarsely modeledtglation. However, the
problem of finding pairs of correlated time series is inh#yequadratic by itself, as it is not
known if correlation occurs between time series for the stope, or there may exist several
topics which can influence on the sentiment.

Problem 5 Given $t) for a topic T and a correlation measupgs, n), determine a list of 1)
for various topics, which correlate with(ty. For each correlation pair, determine a time lag
between the two series, or a list of time lags, ranked acogrtlh the correlation coefficient, if
there are several of them probable.

After determining a substantial amount of news events, Wwiaused sentiment changes,
it may be possible to predict shifts in sentiment for relaiggics by recognizing features of
the event and using them as input to a classifier model. Retafgcs can be determined by
referring to the list of sentiment feature time series, \wite news time series for this event
correlates with.

Problem 6 Given news everat a time t and its features, predict a shift in sentimentjd(s)
and delays, for which the shift may occur.

Predicting possible sentiment shifts can be done with the dfea classifier model trained
on a dataset of news events. For training, this classifieusareither supervised data in the
form of confirmed causality cases, or rely on automaticaltyaeted news events and sentiment
shifts (by their correlation).
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7.3 Background and Related Work

To the best of our knowledge, there is currently no otheresgsor method, capable of identi-
fying the causality between sentiment-derived time seresevents, automatically annotating
the most interesting sentiment shifts (or bursts) basethemdlevant news events, and predict
possible sentiment shifts based on the properties of eyeratraics.

There exist approaches that tackle specific aspects ofriiégm, yet, they cannot be com-
bined to solve the problem that our approach solves. For pkaitihe most common aggregated
sentiment measures do not provide a kind of time series wddalreadily correlate with news
frequency. In addition, only few of the existing news traxckmethods are able to differentiate
between event types, or extract their additional semanticseover, neither of them provides
a correct time framing and importance level of the event, tbenocharacteristics useful for
event modeling or sentiment prediction purposes. Not dmydurrent methods are incapable
of identifying these important characteristics of an eyént also they are designed for spe-
cific kinds of news propagation media - blogosphere, mi@gging, youtube. Therefore, these
approaches cannot be considered as direct competitors.

In our case, opinion tracking is the most interesting from plerspective of contradiction
analysis, which is a recently emerged problem being stuiedifferent domains analyzing
textual data. The particular opinion tracking methods Wwhean be adopted to our problem
aresentiment volumgL26], clustering accuracy140] andcontradiction leve[134]. The main
focus of this part of our framework is then the analysis of selynamics. Below, we describe
some existing approaches and models, relevant to thicpkatipart of our problem. We pro-
vide a detailed evaluation of their properties and desigmcpples, and use it to establish a
strong theoretical and empirical background of our method.

7.3.1 Models of News Dynamics

Lehmann et al. [73] study collective attention in Twitterdams propagation through user
network. They measure the aggregated volume before, dandgafter the event’'s peak by
subtracting the baseline level of attention (computedagusirsliding window). Based on the
relationship between these three values, they define fagses of news events according to
their expectedness and impact. We represent these clasBeggire 7.5. In this figure, darker
bars represent the observable volume of news over time,igimed bars represent a reference
shape for comparison. Accordingly, events can beexpected impactingvhere there is a
growth of volume before an event (anticipation) and a deft@ywaards (response); lexpected
non-impactingwhere event’s outcome is of a lesser concern than an egeift it)unexpected
impacting featuring an instant appearance and a lengthy responseexipected non-impacting
or transient where neither an event nor its outcome are important to #eham
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Alternatively, Crane and Sornette [29] consider eventsaagnly internal éndogenousor
external éxogenousorigin and being of eithecritical or sub-critical importance to social
media. Accordingly, they categorize dynamics of events fatr classes, summarized in Fig-
ure 7.6. We observe thaxogenous criticaind exogenous sub-criticavent types in their
classification coincide witlunexpected impactingnd unexpected non-impactirgyent types
from [73]. In addition, the authors also introduce a conagdpéndogenougvents, which is
broadly similar to memes in social media.

a) expected impacting b) expected non-impacting a) endogenous critical b) endogenous sub-critical

3 -2 -1 0 1 2 3 4 5 3 2 -1 0 1 2 3 4 5 -4 -2 0 2 4 6 8 -4 -2 0 2 4 6 8

c) unexpected impacting d) unexpected non-impacting ) exogenous critical d) exogenous sub-critical

3 -2 -1 0 1 2 3 4 5 3 -2 -1 0 1 2 3 4 5 -4 -2 0 2 4 6 8 -4 -2 0 2 4 6 8

Figure 7.5: Classes of event importance from [73Figure 7.6: Classes of event dynamics from [29].

While these classes capture events semantics on a very @aldd more detailed analysis
of news dynamics requires reliable extraction of peak shapel proper modeling of social
media. The first requirement is important since publicatiolume often contains noise and
(evolving) background level, which masks individual peak$ie second requirement is nec-
essary to distinct between the volume generated by endagefactors (imitation) and that
generated by exogenous factors (news importance). Thieref@ investigate the most recent
models of news dynamics and their ability to correctly discand predict data.

Meme Model

Memes in social media are the outbursts of publications amestmpic, which can be assigned
to “endogenous critical” type of the above classificatiomc8 they have no particular external
driving force or impact on sentiment, we want to distinguisém from “expected impacting”
events. The topic of news dynamics in social media (and memgparticular) was studied
by Leskovec et al. [75], who propose a model of meme and newardics based on the three
assumptions for the interaction of news souracestation, recency preferencandconcurrency
Imitation (endogenous) hypothesis assumes that newsesoare more likely to publish on
events which have already seen larger volume of publicati®ecency hypothesis marks the
tendency to publish more on recent events. Finally, coecwyr hypothesis states that news
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sources have a limited capacity and choose only one evertiraedo report on. The authors
express imitation and recency preference through the ifumecbf a combined news volume,
f(x), and a time passed since the beginniri):

n(t) = 2~ ¢ o) (7.1)

~dt
In the above equatiomlx/dt represents the amount of publications at a tipgndx represents
the total amount integrated since the beginning. We notewhareas equation (7.1) is based
on the above assumptions, it is different to the equatiodistuin [75], which the authors
erroneously formulated due to a misconception betwesmddx/dt.

Leskovec et al. demonstrate that in the simulated enviromoansisting of concurrent news
sources, both time and volume components are necessarn¢éoate the oscillating nature of
news volume. However, we did not find any evidence suppottiagglobal” positioning of the
above equation with respect to time series modeling. Oduatian of the top 100 time series
published by Leskovec et al. reveal that global assumptonsme and volume formulated
as the basis of their simulated experiment do not hold in deg. First, the global volume
(accumulated since the beginning of the time series) is sefulito predict any but the very
first peak. Second, the global time (either from the begigwiithe time series or from the first
peak) is both arbitrary (which peak is the first? when a tinmesdoegins?) and can not capture
subsequent peaks. This said, we assume that the authorsdrtipd global nature of their model
with respect to parameters, while the time and the volume Waral for every seeded event.
However, we observed the irregularity of model’'s paransefer different peaks of the same
time series. Normalizing the predicted volume over the t0f time series (the concurrency
factor) did not yield any improvement either for global or focal parameter scenarios. This
can either indicate that the time series evolve indepehdeheach other, or that top 100 time
series is not sufficient to cover the whole publishing attiviNevertheless, we believe that
equation (7.1) intuitively captures some of the propentiasews dynamics and therefore worth
considering.

Stochastic Multiplicative Model

Asur et al. [6] propose a model for news dynamics, descrilyestdichastic multiplicative pro-
cess, driven by independent random variables (noise) aimdeadecaying variable (recency).
Based on this model, they predict a linear initial growth ablications volume, and a log-
normal distribution of this volume over different time =i Both hypotheses are supported by
the empirical evaluation on Twitter [6] and Digg [148] datéowever, this model is not useful
for prediction purposes, since it relies on a mixture of @ndsariables (located at subsequent
time intervals). Even if it is possible to infer values ofs¢leevariables for past time intervals, the
hypothesis that they are independently distributed farlegtimation of subsequent variables.
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A closer look at this model reveals that it is formulated ireaursive manner, where the
total volume accumulated by a time titk- dt is expressed through the volume at titnei.d.
random variablé (t) and time-decaying componey(t ):

dx

X o = L+ VE D)X (7.2)

To analyze the proposed dynamics, the above equation caarsfdrmed into a more conve-
nient form (remember though, thak/dt, x andt remain discrete):

) = =y £ (73)
Now it can be clearly seen that the volume of news publish&that depends on the previously
accumulated volumz, discounted byy(t), and on random variabl&(t). Although the depen-
dency of (7.3) on random variables forbids its derivatiothie analytical form, we observe that
it is very similar to (7.1), and can also be analyzed as thdyrbof exponent and time factors,
especially in the case whéit) are not i.i.d.

Another important observation in favor of continuity §ft) is that they may represent
the exogenous factor, the news importae@¢, which pushes volume up and counteracts the
decreasing trend aof(t). Comparing (7.1) and (7.3) under this perspective, it bexoavident
that they are essentially the specific cases of a more gemeddl, multiplying endogenous
and exogenous factors. Our model differs from these two bgidering a convolution between
endogenous and exogenous factors.

Hawkes Poisson Process Model

A study of social system’s dynamics by Crane and Sornetted@®es the closest to our work
with regard to a modeling based on users response. The awtuoly dynamics of book sales
[119] and social content [29] based on a widespread modeypérolic (long-memory) user
response functionf (t) ~ 1/t1+9, 0 < 8 < 1. Taking the ensemble average of a Hawkes Poisson
Process driven by this response function and a spontanat®t), they expressi(t) being
conditional on itself and on an average branching ratio

n(t):e(t)—i—u/trf(t—r)n(r)dr (7.4)

Following that, the authors derive the resulting responsetion of social media to exogenous
and endogenous events by considering the output of (7.4kicdse whee(t) = (t) (Dirac
function):

mrf(t) ~ 1/t1‘9 (exogenous critical) (7.5)
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mrf(t) ~ 1/t1+9 (exogenous sub-critical) (7.6)

mrf(t) ~ 1/t1‘29 (endogenous critical) (7.7)

Correspondingly, the equation (7.4) takes the form of theolution between event impor-
tancee(t) and a media response kermed f (t):

n(t) :/tmmrf(t—r)e(r)dr (7.8)

Summarizing the above studies, we see that the imitatidorfaoes not play as important
role in news dynamics as in meme dynamics. Moreover, [6] @Btidbserve that propagation
of news through user network is not epidemic, i.e. it rathegyethds on news importance than
on numbers of followers of users who spread the news. Thereme consider publication
likelihood being dependent on a recent volume more than oasa\wlume, deviating from
the purely endogenous model. In addition, we consider teatssrevents have continuity and
varying importance, which also affect the publishing dyi@nfexogenous assumption). These
assumptions require a more complex modeling of news dyrsgrid result in more accurate
models, which we discuss in the following sections.

7.4 Method

The operation of the proposed framework is summarized &sifsl First, we compute a sen-
timent interestingness time series, taking as an input ewiraent data and interestingness
function (e.g. based on the existing model of contradigion sentiment volume). Second,
we apply a deconvolution and probabilistic modeling to k&rdhe time and longitude of the
relevant news events. Third, we coherently analyze condpggatiment and news time series
and automatically determine the time lag and the probgwhitheir correlation/causality. Fi-
nally, we assign the corresponding news articles and eteallham for a time interval of interest
(identified using sentiment time series) to extract theressef what happened.

Our problem requires collecting and processing two diffelénds of data, such as sen-
timents and news, which come from different sources and atlsovery different rate. Nev-
ertheless, the output time series should be aggregated t@rsame rate for the purposes of
correlation. Therefore, we represent our method as a catigposf processes, each using ded-
icated data-specific methods, yet having common input atglibapecifications, thus allowing
to interchange the algorithms in a framework. In Figure 7e7aggregately represent the func-
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Figure 7.7: A diagram showing the key components of the prabtheir organization
and interaction. Arrows show the logical dependency betvoeenponents.

tionality of our method by a few major components, allocated the three main layerdews
Layer, Sentiment LayerandMiddle Layer

The first layer,Sentimentstakes care of aggregating sentiments for a topic and degect
interesting changes, which can be contradictions, outbwfsentiments’ volume or other
changes in sentiment happening over time. Our framewodwallusing arbitrary sentiment
aggregation functions, depending on the demands of theplartanalysis.

As for theNewslayer, we have to aggregate the volume of the news for a tajpica time
series, which will further be analyzed to detect news evehtsdetect news event and extract
its features we can perform a deconvolution of the corredpgntime series or its relevant
fragment. On the other side, annotating a particular evemives aggregating and analyzing
the news articles, which have been assigned to this evenityodel.

Finally, both layers provide time series data for t&ldle Layer which, given a proper
measure of correlation, automatically aligns the timeeseaccording to their time lag, and
provides means of navigating to the corresponding timevats in both series, as well as their
degree of causality through dependency modeling. It alstages models, which predict if a
given event can cause shifts in sentiment, and use depgnoerteling to tell for which topics
and at which time this may happen.

For sentiment extraction and contradiction detection sablems remain the same: topic-
induced noise and classifier-induced noise. For examplall iedia call “Galaxy Tab” a
“tablet”, and the one being observed calls it “slate”, it camther be used for sentiment ex-
traction, nor contribute to news popularity. It can be fouigy making a topic (feature) iden-
tification more reliable. The classifier-induced noise stidue addressed by improving the
sentiment extraction.
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7.4.1 Correlating News and Sentiments

We consider several measures of the aggregated sentimtntss(t ), which we call sentiment
interestingness time series. These time series requfexatit correlation methods(s,n).

In the case of continuous and smooth time series with theacteistic pendulum behavior
(e.g., average sentiment), we can use the Pearson crastation coefficient, which is defined
as the normalized covariance of the two time series:

_ Cov[n(t),s(t+9)]

plsin.8)= "> (7.9)

However, Pearson correlation is intended to determineeatidependency between vari-
ables, which is hardly observable for bursty time serie siscunexpected events or sentiment
contradiction. Such time series do not have a definite aedeagl, around which the move-
ment is happening. Instead, their values are outburstarg the minimum level at some points
in time. This behavior requires a special correlation tépn, which takes as input only the
bursty points within a specified time interval. Let’'s assutim&t sets of bursts for sentiment
and news are denoted §sandN; respectively. Following this, any kind of binary similarit
measure can be applied, for exampdsine similarityor Jaccard coefficient

p(sn,8) = 123N g 5y [Sea i (7.10)

1Sl NI - [SsUN
In the above equations, intersecting bursts are deterngicearding to some proximity region
¢, and one of the time series is shifted in time by some condtgayd. In addition to counting
the number of overlapping bursts, we can apply burst weightior example based on their
magnitude.

We consider that sentiment changes may be preceded by trseavewts with some delay.
In order to align the two sequences, we have to determinertieelag between them, which is
generally different for different domains (compare hompli@mces and cell phones). It can be
determined by maximizing the cross-correlation coefficien

A=argmaxd [p(s,n,9d)] (7.11)

whered is the time lag constant (unknown). However, a direct opation method has certain
computational inefficiency, since it requires computing torrelation for every candidate pa-
rameterd. Moreover, a news time sequence can be the result of a liepetitregular process,

leading to a non-monotonic cross-correlation. To redueenétgative effect of both problems,
we need to develop an effective way of estimating the bouesiéor the the time lag.
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7.4.2 Detecting Impacting Events

As we already noted, not every kind of publications outsisstaused by external news. For in-
stance, “endogenous critical” and “expected impactinggrgs may produce a similar response
in social media, yet only the latter one is relevant to oudgtivioreover, not every kind of news
dynamics has an impact on sentiment, so we want to distihglen with a very fine level of
detail. Said this, we introduce our model for social medid aews dynamics. We start with
the description of basic social media responses and oueseptation of events importance.
Following that, we introduce a novel method to extract imb@or properties of events, which is
based on deconvolution, and propose methods to estimatmptars for this process.

Modeling News Dynamics

We model the observed news dynamics (frequency of pulibicglias a response of social media
to external stimuli. We represent the output as a convaiutiche two functions: news events
importance sequence and a media response function:

n(t) = /+mmrf(r) e(t—r1)dt (7.12)
wheremrf(t) is the media response function (in general, decaying)eénds the actual event
sequence, which is unobserved. We demonstrate the looklofinactions in Figure 7.4.d.

However, in order to recover the original event sequenceneesl to perform a deconvolu-
tion of the news frequency time series - the task, for whichsiveuld know an exact shape of
mrf(t). Our assumption here is that news events become obsoleteeand being published
very soon after their appearance. Another reason why thppdres is because of the satura-
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Figure 7.8: Correlated bursts oft) ands* (t) for the movie “Hangover”.
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tion of the media: the likelihood (the temporal rate) of ngwblication is usually inversely
dependent on the number of news, which have been publiskeetpsly on the same event.
Some external evidence which proves this assumption is showhe Figure 7.2, where the
time series of keyword search popularity demonstratesrexqital decaying of popularity.

To model this behavior, we propose using a family of nornealidecaying functions, which
have the aggregated volume equal t06 &nd which are defined dn> 0 using the Heaviside
step functionh(t). For instance, these functions canlmear, hyperbolicor exponential as
demonstrated in Figure 7.9.

mrf(t) = (T—ZO - %) h(t)h(to—t) (7.13)
mif(t) = h(t) &=L (tﬁ—om)*a (7.14)
mrf(t) = Le V/™h(t) (7.15)

Linear Response (7.13)In the case of a linear response, the probability of publglun an

event linearly decreases with time, and the media ceasespirg on events after the finite
cutoff time 1p. Linear response is characterized by a constant rate oéebgeneration, and
results in nearly linear dynamics of news volume for spikengvshapes. Since this kind of
dynamics was observed by [6] for event buildups, we areasted in evaluating it on our data.

Exponential Response (7.15)For the exponential response, the decay is initially mopédra
than the linear, but becomes less pronounced towards thevéhdhe probability reaching 0 in
an infinite time. Hererp parameter is having the sense similar to half-life time afability,
and the rate of probability decline is proportional to itsreat value.

Hyperbolic Response (7.14)In the hyperbolic (power law) response case, the probwglbdlt
lows a more pronounced decay than the exponential, dengeaery rapidly when the time
To is small, but having a long tail afterwards. Here, paransater- 1 andtp > O control the
sharpness of a response. Hyperbolic response is verystitegesince it can reach infinity in
a constant time (unlike the exponential) and in the case of1 its rate of decline is propor-
tional to the square of its current value. Curiously, thigetyf dependency is known to occur
in well-connected systems, where the response is propaitio the number of interactions
between individuals, opposed to exponential dynamicsfevités proportional to the number
of individuals.
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Figure 7.9: Media response functions and their frequencyaiio response.

Modeling Events Importance

We model events by using a family of functions of event impocee(t), represented in Fig-
ure 7.4(d). The most basic shapes of the varying importareeeztangular (Event 2) and
triangular (Events 1 and 3), which can also mix creatingearapd-like shapes (Event 3’).
Accordingly, we need to introduce a set of meaningful evamameters, that can succinctly
describe these shapes. In this work, we condidddup and decayates longitudeof an event
and itsmaximum importanckevel.
Rectangular model ofe(t) is suitable for long-duration events with roughly constampor-
tance and coverage, like “Olympics”. This model is représensing a step function with the
constant height ofig and the longitudee, originating at a time = 0O:

n07 tSTe;
et) = 7.16
(®) { 0, t> Te. ( )

Triangular model adds the parameters of buildup and decay, &(teis of varying importance
to mass media during its period. Accordingly, we can repregeusing a piecewise linear
function, which originates at a tinte= 0, and reverses its direction at a titgeresulting in a
triangular shape:

at, 0<t <tp;
et)=4 (a+b)to—bt, to <t < (a+b)to/b; (7.17)
0, t > (a+b)tg/b.

We demonstrate the look of the resulting news functions gufés 7.10 and 7.11. In this
example, we used news events of the three different longgtifd = 0.5, 1 and 2 days) and
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Figure 7.10: Rectangular event importance shapes andcth@iplution.

selected parameters of response functions sontlhatvould reach the same amplitude after 1
day (as can be seen in the second event). We observe thatiagvamye length of events in
this model results in varying sharpness of news frequenakgeCorrespondingly, short-time
events have a shorter period of actuation and long-timeteesentually result in the saturation
of news media. In all cases, the period of relaxation of newdieis mainly characterized by
the shape of the corresponding media response function.

According to our model, the height of the event on the evequercee(t) indicates its
importance, while the length describes its longitude. Evean be of a constant importance,
like those shown in Figure 7.10, or of varying importancevehin Figure 7.11. In both cases,
the time longitude as well as the maximum importance canfiereit for different events even
for the same topic.

News Deconvolution

Deconvolution is the process opposite to convolution (). &tter performing this procedure
we are able to recreate the original event importance segues shown in Figure 7.4.d, right.
In Figure 7.12 we demonstrate the effect of deconvolutioarmexample time series from [75],
where all our three models are applied with the same parametie.8 days. Accordingly, the
linear response has the smallest power and the hyperbsjionse has the largest power for
comparable values af.

For instance, in the case of exponential response functidb), equation (7.12) has the ex-
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Figure 7.11: Triangular event importance shapes and thaeiratution.

act analytical solution, providing an equation for decdation expressed through the function
of volume and its derivative [44]:

et) =n(t)+ To%n(t) (7.18)

However, this expression is not directly applicable on yalata, since its second component
multiplies the first derivative of the volume function, whiis the most heavily affected by noise.
This results in the output serieét) having almostry times higher noise than the input series
n(t). A possible solution to this problem lies in applying theresgsion of input values before
determining their derivative. Another solution is to cut alf the high frequency components
of the signal, which, as we show later, can be seamlesslgretted to our framework.

Moreover, the deconvolution can be expressed in the clasettibnal form only for a lim-
ited number of response functions, while our framework isigigeed to support any kind of
finite integrable functions. Therefore, we take an apprdaatieconvolution, which relies on
the frequency domain analysis of the signals, as explaistxhb

Convolution theorem states, that Fourier transformatiba tme-domain convolution of
two series is equal to a multiplication of their Fourier sBormations in the frequency domain:

F{nt)} = F{e(t)«xmrf(t)} = F{elt)} - F{mrf(t)} (7.19)
According to this equation, for every cyclic frequenay we can obtain Fourier coefficients

141



7.4. METHOD CHAPTER 7. DYNAMICS ANALYSIS

[ ] peaks
o — volume
€ .
E A — deconv-lin
g 0 T [2[3[4[5]6] 7 8 [ 9 10
/‘—P\\

N

8.2008 28.08.2008 01.09.2008 05.09.2008 09.09.2008 13.09.2008 17.09.2008 21.09.2008 25.09.2008

/R123456789 10
A .

8.2008 28.08.2008 01.09.2008 05.09.2008 09.09.2008 13.09.2008 17.09.2008 21.09.2008 25.09.2008

[]peaks
— volume
— deconv-pow

volume

ROOOOOHKHRRFKHNNN ROOOOOKRKHKHRKRENNN ROOOOORKHRKHRRNNN

N

[ I peaks
] — volume
€
= — deconv-exp
g 0 T (23 [4[5[6] 7 8 [ 9 10
LA

CONDPONNONDOROND CONDBOIRONDNVOND CONBMNOONDIXON A

N

8.2008 28.08.2008 01.09.2008 05.09.2008 09.09.2008 13.09.2008 17.09.2008 21.09.2008 25.09.2008

Figure 7.12: Example time series from [75] wift) obtained by deconvolution.

e(w) of the original serieg(t) by dividing Fourier coefficients of the observed serng¢s by
the corresponding coefficients of the response funatiofi(t). Then, we can obtain a time-
domain representation eft) by performing an inverse Fourier transformation:

et) = F He(w)} = F Hn(w)/mrf(w)} (7.20)

Fourier coefficients are expressed as complex numbers wheigaginary onej = v/-1.
This component is responsible for a phase shift of signaid,is of a particular importance
to our application, since the shifting phase allows to deiee the correct timing of an event.
Below, we obtain the analytical Fourier representatiorthethree example response functions
considered in our framework.

For Linear Response (7.13Je have an integral from O tilfy:

To/2 2\ —jot 2 rTo—jwt 2 (104 jot
mrf(w) = [, (_ro__rg)e e = £ [o°€e dt__rg olte™1%dt =
2t 2 2 — jwTg| 1o 2 — | T, 2
=(oz @z o€ 0 = Gpl-e) 45y (7.21)
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For Exponential Response (7.15we integrate from O till infinity:

_ 1 (o t/Toga—jwt _ -1 ~—(/to+jw)tjo — 1
mri(w)= ¢ Jo € [Tog—i@tyr — T ot (1/To+] )|0_1+ij0 (7.22)

For Hyperbolic Response (7.14)we substituté = z/ jw — 1o, obtaining the integral fromwtg
to oo, which can be expressed through incomplete gamma function:

mrf(w) = (O{T;l) f(?o(tj;—oro)iaeijmdt = (?(;T:;) fjo(i)ro(jafr())iaeizﬂwrodzz
= (a-1)(jwr) ¥ Lel@ fon)To z7% %z = M(1-ajwn)(a—1)(jon)? tel®  (7.23)

Parameters Estimation

While n(t) can be directly measured and its derivativé) can be estimated using numeric
methods, we still have to find the appropriate time constgnivhich is different for different
topics. To estimate this constant, we propose exploitirggafthe following assumptions on
the shape of news event functieft):

1) e(t) is a spike function, in which case:e(t) = TK ; 5(t —t;);

2) e(t) is a pulse function, in which casee(t) = $X ; h(t —t))h(t” —t);

In the first caset; are the times of events, addt) is Dirac’s delta function. In the second case,
t andt indicate beginnings and endings of events, Bftglis the Heaviside function. We note
that in both cases, the space in between events is empftyisithe ending of the previous event

andt/, , is the beginning of the next one, we have:

ti’
/ et)dt~0 (7.24)
t

/"
i

Sincee(t) in the first case is most of the time equal to zero, we can whigefollowing
equation for estimatingp using linear regression:

Covin'(t),n(t)]
Var[/(t)]

nit)+1-nt)=0; Io=— (7.25)
where Cov[] is the covariance and Var[] is the variance. @lthh this estimate can be biased

to the higher side bg(t), it is computationally efficient and stable with regard taseo In the
second case, the impacteit) can no longer be discarded, and thus other methods are needed
For instance, we can apply an optimization method, whicimagésty by minimizing the area
under the curve or, equivalently, maximizesubject of constraints:

t
tbn(t) + T%n(t) >0 (7.26)

t
To = argmint U i In(t) + T%n(t)\dt} = argmaxr {
ta
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However, the above methods are only applicable to expaeesponse. A more general
method is to estimate the parameters of response functitlg from decay shapes. This can
be done by regression parameter fitting, following the pestkation and the extraction of the
descending slope. To estimate the parameters, we first tiventtae descending slopes of time
series and then analyze them using either linear, poweoiaxponential regression. Next, we
take the average of the extracted parameters across fesv [s#gks, weighting them according
to the residual errors of fitting.

7.4.3 Annotating Events

We work with time series of social response to events comimg different sources, not neces-
sarily the news agencies. If the news media coverage for sopr@s is sufficient, we can detect
events merely by looking at news publication dynamics. Hmxeghe attention of news media

to some events or topics can be insufficient, but we still waneécognize them reliably if these

events generate a significant social response, detectadf Ioyathods. Consider for example of
an event being the price announcement for a very anticipideite. These events are particu-
larly rarely covered by news media, yet they cause hot d&sons in relevant communities and

apparent sentiment shifts. In such cases, we want to navigalhe news time series, no matter
how scarce they are, and extract event annotations. Thuse®a special methods which can
take into account time framing of events.

Assigning News Articles to Events.After extracting news events time series, we should dis-
tinguish between subsequent and duplicate events, andlbdcalmap each news article to
the correspondent event. In the following, we propose toaugmbabilistic framework which
models the news sequence and allows mapping between enelmteas articles.

We assume the principle of locality and independence of reats, according to which
the occurrence of each event is independent on all the preweents and is determined only
by the average raté and a timet passed from the last event. This process is described by a
Poisson probability:

Plevenf = At-e At (7.27)

The value ofA can be estimated using the auto-correlation of news timessefThus, we
can use the above formula to merge the subsequent eventsliagcto their probability of
occurrence right after the main (first) event. The same féanoan also be applied to news
articles publication probability, in order to map news @es to events. After obtaining the
collection of relevant articles, we can employ linguisticstatistical methods to extract the text
of the event, as described in the following section.

The subsequent news aggregation and their text analysiapsear to be challenging prob-
lems, requesting specific methods, which fall out of the samipthis work. Therefore, in the
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rest of this section we only briefly consider some of theiuéss important for our methods,
pointing the interested reader to the relevant literature.

Let us remind the problem: given a time interval and a tomlentify what has happened
in the news. First of all, we assume that most of the news svamitain new information.
This means that if there are news present in a time intervlagy are likely to contain the
cause of a sentiment shift, and if they are not - sentimefitistegither externally unconditioned
(endogenous) or is a temporal fluctuation, and both of thasescare falling out of the main
scope of our work.

Extracting Event Annotation. During the interval there can be more than a single news pub-
lication about the same event, and these publications nsayhalve different phrasing or ex-
pressions. Nevertheless, we want to detect the essenceevkahreported in the news. We
propose to compare the statistics of the news articles afitenest (falling into a specific time
interval) to the same statistics calculated over the ecitkection of news (same topic, but
for all intervals). This can be done using unsupervisedtetusy (by comparing two cluster
centroids, then finding their difference), or by comparingags of TF-IDF scores, since new
keywords should leave a distinct footprint in frequency.this case, when in a time interval
there are several news articles from different authors,ameagigregate them before analyzing,
in order to remove individual linguistic differences. Thigens a possibility of an unsupervised
extraction of news events, as described below.

We model the event annotatigkjevent as a set of relevant terms (keywords) = {T;}.
Accordingly, we want to extract those terms, which becameenpopular in the current col-
lection of documents for a time intervpland topicT, D], compared to the past collection of
documentspT:

Alevent = {Tj | TF-IDF(T,—,DE) —TF-IDF(Tj,DT) > p} (7.28)

wherep is the relevancy threshold, afd-IDF is measured as the weighted term frequency:

TF-IDF(T,D) = S TF-IDF(T,Dj) (7.29)

‘D‘ DieD

The above method relies on statistical analysis. Howenespme cases there is only a sin-
gle news article present. In this article, the author maydiferent expressions, resulting in
increased probabilities of irrelevant words. If authorsuspecific terms, which are different
from the general corpus (for instance, stock market companyes, indices), they can be er-
roneously considered as keywords for an event. In this thseg is a necessity to apply more
sophisticated natural language text analysis. For instah¢s can be done by parsing article’s
sentences and extracting relevant phrases (accordingatabake of patterns), that contain the
description of an event. Nevertheless, these methodsutatifahe scope of our work.
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7.5 Experimental Evaluation

The main goal of our experimental evaluation is to study proes of the real data and evaluate
the proposed and existing models and their assumptions.&gie kith the evaluation of our
method’s parameters estimation principle, since all obssguent experiments are automated
and rely on this phase. Following that, we want to analyze @mdpare the differences in
dynamics of social media, as well as the applicability ofghgposed response functions.

o iPod (search)

search interest

0.0 1 1 1 1 1 1 1 1 1 1 1 1

Jul, 05 Jan, 06 Jul, 06 Jan, 07 Jul, 07 Jan, 08 Jul, 08 Jan, 09 Jul, 09 Jan, 10 Jul, 10 Jan, 11 Jul, 11

Figure 7.13: The search interest for the topic “iPod”, featy exponential decay.

Evaluation of Parameter Estimation

To demonstrate regression parameter fitting, we use a tires $d search interest for the topic
“iPod” featuring six events, coinciding with ChristmasesalFigure 7.13). The outbursts of
search interest corresponding to these events have disghaply exponential shapes, and we
take them as input data for estimating parametg(gs shown in Figure 7.14). To estimate the
parameters, the descending slopes of time series were lwgthand analyzed using exponen-
tial regression. Reported on figures are the invegggarameters measured in weeks and their
corresponding squared normalized errors.
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Figure 7.14: Decay parameters estimation using exporeegeession.
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Series Yo 1t T R? 4o Y
Dec 2005 1.96 | 0797 | 1.25 | 0.996 832
Dec 2006 1.98 | 0.800 | 1.25 | 0.987 @t g
Dec 2007 1.86 | 0.744 | 1.34 | 0.963 w2l §
Dec 2008 241 | 0840 [ 1.19 | 0.967 sl g
Dec 2009 1.60 | 0.612 | 1.63 | 0.686 £
Dec 2010 1.74 | 0651 | 1.54 | 0.995 @z o
Average 193 | 0741 | 1.37 | 0.932 82
(weighted) (1.94) | (0.747) | (1.35) | 0.932 ag1f
Variance 0.28 0.09 0.18 0.12 s
(weighted) (0.06) | (0.01) | (0.02) | 0.12 o

I I I I
0 0.5 1 15 2 25

Table 7.2: Estimated decay parameters. Figure 7.15: Optimized decay parameters.

The results of our evaluation are summarized in Table 7.2.1mbst interesting outcome is
that the parameters of social response dynamics remairathe fr the course of five years,
despite the decreasing interest of users. Also we obseat@tin weighting technique results
in a smaller variance of the parameters and a closer appatiximof their real values in the
presence of noise, by discounting the weight of outlier ltesas can be seen in the case of
“Dec 2009”, which had the deviating value ofand in the same time the worst fitting quality.

Next, we compare the results of our parameter fitting to tlobskee proposed optimization
method, shown in Figure 7.15. We see that the optimal value adtected by this method
is larger than the one determined by a direct regressioningpm a full agreement with our
theory. Nevertheless, this method has a stable behavimwniag this bias to be corrected.

Evaluation of Meme Model

Taking into account our findings in Section 7.4.2, we usedadyios equation (7.1) to predict
values of every peak through applying it on the volume anck tancumulated since peak’s
beginning. When considering the linear form of the imitatiactor expressed &gx) = a+ bx,
ando(t) =t~ (a > 1), we reach the following model:
dx
a+bx
% Injla+bx = 1St %+c

f(x) = at+bx ~ equg—%{tl"’)

nt) = & ~ exp St (7.30)

= ct %t

In Figure 7.16 (top) we demonstrate an example predictidhiefmodel in the case when
a = 3.3 andbc= 3.3. We observe that the first peak’s buildup and decay can behe@dusing
these parameters only approximately, while the shaped tfeakubsequent peaks can not be
matched at all.
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Figure 7.16: Volume, predicted by meme-local model from,[75
using fixed (top) or individually fitted (bottom) parameters
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Figure 7.17: Example time series from [75] and its approxiomafrom the event model
using a hyperbolic deconvolution with automatically egtesl parameters.

Fitting (7.1) to individual peaks usirigast squaresegression yields much better accuracy
for small peaks (Figure 7.16, bottom), but does not matchpglsh peaks, where buildups and
decays seem to require different model’s parameters. lalibee experiment, fitting employed
four parameters, which were independent among peaks am@degepdifferent for every peak.
Two of these parameters are effectively stretching the inlmdaccommodate real data: base
level (@) indicates the volume accumulated before the peak, and §naserves the purpose
of fitting the peak’s height, to counterweight the normdlaa effect caused by dividing by
volume in (7.1).

In contrast, our deconvolution model uses a single set cdmaters for the entire time
series, which are automatically estimated by performingakslope regression (using a single
or multiple peaks). Figure 7.17 demonstrates the outputhyfperbolic deconvolution model,
which fits the time series consistently across all peaks.olifygut in this case is the time series,
constructed by performing an inverse process of convoiuicer the deconvolution-estimated
time series of event importance.
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Figure 7.18: Error distribution for meme and deconvolutioadels (hyperbolic).

We computed residual errors of peak fitting for meme and destation models using ap-
proximately 500 peaks automatically extracted from top tid@ series. Errors were measured
as RMSE, and then normalized according to every peak’s heighhat the results can be av-
eraged and compared across peaks. First, we compare theeaxbseror distributions between
the meme and hyperbolic deconvolution models in Figure.7A&yperbolic deconvolution
model was chosen as the closest match to a meme model regtrdipredicted shapes of peak
slopes (refer to Equation 7.30). Moreover, this model wagbdan triangulag(t) shapes, auto-
matically extracted using a deconvolution with the pararsat = 0.8 days andx = 2.0, fixed
for all time series. Deconvolution model reached the aveRMSE of 011 with the standard
deviation of 009. Meme model demonstrated the average RMSE.22 With the standard
deviation of 009. Taking into account the artifacts of data aggregatiorsenand deviation of
peak starting times, the error level aR@an still be considered as acceptable for meme model.
Nevertheless, it fitted more than a half of evaluated peakis \arger errors than our model,
which used a single and arbitrarily chosen set of paraméieed| time series.

We note that choosing smaller decay times will result in $enalifferences between the
event importance and the volume. On the other hand, thisimibduce more errors to the
estimation of triangulae(t) shapes (currently performed by a linear regression) anéfire
result in more errors for the output approximation. Chogsanger decay times, can also result
in approximation errors due to omission of smaller peak&réfore, it makes sense to perform
deconvolution using the estimated parameters, espesialtg our model is very flexible with
regard to parameter errors, as demonstrated by Figure 7.18.

Evaluation of Deconvolution Model

In our previous experiments we used a fixed set of parameiethd proposed deconvolution
models, demonstrating that they are able to fit data quitbeveh without any prior adaptation.
We can guarantee that the deconvolution with smaller deaegnpeters is also fail-safe, as long
as event shapes are not approximated. However, only a marerfub deconvolution helps
us to recognize the actual event importance, and repressasing linear dynamics. In this
case, wrongly chosen parameters (to the higher side) mait ressmaller events becoming
outcast by a “shade” from their preceding larger neighbditserefore, we need to apply the
deconvolution using the largest possible but still corparameters.
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To compare the accuracy of our models for different data, weraatically extracted the
deconvolution parameters using peak slope regressiorttew@tentified peaks. Then, we aver-
aged these parameters for every time series and appliedw#abon using a single parameter
set. Following this, we approximated event importance gipiecewise linear regression, ob-
taining the time series used in our analysis of events. Nlegksss, to evaluate the correctness of
our modeling of the media response and event importancege® to quantify the accuracy of
fitting. A direct measure of fithess can be computed by avegagsidual errors of piecewise
linear regression of events importance. However, this oreasnly improves with the more
powerful deconvolution, as more and more events obtairesglapes. We therefore propose
to evaluate accuracy by doing an inverse process of conwolaver the estimated model, and
comparing the output of this model with the original. Acdogly, errors in fithess are mea-
sured as RMSE, and then normalized for every peak’s heiglihat the results can be averaged
and compared across peaks. Below, we compare our modelvemralsgatasets with different
characteristics.

0.8 T
exponential
0.6 hyperbolic
linear

0.4

% of peaks

0.2

0.0 - . L
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 rmse

Figure 7.19: Error distribution of deconvolution models fbeme dataset.

Meme DatasetThe performance of our methods on meme dataset is dema@usirafig-
ure 7.19. We observe that the linear and hyperbolic decatieol models reached the best
accuracies with the average errors d®and 005 respectively, and the standard deviations
of 0.06 (thus, the the difference in performance is not signiticadowever, while the linear
model had the average parametesf 0.5 (very small), the average paramete@nda of the
hyperbolic model were 0.36 and 2.8 respectively. A morefoaevaluation of the estimated
parameters reveals that the hyperbolic model has almosiiine parametar of 0.36+0.03,
but quite differenta of 2.8+ 0.96. A similar pattern is observed for triangular model, veher
a single decay parameteihas values in the range3t 0.3. Exponential model demonstrated
the average RMSE of.01 with the standard deviation of@®, almost the same to our previous
experiment with fixed parameters, but in this case the estisnparameter was on average
equal to 065, thus only approximating a usually much steeper hyperbesponse. From these
observations we can conclude that meme data is more likdignte a hyperbolic response pat-
tern. Overall, we can conclude that while the dominance dfiqdar response functions is
clearly visible for the meme domain, their parameters ayeiicantly different.
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Figure 7.20: Error distribution of deconvolution models Tavitter dataset.

Twitter Dataset has very different properties when compared to the outpiiag or news
media. First, this platform has a distinct bias towardsentrevents and temporal activity of
users. So usually there are no global trends, since anytgdtides out to zero after some time.
Second, there are different types of dynamics present atiime timedaily activityandoverall
activity. Whereas the first one is largely driven by work schedulesffardnt time zones, the
second one demonstrates a more clear pattern of eventsnt€ocedemonstrate this difference,
we analyzed 30 time series from Twitter using eithleio4 1d aggregations. The results of our
evaluation are presented in Figure 7.20.

For the 4 aggregation we observe that the linear and hyperbolic detaiion models
have the same accuracies, and both have much better peniertiean the exponential model.
Finding the differences between the hyperbolic and lineadehin this case is like splitting
hairs, since their only distinction can be seen in the tailadgics, which is masked by other
peaks. Nevertheless, for this kind of activity we would likegive the edge to the linear model,
as it better describes the linear increase and decay effexdtshifting time zones produce for
events. Our experiments with the same data usoh@dgregation also demonstrate a good
performance for the linear model, though the average pdeameavas 25 with the deviation
of 0.9, indicating that a rather high fraction of peaks had smaBuch results only prove that
most events have a nearly linear importance around thekisp&nce in our dataset we usually
have a small number of samples per peak (8-10), it is not plessy verify the hypothesis
of the linear model. However, the two other models (hypecbahd exponential) have the
estimated decay parameters more powerful than the linedeh(m =2.4+0.5, 17, = 1.3+ 0.6
andte = 1.5+ 0.7). Thus, their performance shows the real accuracy of velapproximation
from the eventimportance. Finally, we observe that bothel®encountered large variations of
the error, probably indicating the existencaldferentkinds of response dynamics for different
topics or different response parameters for various evliiag the same time series.
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Figure 7.21: Error distribution of deconvolution models &oogle dataset.

Google Dataset.To further verify the differences in dynamics for differenédia, we extracted
time series of search interest from Google. The extractéaksdacontained the same topics as
in our Twitter evaluation, but with a much longer time spaonirJan 2009 to Jan 2013 and
with a higher aggregation granularity of 1 week. Using tkbigel of aggregation, we eliminate
daily and weekly variations in user activity, dealing witeaner but more global trends of user
interest. Therefore, we did not apply regression smootfonghis data, since values do not
have small-scale temporal variation. Our goal is to obsdrtlee reaction and global trends
of web search have significantly different properties ofaiyics, compared to short-lifecycle
media, like Twitter or news agencies.

Reported in Figure 7.21 are error distributions for our medé/hile exponential and hyper-
bolic models fared particularly well for these data, thedinmodel was suitable only for a half
of time series, as can be seen from the second bump in ertdbdi®n. Again, this confirms
our previous observation that topics can in fact affect theadhics of the media. To under-
stand why, let’s refer to the particular time series we aredy demonstrated in Figure 7.22.
We see that an impacting death of Michael Jackson resultédtimctly hyperbolic dynamics,
with the response lasting much longer compared to expadeatyinamics of interest for Harry
Potter movie premieres. From our evaluation, we can coedloat while different media have
preferences for particular response dynamics, it is mdaenafetermined by event types.
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Figure 7.22: Search interest time series from Google famjwlifferent dynamics.

152



CHAPTER 7. DYNAMICS ANALYSIS 7.5. EXPERIMENTAL EVALUATION

3E3
Volume
2E3
2E3
2E3
1E3

S5E2

0EO

Figure 7.23: Bursts afi(t) extracted using deconvolutio§,= 1d.

Correlation Statistics. In the above sections we discussed the performance of delcoion
models and evaluated the quality of automatic parametenason. Now we begin our eval-
uation of sentiment shifts and events correlation, whesntevare extracted with the help of
deconvolution, and sentiment shifts are determined usingtions of aggregated sentiment
proposed in Section 4.2 and Section 5.3. In particular, veethhe measures of positive and
negative sentiment volung(t) ands (t) (normalized) and sentiment contradictionWe de-
termine bursts of sentiments and events according to aiblicebased on the running average.

We note that while we can determine bursts of sentimentgyusimple methods, events
require more robust methods. Let’s consider an exampleminrsent and event burst extraction
demonstrated in Figure 7.23. One can see that two of the #vewets in the right part of
the time series are located on the monotonic slope(Df and thus are not detectable either
with thresholding or with derivative tracking. Remarkabfieconvolution can recover these
and other “hidden” events and result in more accurate @iroel. Moreover, deconvolution
helps identifying correct event timings. It generally shifeaks backwards in time to the extent
determined by a response function and event dynamics. ifitigtn, helps to identify correct
time lags between events and sentiment shifts.

The results of our evaluation are presented in Table 7.3. Xvaated a set of 30 topic time
series from Twitter, for the period of half a year from Jun@®2dill December 2009. A subset
of 23 of these time series contained more than 2 real evehishwere useful for measuring
correlation. For each of these series, we measured thdatmrebetween the tweets volume,
and the three sentiment measures - positive and negatitienseits, and sentiment contradic-
tion. For each of these, we present the values of Cosinessityipc, Jackard coefficier; and
the time lag, resulting in the best correlation. Our firstesliation is thajp; is always smaller
thanpc, since for highly-overlapping sets of bursts the harmongamof set sizes is smaller
than the size of a joint set. Also we observe that positivéiisemts demonstrate the highest
overall correlation, followed by contradictions and negasentiments. Taking a closer look at
the data, we see that positive sentiments are usually pregcédte unexpected events (having
correlations with a negative lag), whereas negative semtisrare observed after or during these
events (positive lag). For instance, such behavior is eeskin our table for events surrounding
topics “Iran Election”, “Irag” and “Fort Hood”, where a (@lvely) positive sentiment level is
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a part of background level, not associated with any padicevents. Anticipated events like
“LCROSS”, “Harry Potter” or “Leica” also have positive exgiations, but in this time con-
nected to events. Another group of anticipated events,'Nkel Prize”, “Beer Summit” and
“Transformers” features negative expectations and pesttutcomes, while heavily promoted
events like “Leica” or “CERN LHC” have a mixture of controwgal sentiments during their
peaking intervals.

We found that types of discovered correlations and valugisnaf lags correspond to topics
of time series. Evidently, different types of events cangeapduring the course of time series,
all having different impacts on sentiment and time lags. réfuge, it makes sense to organize
the correlation experiment not per time series, but pertsvdfirst, we need to select events
of particular kind and determine all the relevant sentinsntts (of different kinds) in some
proximity of each event. Second, we need to compute coivalaetween events and sentiment
shifts of the same kind, determine their optimal time lagl datermine which sentiment mea-
sures are best correlated with which kinds of events. Binalbrder to analyze event causality,
we need to build event profiles with the help of machine leayni

Topic Name PosVolume NegVolume Contradiction
Measures o3} Pc lag [o}} Pc lag o3} Pc lag
Hangover 059| 0.75| 0.0| 0.37| 054| 20| 0.45| 0.62| 2.0
LCROSS 0.38| 055| -1.2| 0.36| 0.53| 0.6 | 0.43| 0.60 0.6
CERN LHC 0.48| 0.65| 00| 0.33| 050| 0.0 | 0.39| 0.56| 0.0
Ice Age 0.48| 0.65| 0.0 | 0.33| 0.50| 0.0 | 0.39| 0.56, 0.0
Michael Jackson 0.35| 052 00| 0.32| 0.48| -23| 0.35| 0.52| 1.8
Swine Flu 0.40| 0.57| 2.0 | 0.38| 0.55| -2.0| 0.33| 0.50, 0.6
Barack Obama 0.33| 0.50| 00| 035 052| 00| 035 052, 1.9
Harry Potter 044| 061 -1.4| 0.28| 0.44| 0.7 | 0.40| 0.57 -1.6
Neda 0.43| 0.60| -2.0| 0.36| 053| -19| 041| 059 -1.1
Iran Election 041| 058 -2.3| 0.34| 051| 2.0 | 0.42| 0.60 -1.7
Iraq 0.36| 052| -1.9| 044| 061| 0.6 | 0.44| 061 1.6
Fort Hood 062 0.77| -1.3| 0.39| 056| 19| 0.37| 054 -14
Follow Friday 0.62| 0.77| -1.3| 0.39| 056| 1.9 | 0.37| 054 -14
Google Wave 050 0.67| 1.7 | 0.31| 0.48| -0.8| 0.57| 0.74, -2.3
NASA 056| 0.71| 0.7 | 060| 0.76 | -0.9| 0.55| 0.72| 2.5
Super Bowl 051 0.68| 0.7 | 038 055| 0.0 | 044 | 061 0.5
Nobel Prize 042| 062 15| 033| 0.51| -1.3| 0.33| 0.53 -0.5
Beer Summit 0.29| 045| 06| 051| 068 -1.5| 0.60| 0.75 -1.5
Transformers 0.39| 056 0.8 | 0.39| 056| -24| 0.35| 052 | -24
Facebook 0.30| 0.47| -1.3| 0.38| 055| 00| 0.31| 047, 0.0
Leica 044| 061 -1.6| 042| 059| 0.0 | 0.44| 0.62 -0.5
Gmail 0.43| 0.60| 00| 0.31| 0.47| -2.2| 0.33| 050 -2.2
TwitterPeek 0.36| 0.60| 0.0 | 042| 0.60| -2.0| 0.25| 045 0.0

Table 7.3: Sentiment correlation statistics for selecim@ series from Twitter.
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7.6 Conclusion

Our evaluation of news dynamics and their impact on sentignsrthe first systematic work in
this direction, which applies a thorough and universal nindef news distribution in various
media and studies news interaction with sentiments. Welolgeweunique model of news event
dynamics, which allows to capture meaningful and importtiatacteristics of news event. Our
model can accommodate various response functions, saii@abdlifferent cases, which should
not necessarily be expressed as a differential equatidicanube learned from the data.

The results obtained by applying our methods to severakdtgaonfirm their robustness
and universality. Nevertheless, they also reveal that veel ne address several more keystone
challenges on our way towards the final solution. First, weeoke the existence of different
kinds of response dynamics for topics in the same media, &mddifferent response functions
and their parameters for various events during the samedaries. We observe that while
different media have preferences for particular respogsamics, it is more often determined
by event types. Thus, we need to develop methods of news ddation which will automat-
ically determine the best model for every particular evertt process the corresponding time
interval accordingly. Above all, this involves a refinemehbur model of events importance
and development of robust and precise deconvolution opéitian strategy.

Our analysis shows that different types of events may haéereint impacts on sentiment
and varying time lags. Therefore, not only we need to tailoramrrelation methods for partic-
ular measurements, but also make them recognizing kindgeoit® We then need to analyze
causality between discovered sentiment-event correlaiaars and learn event profiles. Finally,
we want to build a classifier, predicting changes in sentirbased on event’s features, and on
the past history of correlation.
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Chapter 8

Conclusions and Future Work

We set the objective of our research to aid large scale sentiamalysis and opinion mining
by providing efficient and scalable sentiment aggregatioth storage methods. Grounding
on these methods, we develop an efficient framework for tatgaexplaining and predicting
sentiment contradictions.

Our aggregated sentiment storage enables approachesadoseary large data collections
and to answer relevant queries in real time. It is incrembniaaintained in an online envi-
ronment, and can outperform a relational database implatien. Moreover, it is uniquely
designed to withstand noise and irregularity of online ise@t, thanks to regression analysis
and hierarchical thresholding.

The approach of sentiment contradiction detection presdntthis work is notable for using
only basic sentiment statistics to capture the level of reahittion. We conducted an experi-
mental evaluation with synthetic data, as well as threerde/eeal-world datasets and evaluated
the usefulness of our approach with a user-study. The sedalnonstrate the applicability,
usefulness, and efficiency of the proposed solution.

Following the contradiction detection, we approach theeh@roblems of characterizing
sentiment evolution in a demographic group and identifysogelated demographic groups.
We demonstrate that these problems can be solved effgctveh large scale using clever
pruning, top-k and compression methods. The proposed apipr@lows observing sentiment
behavior at a much finer level of detail than currently pdssitelping to identify cases that are
counter-intuitive and can only be observed by processirgglamounts of data. For instance,
our evaluation identified interesting correlations amaral demographic groups in MovielLens,
which can be of particular interest to social scientists smalal recommender applications.

We outline some interesting problems and extensions ofrésepted framework, which we
plan to work on. We are currently working on constructing tadat annotated with contradic-
tions, which will permit us to perform more comprehensivperiments, and also serve as a
benchmark for other studies in the area.
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For demographics analysis, we plan to extend our framewmiietable to prune demo-
graphics groups based on their conditional dependencyratic filtering of high correlations
between such groups is possible even without comparing tiseir bases, since our storage
allows analyzing volumes as well as distributions of seatits for groups.

Our news sentiment analysis reveals the differences inrdigssamong various media and a
possibility to reconstruct event importance using decarian framework. We also identified
correlations between news events and changes in sentirheatious kinds. The next steps
in this direction lead to a construction of annotated datiesentiment and event causality,
which will make possible evaluation of different event dymes for predicting sentiment shifts.
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Appendix

S o| & S| & > g
& Authors SR Algorithms Q'{é\ "59 Q{F f’?@
'02 |Morinaga et al A | Y |RuleBased+Dictionary| C |Reviews (P) N/A L
'02 | Turney C | N |Statistic C |Reviews(M,P,S) |EP L
'02 |Pang et al C | N |NB, ME, SVM 2 |Reviews (M) IMDB L
'03 |Liu et al C | N |NLP + Dictionary C |Texts N/A S
'03 | Turney and Littman C | N |LSA, Statistic (PMI) C |Words Gl, HM S
'03 |Dave et al A | N |NB 2 |Reviews (P) AZ,CN L
'03 |Yietal C | Y |Dictionary 3 |Reviews (M,P) [N/A L
'03 | Yu and Hatzivassiloglod C | N |Statistic 3 |News TREC L
'04 |Kim and Hovy C | Y |Semantic 2 |News DUC S
'04 |Galley et al C | N |ME,CMM 2 |Transcripts N/A S
'04 |Hu and Liu A | Y |Semantic + RuleBased| 2 |Reviews (P) AZ,CN L
'04 |Gamon C | N |SVM 4 |Reviews(S) N/A L
'04 |Kamps et al C | N |Semantic C |Texts Gl S
'05 |Alm et al C | N |Linear Classifier 2 |Fairytales N/A S
'05 |Ku et al A | Y |Dictionary 2 |News TREC L
'05 | Chaovalit and Zhou C | N |ML, Statistic (PMI) 2, C |Reviews (M) IMDB L
'05 |Liu et al A | Y |Semantic + RuleBased| 2 |Reviews (P) N/A M
'05 |Pang and Lee C | N |[SVMOVA, SVR+ML | 3,4 |Reviews (M) IMDB S
'06 | Thomas et al C | N |MultiSVM 2 |Transcripts GovTrack | S
'06 |Leung et al C | N |Statistic 3 |Reviews (M) N/A S
'06 | Taboada et al C | N |Statistic (PMI) 2 |Reviews EP L
'06 | Carenini et al A | Y |Semantic 2 |Reviews (P) N/A M
'06 |Ku et al A | Y |Statistic C |News, Blogs TREC, L

NTCIR

'06 | Goldberg and Zhu C | N |Graph, SVR 4 |Reviews (M) IMDB L
'06 | Taboada et al C | N |Dictionary C |Reviews (B) N/A S
'07 |Godbole et al C | Y |Semantic C |News, Blogs N/A L
'07 |Osherenkoand André | C | N |[SVM + Dictionary 4 |Texts SAL L
'07 |Zhang et al C|Y |SVM 2 |Blogs EP, RA S
'07 | Devitt and Ahmad C | N |Semantic 2 |News News L
'07 |Mei et al C| Y |HVM 2 |Blogs N/A L

Continued. ..
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N (/] -9 Q‘Z)) QQ' (g N
_@v Authors 'éz '@Q Algorithms Q"§ @QO Q% @va
'07 |Ku et al C | N |Statistic C |News NTCIR L
'07 |Chen et al A | N |DT, SVM 2 |Reviews (B) N/A S
'08 | Annett and Kondrak C | N |SVM,NB, ADT 2 |Reviews (M) IMDB M
'08 |He et al C | N |Statistic (IR) C |Blogs TREC M
'08 | Bestgen C | N |Statistics (SO-LSA) 2 |Words N/A L
'08 | Fahrni and Klenner C | Y |Statistic C |Reviews (S) N/A L
'08 | Shimada and Endo C | Y |SVMOVA, ME, SVR 3, 6 |Reviews (P) N/A L
'09 | Zhang et al A | Y |Corpus C |News N/A L
'09 |Miao et al A | Y |Dictionary 2 |Reviews (P) N/A M
'09 | Zhu et al A | Y |Dictionary 3 |Reviews (S) N/A M
'09 |Nadeau et al C | N |LR, NB + Dictionary 4 |Dreams N/A S
'09 |Bodendorfand Kaiser | C | N |SVM OVA 3 |Blogs N/A M
'09 |Choi et al C | Y |Clustering +Dictionary | 3 |News NTCIR S
'09 | Lin and He C | Y |LDA + Dictionary 2 |Texts IMDB S
'09 |Nowson Cl|Y |SVM 2 |Reviews (P) N/A S
'09 | Melville et al C | N |NB + Dictionary 2 |Blogs N/A L
'09 | Thet et al C | Y |Dictionary C |Reviews (M) IMDB L
'09 |Prabowo and Thelwall | C | N |RuleBased, Dictionary, 2 |Reviews(M,P) |IMDB,NA | L

Statistic, SVM
'09 |Feng et al A | Y |Dictionary 2 |Blogs N/A L
'09 |Lerman et al A | N |Semantic C |Reviews(P) N/A L
'09 |O’'Hare et al C | Y |MNB, SVM 2, 3 |Blogs N/A L
'09 | Dasgupta and Ng C | N |SVM + Clustering 2 |Texts IMDB,AZ | S
'09 | Missen and Boughanem C | Y |Semantic C |Blogs TREC M
'09 |Read and Carroll C | N |Statistic 2 |News,Reviews(M)MDB, Gl |L, S
'09 |Goetal C | N |NB, ME, SVM 2 |Microblogs Twitter L
'10 | Bollen et al A | N |OpinionFinder, C |Microblogs Twitter L
Statistic (PMI)
10 | Tumasjan et al A | Y |Dictionary(LIWC) C |Microblogs Twitter L
'10 | Bifet and Frank C | N |MNB, SGD, 2 |Microblogs Twitter L
Hoeffding tree
'10 | Pak and Paroubek C | N |[MNB 3 |Microblogs Twitter L

Table 1: An overview of the most popular sentiment extractitethods, used in Subjectivity Analysis.
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Paper Dataset |Sentiment Algorithm (Precision, %)
Dave et al [32] AZ, CN SVM (85.8 - 87.2) NB (81.9 - 87.0)
Hu and Liu [58] AZ,CN Semantic (84.0)
Turney [139] EP Statistics (74.4)
Taboada et al [123] EP PMI (56.8)
: HM SO-LSA (67.7 - 88.9) PMI (61.8 - 71.0)
Turney and Littman [138] G SO-LSA (65.3 - 82.0) PMI (61.3- 68.7)
Kamps et al [65] Gl Semantic (76.7)
Gl PMI (71.7) Semantic Space (83.8) Similarity (67.6)
Read and Carroll [115] SemEval |PMI (46.4) Semantic Space (44.4) Similarity (53.1)
IMDB PMI (68.7) Semantic Space (66.7) Similarity (60.8)
AZ (N/A) |Dictionary (59.5 - 62.4) NB (66.0) ME (83.8)
Gindl and Liegl [48], average TA (N/A) |Dictionary (70.9 - 76.4) NB (72.4) ME (78.9)
IMDB Dictionary (61.8 - 64.9) NB (58.5) ME (82.3)
Pang et al [108] IMDB NB (81.5) ME (81.0) SVM (82.9)
Chaovalit and Zhou [18] IMDB N-Gram (66.0 - 85.0) PMI (77.0)
Goldberg and Zhu [52] IMDB SVR (50.0 - 59.2) Graph (36.6 - 54.6)
Annett and Kondrak [3] IMDB NB (77.5) SVM (77.4) ADTree (69.3)
Thet et al [127] IMDB Dictionary (81.0)
Ku et al [71] NTCIR Statistics (66.4)
Choi et al [23] NTCIR Dictionary + Clustering470.0)
Osherenko and André [102] SAL" SVM + Dictionary (34.5)
Yu and Hatzivassiloglou [152] TREC Statistics (68.0 - 90.0)
Ku et al [69] TREC Dictionary (62.0)
Missen and Boughanem [94] TREC Semantic (MAP 28.0, P@10 64.0)
Yietal [151] N/A Dictionary (87.0 Reviews, 91.0 - 93.0 News)
Gamon [46] N/A SVM (69.0 nearest classes, 85.0 farthest classes)
Kim and Hovy [67] N/A Semantic (67.0 - 81.0)
Thomas et al [128] N/A Multiple SVM (71.0)
Nadeau et al [98] N/A LR (35.0 - 50.0) NB + Dictionary (38.0)
Chen et al [19] N/A DT (71.7) SVM (84.6) NB (77.5)
Devitt and Ahmad [34] N/A Semantic (50.0 - 58.0, f-measure)
Shimada and Endo [118] N/A SVM OVA (58.4) ME (57.1) SVR (57.4) SIM (55.7)
O’Hare et al [101] N/A MNB (75.1) SVM (74.4)
Zhu et al [156] N/A Dictionary (69.0)
Bodendorf and Kaiser [12] N/A SVM OVA (69.0)
Melville et al [92] N/A NB + Dictionary (63.0 - 91.0)
Prabowo and Thelwall [114] N/A SVM-only (87.3) SVM + RuleBased + Dictionary
Statistics (91.0)
Feng et al [43] N/A Dictionary (65.0)
Go et al [50] TS NB (82.7) ME (83.0) SVM (82.2)
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Paper Dataset |Sentiment Algorithm (Precision, %)
TS MNB (82.5) SGD (78.6), Hoeffding t 69.4
Bifet and Frank [9] ( ) ( ) Hoe _mg ree ( )
N/A MNB (86.1) SGD (86.3) Hoeffding tree (84.8)
Pak and Paroubek [104] N/A MNB (70.0) at recall value 60.0

Table 2: Precision of sentiment extraction for differenplementations according to the data reported
by authors. In this table we only report best-run resultgteravailable datasets (which are also listed in
Table 3). "N/A” means that the dataset is not publicly aJalia 3(5)-classes accuracy marked with

Name (and URL) Year Type Pos | Neg | Neu |Range
Gl - General Inquirer content analysis system 2002 | Words N/A | N/A | N/A D
www.wjh.harvard.edu/~inquirer/

IMDB - Movie Review Data v2.0 2004 | Reviews | 1,000( 1,000, O B
www.cs.cornell.edu/People/pabo/movie-review-data/

TREC - Blog Track 2006 Blogs 3,215,171 total N/A
http://ir.dcs.gla.ac.uk/testollections/blog06info.html

AZ - Amazon Reviews 2007 | Reviews [4,554K| 759K |525K| D
www.cs.uic.edu/~liub/FBS/sentiment-analysis.html

SemEval-2007 Affective Text Task 2007 News 561 674 | 15 D
www.cse.unt.edu/~rada/affectivetext/

NTCIR-MOAT - http://research.nii.ac.jp/ntcir/ 2008 News 26K total D
SAL - Sensitive Artificial Listener corpus 2008 | Speech | 672 turns total D
www.vf.utwente.nl/~hofs/sal/

Irish Economic Sentiment Dataset 2009 News 2,608| 3,915(3,080 D
www.mlg.ucd.ie/sentiment/

Multi-Domain Sentiment Dataset v2.0 2009 | Reviews |10,771{10,898 O D
www.cs.jhu.edu/~mdredze/datasets/sentiment/

TS - Twitter Sentiment 2009 | Micro-blogs| 800K | 800K | O B
http://twittersentiment.appspot.com/

TA - TripAdvisor.com 2010 | Reviews | 183K | 37K | 26K | D
http://times.cs.uiuc.edu/~wang296/Data/

EP - Epinions www.epinions.com 2010 | Reviews | N/A N/A | N/A D
CN - Clnet -www.cnet.com 2010| Reviews | N/A N/A | N/A D
RA - RateltAll - www.rateitall.com 2010 | Reviews | N/A N/A | N/A D
ZD - ZDnet -www.zdnet.com 2010| Reviews | N/A N/A | N/A D

Table 3: An overview of the most popular opinion mining datasand data sources. Under the columns
“Pos”, “Neg” and “Neu” we list the approximate numbers of poe, negative and neutral labels re-
spectively. The range of these labels is either binary, sthds “B”, or discrete, marked as “D”. “N/A”
means that the dataset is not publicly available.

172



Attribute Type Description

topic SMALLINT Topic identifier

timeBegin, timeEnd INT Start and end of the time window
granularity BYTE A level of granularity

n FLOAT The number of posts within interval
M1, M2 FLOAT 15t and 29 moments of sentiments

Table 4: Attributes of database storage Cdb.

AdaptContr main view: Outputs nodes of specific granularity using adaptive threbold.

create view ‘AdaptContr’ as select cl.topic, cl.timeBegin, cl.timeEnd from Contr
cl join Contr c2 on cl.topic = c2.topic and c2.granularity = cl.granularity + 1
and cl.timeBegin is between c2.timeBegin and c2.timeEnd where cl.contradiction >
c2.contradiction * @threshold and cl.granularity = @window and (cl.timeBegin is
between startDate and endDate or cl.timeEnd is between startDate and endDate) ;

Query 1: For the Problem 2, with a restriction on a specific topic.
select * from AdaptContr cl where cl.topic = Qtopic;

Query 2: For the Problem 3, identifying contradictions for all topi cs.

select * from AdaptContr cl order by cl.contradiction;

Query 3: For the Problem 3, distinguishing between sync. and asyndypes.

select * from AdaptContr cl join Contr c2 on c2.topic = cl.topic and c2.timeBegin =
cl.timeEnd and c2.granularity = cl.granularity join Contr c3 on c3.topic = cl.topic
and c3.timeEnd = cl.timeBegin and c3.granularity = cl.granularity

where c2.m1 * c3.m1 < 0;

Table 5: Queries used in the evaluation of Cdb performance.
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