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Abstract

Identifying human activities is a key task for the development of advanced and effective

ubiquitous applications in fields like Ambient Assisted Living. Depending on the availability

of labeled data, recognition methods can be categorized as either supervised or unsupervised.

Designing a comprehensive activity recognition system that works on a real-world setting is

extremely challenging because of the difficulty for computers to process the complex nature

of the human behaviors.

In the first part of this thesis we present a novel supervised approach to improve the activity

recognition performance based on sequential pattern mining. The method searches for patterns

characterizing time segments during which the same activity is performed. A probabilistic

model is learned to represent the distribution of pattern matches along sequences, trying to

maximize the coverage of an activity segment by a pattern match. The model is integrated in

a segmental labeling algorithm and applied to novel sequences. Experimental evaluations show

that the pattern-based segmental labeling algorithm allows improving results over sequential

and segmental labeling algorithms in most of the cases. An analysis of the discovered patterns

highlights non-trivial interactions spanning over a significant time horizon. In addition, we

show that pattern usage allows incorporating long-range dependencies between distant time

instants without incurring in substantial increase in computational complexity of inference.

In the second part of the thesis we propose an unsupervised activity discovery framework

that aims at identifying activities within data streams in the absence of data annotation. The

process starts with dividing the full sensor stream into segments by identifying differences in

sensor activations characterizing potential activity changes. Then, extracted segments are

clustered in order to find groups of similar segments each representing a candidate activity.

Lastly, parameters of a sequential labeling algorithm are estimated using segment clusters

found in the previous step and the learned model is used to smooth the initial segmentation.

We present experimental evaluation for two real world datasets. The results obtained show

that our segmentation approaches perform almost as good as the true segmentation and

that activities are discovered with a high accuracy in most of the cases. We demonstrate

the effectiveness of our model by comparing it with a technique using substantial domain

knowledge. Our ongoing work is presented at the end of the section, in which we combine

pattern-based method introduced in the first part of the thesis with the activity discovery

framework. The results of the preliminary experiments indicate that the combined method is

better in discovering similar activities than the base framework.
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Chapter 1

Introduction

Computing and sensor technologies are moving towards a stage of evolution where comput-

erized systems are going from visible to invisible, or rather fading into the background of our

lives with recent advances in information science and engineering. By being more pervasive,

computers embedded in our environments enable us to concentrate on our tasks rather than

on the technology, allowing natural data regarding human activities to be collected (Weiser,

1991). Development of methods that provide a deeper understanding and a better interpre-

tation of such data leads to crucial applications in fields like healthcare monitoring, safety, or

surveillance.

1.1 Motivation

Activity recognition aims at recognizing actions of an agent(s) in order to make inferences

on high-level activities and goals by analyzing human behaviors as a series of observations

(Liao et al., 2003). Techniques to learn activities from observations can simply be divided

into two main strands: supervised and unsupervised. The former requires labeled data upon

which a recognition model is trained. The model learns a probabilistic association between

activities and observations. The latter works in the absence of labeled data and tries to reveal

implicit relationships and regularities of the data. For this purpose, observations are modeled

either by density estimation or clustering methods (Chen and Khalil, 2011). After learning

the associations in a supervised or unsupervised manner, activities can then be classified as

normal, abnormal, or dangerous by comparing new unknown observation sequence with the

pre-labeled ones.

Consider a scenario in which a caregiver is responsible for a patient’s well-being in a home

environment. One of the tasks of the person in charge is to monitor the patient’s activities to

identify an emerging medical condition before it becomes critical, for instance by encouraging

him/her to act more safely. A person under medical treatment should follow strict rules on
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the dosage and timings of medicines as their misuse has severe consequences. It is effortless

for the caregiver to identify an ongoing activity and to take decision whether the patient is

safe or not, by (1) collecting evidence concerning the patient’s actions, e.g. observing his/her

interactions with the medicine cabinet, (2) using past experience to interpret the evidence, e.g.

detecting an unusual behavior that conflicts with the regular ones learned after a long period

of monitoring like spending too much time near the cabinet, and (3) applying knowledge to

synthesize the gathered information, e.g. taking necessary precautions based on expertise in

nursing.

Similar to the human based decision process, an automatic activity recognition system com-

prises several stages, i.e. collecting evidence, using past experience, and applying knowledge

correspond sensing, learning, and inference respectively. However, each task in the comput-

erized one is highly challenging and necessitates special consideration as system requirements

differ from one application to another (body-worn accelerometers are used in fall detection

instead of RFID readers, availability of labeled data determines the recognition algorithm to

be employed etc.).

Activity data is collected in the sensing phase by observing the environment remotely via

camera, audio or infrared systems (Robertson and Reid, 2006; Kolovou and Maglogiannis,

2010), by using wearable sensors like accelerometers or gyroscopes (Lustrek and Kaluza, 2009),

or by employing environmental sensors like RFID readers that are tagged onto objects to

be interacted with (Krahnstoever et al., 2005). The area of the application (surveillance,

assisted cognition etc.), type of the activities to be recognized (individual or group), and

the environmental conditions (indoor or outdoor) are basic criteria that should be taken into

consideration in sensor selection.

Although some information explaining the activities may be deduced by analyzing the col-

lected data, it is not singly adequate to recognize activities. For this purpose, activities should

be modeled and interpreted via learning and inference steps. One can group methods to be

applied under three headings as supervised (e.g., Bayesian networks (Yang et al., 2010), Sup-

port Vector Machines (SVMs) (Cao et al., 2009), Hidden Markov Models (HMMs) (Sanchez

et al., 2007), Gaussian Mixture Models (GMMs) (Lin et al., 2008)), semi-supervised (e.g.,

self-learning (Guan et al., 2007)), and unsupervised (e.g., fingerprint mining (Gu et al., 2010))

approaches. There is not a single system that provides a perfect recognition rate because of

the shortcomings of the methods, the complexity of the activities, and the technical issues.

Supervised techniques require a large number of labeled samples which is hard and expensive

to obtain, efficiency of semi-supervised methods is highly related to proportion of unlabeled

dataset and model assumptions, and unsupervised techniques have low accuracy.

The complex nature of human behaviors gives rise to other problems. In many real world

applications, agents try to achieve multiple goals within a single sequence of actions. In
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such a scenario, users perform independent activities simultaneously (concurrent activities)

and switch between activities in case of an interruption (interleaved activities) (Hu and Yang,

2008). Besides, a majority of the approaches focus on recognizing short activities while long-

term dependencies are poorly explored (Duong et al., 2009). There are also situations where

similar sequence of actions produce different activities (ambiguity interpretation) (Kim et al.,

2010).

Designing a comprehensive activity recognition system that works on a real-world setting is

extremely challenging due to above-mentioned problems. In order to address these issues, in

this thesis, we present novel supervised and unsupervised approaches for recognizing complex

human activities in several real-world smart environments composed of distinct sensor networks.

1.2 The Problem

The process of developing an activity recognition system starts with equipping the environment

with sensing capabilities, enabling to extract discrete or continuous signals depending on the

type of the sensor used, i.e. simple sensors such as RFID readers (Yang et al., 2012) and more

complex ones such as accelerometers (Fujimoto et al., 2013) or cameras (Vishwakarma and

Agrawal, 2012) produce the former and the latter respectively. Although numerous choices are

available on how to build a sensing platform, it is hard to create one that can gather information

over long periods of time and that is not obtrusive to users. Camera-based systems suffer from

both problems as storing videos is computationally expensive and individuals do not like to be

recorded due to privacy issues. Besides, changes in the environmental conditions, e.g. lighting,

clutter, often worsen the recognition performance (Tapia et al., 2004). Wearable sensors are

also perceived as intrusive because of the necessity for residents to equip with many electronic

peripherals and batteries. In addition, such systems are not able to distinguish activities

that involve composite signals representing complex physical motions (Chen et al., 2012).

Selection of a sensing platform is followed by a feature extraction process, i.e. transforming

sensor readings into a series of observation vectors. Each sensor infrastructure requires a

distinct conversion process. Luckily, extraction methods are determined by soft borders with

numerous works over years (Chen et al., 2011a).

In this thesis, we focus on recognizing “Activities of Daily Living” (ADLs) (Katz et al., 1970)

by using environmental sensors to bypass the drawbacks stated above. Environmental sensors

are mainly composed of binary state-change sensors, e.g. RFID readers, reed switches, pressure

mats, motion sensors etc., that are deployed in various objects or locations within residents’

home. Interactions with the objects or locations of the residents provide an unobtrusive way of

monitoring which can be prolonged over long periods of time due to the simplicity of sensors.

Such sensing infrastructure is especially useful in detecting activities performed on a daily
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basis, e.g. cooking, toileting, showering. Therefore, we considered ADLs as activities to be

recognized by the proposed system.

Learning and inference steps, following the sensing, constitute the building blocks of the

activity recognition system. Developing an efficient machine learning technique allows the

system to recognize activities with high accuracy. From a machine learning viewpoint, activity

recognition can be formalized as a sequence labeling task: given a sequence of sensor readings

covering a timespan of interest (e.g. a day), predict the sequence of activities being performed.

The timespan is typically divided into small time intervals, to be labeled with the activity or

the activities taking place. A number of machine learning algorithms have been applied to this

task, ranging from simple Naive Bayes (Bao and Intille, 2004) to sequential approaches like

Hidden Markov Models (Philipose et al., 2004), Conditional Random Fields (Vail et al., 2007)

and their variants (van Kasteren et al., 2010a).

1.2.1 Modeling Long-Range Interactions

Local techniques like Naive Bayes or standard Support Vector Machines label each time instant

independently, possibly extending its input representation over neighboring instants. On the

other hand, sequential approaches collectively assign labels to all instants within the period

of interest. This allows exploiting the relationship between activities performed at different

time and usually results in performance improvements, other things being equal (van Kasteren

et al., 2010b). In modeling temporal interactions, however, these models are limited to rather

small spans. Sequential approaches rely on a Markovian assumption to limit the number of

parameters to be learned and keep inference tractable.

There are a number of attempts in the literature in order to account for longer-range

dependencies. Hierarchical approaches aim at representing activity relations in different levels

of a hierarchy. Dependencies between short-range activities in the lower level of the hierarchy

are fed into higher levels for creating longer-range ones (Fine et al., 1998; Duong et al.,

2009; Natarajan and Nevatia, 2007). However, creating hierarchies requires deep knowledge

regarding the underlying structure of the problem. Adding shortcut links between arbitrary

time instants along the sequence, e.g. in skip-chain CRF, is another alternative (Hu and Yang,

2008) but the complexity of the model and the cost of inference increase drastically depending

on the number of shortcuts introduced.

An activity usually spans a certain amount of time, its average duration depending on the

specific activity being performed (e.g. taking a shower or watching TV). An activity segment

is defined as a sequence of consecutive time instants in which the same activity is performed.

Segmental labeling can be accomplished by semi-Markov models (Yu, 2010), which explicitly

account for duration information. However, incorporating long-range dependencies between

observations within each segment is again a bottleneck.
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Hence, the first problem we deal with is to design an effective and accurate supervised

recognition algorithm that incorporates long-range dependencies between distant time instants

without incurring in substantial increase in computational complexity of inference. Aside from

this specific problem, we aim at developing a method that can distinguish similar activities from

each other and that is robust to intra- and inter-subject variability in performing activities.

1.2.2 Activity Discovery

Most of the work in the field has focused on supervised approaches in order to train activity

models. However, these require the availability of labeled sequences, an expensive and time

consuming process. Furthermore, training data is specific to the setting involving the activities

to be recognized and the persons involved, as the daily living habits change from an individual

to another. Activity discovery aims at identifying activities within data streams in the absence

of data annotation. Therefore, it can be used in any possible daily-life scenario. In health

monitoring applications, for instance, one of the tasks is continuously checking the behavior of

a patient in order to determine whether his/her routines are maintained, regardless of the type

of activities being performed. Inconsistencies in daily routines, i.e. changes in the structure of

performed activities, can suggest problems in patient’s health. For example, a person under

physical therapy should perform a systematic exercise program of multiple movements, each

serves a distinct purpose. Deterioration in the exercise schema, e.g. skipped steps, in the

absence of professional assistance may result in delay in treatment.

As many unsupervised learning tasks, activity discovery is a challenging problem: many

activities tend to share a similar set of signals (e.g. kitchen sensors for food-related activities),

short periods lacking any signal at all can occur during an activity, to be distinguished from

truly “idle” periods where no activity is being performed. Finally the discovery needs to be

robust enough to account for variations in the way activities can be performed as in the super-

vised case. Two relative studies have recently proposed solutions to bypass above-mentioned

limitations by using object-use fingerprints (Gu et al., 2010) and evidential ontology networks

(Hong and Nugent, 2013). However, the methods use activity definitions acquired from the

Web or the experts, which deviates such works from being fully unsupervised. Therefore, the

second problem we tackle is to develop a fully unsupervised activity discovery technique to

address these issues.

1.3 Proposed Approach

In this thesis, novel supervised and unsupervised approaches to activity recognition are pro-

posed in order to overcome the limitations cited in the previous section. Data acquired from
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the sensors are first processed in different ways to create feature representations. We eval-

uate their efficiencies in prediction tasks and present a roadmap for choosing an appropriate

representation for distinct environmental settings.

In the first part of the thesis, we develop a supervised approach to improve the recogni-

tion accuracy. For this purpose, we present a segmental pattern mining approach in which

patterns characterize interactions within activity segments, enabling long-range dependencies

to be modeled. Our solution consists of mining segmental patterns covering segments corre-

sponding to a certain activity. Allowing gaps between matches of individual pattern elements

enables distant observations to be related. We then show how to integrate sequential pattern

mining into probabilistic segmental labeling algorithms, providing improved capacity to model

longer-term dependencies. We introduce a probabilistic duration model representing the dis-

tribution of pattern matches along sequences, and integrate it into a Hidden Semi-Markov

Model (HSMM).

We will show that our novel supervised approach

• can be used in various kinds of environments regardless the sensor platform, e.g. state-

change sensors or motion sensors

• accounts for the long-range dependencies

• is robust to variations in performing activities

• can discriminate similar activities (ambiguity interpretation)

• is promising for detecting interleaved activities

• is applicable to other sequential labeling problems

In the second part of the thesis, we present an activity discovery framework that identi-

fies activities in sensor streams without requiring data annotation. The process starts with

dividing the full sensor stream into segments by identifying differences in sensor activations

characterizing potential activity changes. Then, extracted segments are clustered in order to

find groups of similar segments each representing a candidate activity. Lastly, parameters of a

sequential labeling algorithm are estimated using segment clusters found in the previous step

and the learned model is used to smooth the initial segmentation. We then introduce our

ongoing work which is built on the top of the base activity discovery framework. For this

purpose, we show how to take advantage of patterns in discovering activities.

We will show that our novel unsupervised approach

• requires neither any assumptions on dataset, e.g. type and number of activities nor

domain knowledge.

• succeeds in discovering activities in many situations

• can be used in any daily-life scenario
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1.4 Structure of the Thesis

This thesis is composed of six chapters. Chapter 2 presents a detailed review of the machine

learning techniques used in the activity recognition problems. The studies that are relevant to

our research questions, i.e. dealing with long-range dependencies and pattern mining in activity

recognition, are discussed in Sections 2.1.2 and 2.1.3 respectively. We then summarize popular

techniques to discover activities. Chapter 3 gives basic information regarding the experimental

conditions. These include properties of the datasets to be used, data representation format,

feature representations, and evaluation metrics. A novel method for recognizing activities

in a supervised manner is given in Chapter 4. We initially provide a detailed formalization

of the machine learning techniques to be used throughout the thesis. Following, feature

representations are evaluated to determine baselines for pattern mining and for comparisons

of alternative techniques. After defining how to mine segmental patterns in Section 4.3, we

propose our novel solution, Pattern-based Hidden Semi-Markov Model, in Section 4.4, that is

followed by a detailed experimental evaluation. Two fully unsupervised approaches to activity

discovery are presented in Chapter 5. We provide a three-step activity discovery framework and

its performance evaluation in Section 5.1. We describe our ongoing work as an improvement

to the base technique, i.e. integration of patterns into the activity discovery framework, and

analyze the preliminary results in Section 5.2. Finally, in Chapter 6, we draw our conclusions

and propose future works.

1.5 Publications

The work presented in this thesis has been partially published in the following papers.

• Umut Avci and Andrea Passerini, “Improving Activity Recognition by Segmental Pattern

Mining”, IEEE Transactions on Knowledge and Data Engineering, PrePrints, issn =

“1041-4347”, 2013.

• Umut Avci and Andrea Passerini, “A Fully Unsupervised Approach to Activity Discov-

ery”, In ACM Multimedia workshop on Human Behavior Understanding (HBU 2013),

Barcelona, Spain, 2013.

• Umut Avci and Andrea Passerini, “Improving Activity Recognition by Segmental Pattern

Mining”, 8th IEEE International Workshop on Pervasive Learning, Life, and Leisure

(PerEL 2012), Lugano, Switzerland, March, 2012.
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Chapter 2

State of the Art

The main challenge of the activity recognition problem lies within developing models that

reflect the real nature of the behaviors. In this section, we will present widely used models

and their extensions (Shen, 2004; Atallah and Yang, 2009).

2.1 Activity Recognition

2.1.1 Probabilistic models for Activity Recognition

Decision Trees

A decision tree is one of the easiest learning algorithms that takes inputs as properties and

produces discrete outputs. It shows decisions with decision nodes and consequences with

terminal leaves. Every decision node applies a test function to yield outcome labeling (Russell

and Norvig, 2002). Decision trees can be represented as a logical formula by defining each

path from the root to a leaf as a conjunction of conditions and by combining paths with the

same class disjunctively. This property brings decision trees speed and high representation

power.

A realtime activity recognition system for mixture of activities, e.g. lying, sitting, walking,

running, and cycling, is introduced by (Parkka et al., 2010). Four features, i.e. spectral density,

spectral entropy, signal average, and signal variance, are selected and used for constructing

a decision tree of four nodes such that the first node discriminates movements from static

activities (via spectral density), the second node discriminates direction of activities, e.g.

vertical, horizontal, (via signal average), the third node differentiates cycling from walking

and running (via spectral entropy), and the last node differentiates walking from running

(via signal variance). Results show that the selected classifier needs a few comparisons, has

low computational cost, and provides acceptable classification accuracy despite its simplicity.
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Maurer et al. also present a realtime activity recognition system based on the body-worn

sensors (Maurer et al., 2006).

Although decision trees are one of the most efficient learning methods, they are not robust

enough to small variations in the data such that variations in the way activities are performed

might result in a completely different tree (Logan et al., 2007).

Artificial Neural Networks

Artificial neural networks (ANNs) try to imitate information processing procedure of a biological

neural system whose components are composed of neurons and links. In the artificial system,

each neuron is responsible for an arithmetic operation the output of which will be served as

input to the successor neurons through links (Russell and Norvig, 2002).

A basic system can be represented by a perceptron which consists of a number of input

neurons linked to an output node. In this basic setup, output is computed as a function of a

weighted sum of the inputs: f(
∑

iwi ∗ xi) where wi, xi are weights and inputs over examples

respectively, f is an activation function like logistic or sigmoid. For complex settings, on the

other hand, network structure should be modified by adding hidden layers with an arbitrary

number of neurons between input and output layers.

Yang et al. propose an approach to build neural classifiers (a pre-classifier, a static classifier,

and a dynamic classifier) based on signals received from a triaxial accelerometer (Yang et al.,

2008). Pre-classifier aims at discriminating static activities from dynamic ones by using body

acceleration feature. Once the distinction is made, classifiers for static/dynamic activities

(standing, sitting, walking, etc.) are constructed using a feature set originated from the

acceleration data. Zhu et al. and Chen et al. address similar issues but assignment of initial

weights remains as a problem (Zhu and Sheng, 2009; Chen et al., 2010)

Scalability is an important issue in activity recognition because in non-scalable systems any

change in system configuration, e.g. sensor change, requires the network to be modeled and

trained again. Helal et al. address this issue by developing an adaptive multi-layer neural

network (Helal et al., 2010). In the continuous sequence of activities, agents make a number

of transitions between activities. ANNs learn these activities automatically from new inputs

and adopt its interior computations. This property is known as online adaptation (Rivera-

Illingworth et al., 2005). ANNs are also capable of capturing concurrent tasks (Helal et al.,

2010).

ANNs are criticized for being a “black-box”, i.e. relations between inputs and outputs are

hidden within the network structure, which makes the interpretation of the calculated results

difficult. Besides, different network topologies need to be tried out empirically to achieve the

best result.
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Support Vector Machines

SVMs can be used for linear or non-linear classification problems. In both cases, the aim is

to locate a hyperplane separating classes from each other with a maximum margin that is the

distance between two data points in each class where their distance from the hyperplane is

minimum. The closest points to the hyperplane are called support vectors (SVs). If the classes

are not linearly-separable some classification error is allowed by adding slack variables. In a

non-linear classification problem, data is transformed from the original input space into a higher

dimensional space where approximate linear separation of data is possible. This transformation

is achieved by so-called kernel functions (Ben-Hur and Weston, 2010).

Qian et al. define activities in a surveillance system via SVM decision trees (Qian et al.,

2010). In this approach, differences between activities are learned by identifying boundaries

between activity classes in a hierarchical way constructed by the decision tree where each

node is represented by an SVM binary classifier. By integrating all SVMs in the nodes, a

multi-class SVM is generated (SVM-BTA). The authors state that SVMs are suitable for

activity recognition problems because of their robustness against limited sample size and high

generalization power. Another SVM-based activity recognition technique is offered by (Cao

et al., 2009) where human activities are extracted from a video system. Acquired video is

represented by a set of filtered images which will be fed into a classification module.

Tian et al. and Zhanchun et al. address an anomaly detection problem in terms of one-

class SVM and PCA-SVM respectively (Tian et al., 2010; Zhanchun et al., 2006). One-class

classification assumes that there is only one class label which is accepted as true. Discriminative

boundary learned for usual behaviors defines whether a new instance is normal or abnormal.

Support vectors used for creating the final hyperplane play a crucial role in robustness of the

classifier. Those vectors placed near the decision hyperplane make SVMs sensitive to noises

or outliers as it is highly possible for new samples to be wrongly classified when they are

located close enough to the hyperplane (He et al., 2012a). Support vectors also determine the

computational complexity of the method as they increase linearly with the size of the training

data. Apart from the effects of SVs, SVMs are not able to model temporal interactions as

they are not sequential learners, i.e. they predict each time instant independent of the others.

Bayesian Networks

Bayesian networks (BNs) are graphical models structured as a directed acyclic graph and are

especially designed for visually symbolizing relations between variables (Russell and Norvig,

2002). Each node in the graph represents a random variable along with the probability of the

corresponding variable. The directed arcs between nodes indicate their dependencies, such

that one variable affects the other one directly and this effect can be defined by a conditional
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probability. The whole graphical model with nodes and arcs forms the topology of the network

the parameters of which are conditional probabilities. Here, the network is static, i.e. nodes

and links remain the same over time.

Two related subjects are Naive Bayesian Classifiers and BNs with hidden nodes. In the

former, activity recognition can be deduced to a classification problem by considering activities

as classes. Bayes classifier then predicts activity labels after the generation of training examples

(Laerhoven et al., 2003). The latter adds hidden nodes to the BNs as unobserved variables in

order to represent dependencies between children (Liao and Ji, 2009).

Activity recognition based on an interaction between a user and an environment is investi-

gated in terms of BNs in (Descheneaux et al., 2007). For different parts of the environment,

different network structures are proposed because the authors emphasize the fact that there

is a high correlation between the place and the activity performed, e.g. kitchen-eating. In

this study, nodes correspond either sensors to be activated or activities themselves while arcs

represent the interaction between the user’s actions and the objects. A similar problem is

addresses by (Wren and Tapia, 2006) using hierarchical approach.

Exact inference in BNs is a NP-hard problem which constitutes the main drawback of the

technique. Therefore, graphical structure of a complex network needs to be simplified to

overcome the computational problem. However, simplification on highly complex systems

is daunting and prone to errors (Nazerfard and Cook, 2012). As far as the internal working

mechanism is concerned, the technique does not track the changes within the network forming

the output, i.e. it is stateless (Carter et al., 2006). In addition, continuous features are hard

to handle in BNs (Hu and Hao, 2012).

Dynamic Bayesian Networks

Bayesian Networks are unable to model temporal processes as directed arcs of the network

do not give any information about the time. In order to overcome this limitation, Dynamic

Bayesian Networks (DBNs) was proposed as an upgraded version of BNs.

In the formalization of DBNs (Sanghai et al., 2005), the state at time t is represented by a

set of random variables Zt = (Z1,t, ..., Zd,t). In such state-space models, it is assumed that the

observation (sensor activations) at time t was created by a process whose state Zt (activities)

is hidden from the observer. Prediction task aims at finding the most likely sequence of hidden

states given the observations (Ghahramani, 2002). A state at a specific time t depends on the

previous states but as a typical approach, a first-order Markov assumption is considered, i.e.

each state is only dependent on the previous one. Representation of the transition distribution

P (Zt+1|Zt) is formed by considering a two-time-slice Bayesian Network fragment (2TBN),

which includes two types of variable sets. The first variables are from Zt+1 whose parents are

from Zt and/or Zt+1 and the second variables are from Zt without their parents. It is also
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assumed that the process is stationary, i.e. transition models for all time slices are the same:

B1, B2, ..., Bt, B→. A DBN is then defined as a pair of Bayesian networks (B0, B→) where B0

represents the initial distribution P (Z0) and B→ represents a two-time-slice Bayesian network

defining the transition distribution P (Zt+1|Zt). Joint distribution is finally obtained as follows

(under the assumption that the observed variables Yt are dependent only on the current state

variables Xt).

P (X0, ..., XT , Y0, ..., YT ) = P (X0)P (Y0|X0)
∏T

t=1 P (Xt|Xt−1)P (Yt|Xt)

Recognition of activities from user-object interactions is tackled by (Inomata et al., 2009).

Interactions between an agent and an object are detected via RFID tag system and this

information is fed to DBNs for the recognition problem. Choice of DBNs is based on the

misclassification doubt, e.g. a single object may be involved in performing several activities.

Data of the interacted object is acquired by employing a sliding window approach, which will

be used for training the network. By this way, conditional probability of the interaction-action

pair is computed. Order of the actions is then explored via Hidden Markov Models. Authors

state that misclassification generally occurs at transition between actions.

Muncaster et al. build a leveled DBN for recognizing complex events that include multiple

sub-activities (Muncaster and Ma, 2007a). In this problem, sequence of sub-activities deter-

mines the relation between complex events as low-level actions/high-level activities. Levels in

the hierarchy represent states except for the last level, which is the duration of simplest event.

Lower levels of the DBN correspond to atomic actions. Then, lower levels are aggregated thor-

ough the top to form complex actions. At the top, duration is modeled for each event. With

the usage of DBN, dependencies between events are added to the structure in a systematic

manner in order to keep parameters tractable. Another hierarchical DBN is proposed in (Du

et al., 2006) for differentiating local features from global ones.

In (van Kasteren and Krose, 2007), three separate structures are used for inferring elderly

activities. The proposed method includes a Naive Bayesian Classifier, a Dynamic Bayesian

Network, and a history based dynamic Naive Bayesian Classifier. The results indicate that the

dynamic model is superior to the static model as it takes the temporal aspects into account by

providing information about the likelihood of a certain activity to follow another one. Inclusion

of the sensor history helps capturing the correlations in the sensor patterns.

Static BNs are compared with DBNs for inferring the context of activities in (Frank et al.,

2010). The authors emphasize the importance of transition modeling and encourage the use

of dynamic inference models in case of continuous monitoring and high-frequency querying. It

is pointed out that the authors trade-off better recognition accuracy for more processing time

by using DBNs.

Similar to BNs, inference is again a problem especially when continuous data and loopy

graphs are concerned. Effective optimization methods for learning and solving other graphical
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models are not applicable to DBNs (Oliver and Horvitz, 2005). Another limitation is related to

the representation power of the network, stemming from the Markovian assumption. Activities

with quantitative temporal constraints cannot be monitored completely (Colbry et al., 2002),

i.e. only three temporal relations: precedes, follows, and equals can be captured (Zhang et al.,

2013). Providing a solution for the second problem is of great importance. Complex activities

are generally composed of several low-level tasks occurring in parallel or sequentially. Apart

from identifying each action, decoding the dependencies of primitive tasks over different time

instances enable one to fully understand and recognize the complex activities.

Hidden Markov Models

Hidden Markov Models (HMMs) are the simplest kind of DBNs with one discrete hidden

node and one discrete or continuous observed node per slice. Most of the studies in activity

recognition literature are based on HMMs because of their ability to represent spatio-temporal

information.

HMMs are characterized by a number of components. These include the number of the

states in the model (N), the number of observation symbols (M), the state transition proba-

bility distribution A = aij where aij = P [Sj = qt+1|Si = qt], 1 ≤ i, j ≤ N (S and q represent

state variable and state instantiation), the observation symbol probability distribution, for state

j, B = bj(k) where bj(k) = P [Ot = vk|Sj = qt], 1 ≤ j ≤ N, 1 ≤ k ≤ M (O and v represent

observation variable and observation instantiation), and the initial state distribution Π = Πi

where Πi = P [Si = q1], 1 ≤ i ≤ N . A complete model is defined by λ = (A,B,Π) (Rabiner,

1989).

If we look at HMMs in terms of activity recognition, an activity is represented as a sequence

of hidden states. A user is assumed to be in one of the states at each time and each state

emits an observation (features). In the following time instance, the user makes a transition to

another state in accordance with the transition probabilities between states. Once transition

and emission probabilities have been learned from labeled data, activities are recognized by

solving decoding problem, i.e. finding the most likely state sequence in the model that produced

the observations (Aggarwal and Ryoo, 2011).

Although HMMs are one of the most popular methods, they suffer from some limitations.

That’s why, there are a number of extensions to the HMMs. Hidden Semi-Markov Model

(HSMM) is one of them. Self-transitions in HMMs make state durations have geometric

distribution implicitly which is not appropriate for many applications. Also in this classical

model each state emits just one observation at a time. On the other hand, in HSMM, explicit

state duration probability distribution is used instead of self-transition probabilities. By this

way, states have variable durations and a number of observations are produced in each state

according to the duration determined by the distribution (Hongeng and Nevatia, 2003).
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Marhasev et al. take this issue one step forward (Marhasev et al., 2006). They state that

the duration modeling is solely not enough to define the true nature of the activities. For

this reason, non-stationary Hidden Semi-Markov Models (NHSMMs) are proposed in order to

explicitly model dependencies of transition probabilities on state durations. With this update,

transition probabilities change according to the time spent in a certain state by any user.

Another extension to the HSMMs is proposed by (Duong et al., 2005) for activity recognition

and abnormality detection. The purpose of the study is to represent hierarchical structure of

the activities and corresponding durations. Switching Hidden Semi-Markov Model (S-HSMM)

achieves this by introducing a two-layered hierarchy where the bottom layer represents low-

level actions and their durations with HSMMs, the top layer corresponds to a sequence of

high-level activities each of which is composed of sequence of actions. In addition to the novel

structure, state durations are modeled using Coxian distribution which is more realistic than

Gaussian and provides better computational time (Skounakis et al., 2003).

Factorial Hidden Markov Models (FHMM) enable multiple dynamic processes to interact in

order to produce a single output (Kulic et al., 2007). In this configuration, multiple independent

dynamic chains contribute to the observed output and each chain has its own transition and

output model. At each time instance, outputs of the dynamic chains are summed up and

observed output is produced by feeding summed outputs to an expectation function. In

a similar way (Liu and Chua, 2010) consider multi-agent activities where there is a single

hidden process producing multiple observation sequences. Observation Decomposed HMMs

(ODHMMs) allow modeling varying number of agents.

The problem of recognizing interleaved activities is addressed in (Landwehr, 2008) where

hidden processes are interleaved such that only the process that produces an observation may

pass to the following state. Coupled Hidden Markov Models (CHMMs) are able to model

dynamic relations between several events by considering a set of HMMs where states at time

t are conditioned by the states at time t − 1 for all instances of HMMs (Ou et al., 2009).

Here, each chain has a specific observation sequence. This approach is especially suitable for

systems where activities have interactions.

Conditional Random Fields

Conditional Random Fields (CRFs) are undirected graphical models representing conditional

probability of a sequence of hidden variables, e.g. activity labels, given a sequence of obser-

vations. That is the point CRFs differ from others by considering only labels in conditional

probabilities, instead of joint probabilities of labels and observations. This makes CRFs a

discriminative classifier rather than a generative one (Sutton and McCallum, 2007).

HMMs model the joint probability distribution computed by considering all possible obser-

vation sequences. Since it is computationally heavy, HMMs assume that the observations are
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conditionally independent given the state labels for keeping inference tractable. Contrarily,

CRF does not require independence assumption between observations. This allows them to

employ complex combinations of observations for defining features. That’s why, CRFs enable

more complex inputs to be handled easier than HMMs.

An extension to CRFs, semi-CRFs, is presented in (Sarawagi and Cohen, 2004) where labels

are assigned to segments of the observation sequence instead of to any single observation. In

another study, CRFs are extended to the Hidden CRFs in order to gain ability to represent

underlying structure of classes by adding hidden states (Quattoni et al., 2007). Dynamic CRFs

are introduced in (Liao et al., 2007) where distributed state representation is proposed as in

Dynamic Bayesian Networks.

Nazerfard et al. propose an approach to compare performances of CRFs and HMMs (Naz-

erfard et al., 2010). Data is collected from motion and temperature sensors in a smart home

environment. Selected features include a sensor identifier, time of the day, day of the week,

previous activity and activity length. CRFs model is then trained with annotated data while

feeding the system with features. Integration of features with states is of importance because

it is not feasible to do so in HMMs due to factorization complexity. The results indicate that

HMMs provide better performance for situations where the independence assumption holds.

van Kasteren et al. and Vail et al. make the same comparison with the previous work (van

Kasteren et al., 2008b; Vail et al., 2007). The results in the former one show that HMMs

outperform in real world dataset while CRFs outperform in artificial dataset. The latter one, on

the contrary, indicates that discriminatively trained CRFs model performs better than HMMs

even when the independence assumption holds.

Hu and Yang apply CRFs to an active research topic, inferring high-level goals from activity

sequences that are interleaving and concurrent (Hu and Yang, 2008). In such a configuration

activities are performed in a distributed way in order to achieve multiple goals. For the solution

of the problem, a two-level approach is offered. Skip-chain CRFs are used for modeling

interleaving goals. Then, concurrent goals are modeled by adjusting inferred probabilities via

correlation graph.

By using CRFs, it is possible to model conditional probabilities without specifying the prob-

ability distribution of the observations, which is generally the most daunting phase. This

property makes CRFs a convenient way for classifying complex and overlapped observations.

However, training is computationally expensive when there are many features involved in the

process.

Markov Logic Networks

A Markov Logic Network (MLN) is a statistical relational learning method that integrates

first-order logic with probabilistic graphical models in order to represent complex probabilistic
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relations (Richardson and Domingos, 2006). It is a finite set of first-order logic formulas Fi
each of which is attached to a real valued weight wi. Each instantiation of Fi is given the

same weight. Tran and Davis define how to build a Markov Network (MN) as follows (Tran

and Davis, 2008):

• Each node of the MN corresponds to a ground atom xk.

• If a subset of ground atoms xi ⊂ x are related to each other by a formula Fi, then a

clique Ci over these variables is added to the network. Ci is associated with a weight wi
and a feature fi defined as below.

fi(xi) =

 1 if Fi(xi) is true

0 otherwise

After constructing the MLN, joint distribution of the set of binary ground atoms is calculated

as follows, enabling to compute marginal distribution of any event given some observations

using statistical inference.

P (X = x) = 1
Z
exp(

∑
iwifi(xi)) where Z is the normalization factor.

There are a few research papers on the applications of MLNs over activity recognition.

Helaoui et al. (Helaoui et al., 2010) offer using MLNs to capture temporal relations and

background knowledge for achieving better recognition performance. Background knowledge

includes three main categories: information about a user (ID, location, and mental state), an

environment (ID, type, state, weather, and temperature), and time (timestamps, part of the

day, day of the week etc.). Simplified assumptions of the method are that (1) a few sensors

are used to tag some of the objects, (2) activities occur one at a time, (3) only two temporal

qualitative relationships (next, after) are considered. For two activities, actions, or events; a

at timestamp t and b at timestamp d:

t+ 1 = d⇐⇒ next(b, a); t+ 1 > d⇐⇒ after(b, a)

Preliminary results show that temporal context has positive significant effect on the recog-

nition accuracy even in a very basic configuration as in the experiment.

Wu and Aghajan focus on relationships between users and objects they interact (Wu and

Aghajan, 2009). Authors refer to a MLN due to its ability to handle relational concepts as well

as uncertainty in the knowledge base, observations, and decisions. The proposed technique

is a three-step process. The first is analyzing user activities via video images. The second is

modeling prior knowledge of object functions in the MLN. The last one is making inferences
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about location and identity of objects from observations acquired from user activities. With

this scheme, objects are recognized regardless of their size, and place. Watson et al. introduce

a comparison between MLNs and HMMs for recognizing discrete activity patterns (Watson

et al., 2010). The results of the MLNs are reported as competitive.

Important advantages of Markov Logic Networks can be summarized as: (1) incorporating

user activities as context information for object recognition. First-order logic part of the

MLN intuitively represents knowledge, (2) dealing with uncertainties via probabilistic graphical

models, and (3) modeling complex relations readily by using logic formulas while it is very hard

to do directly in graphical models.

As common in many recognition approaches, MLNs suffer from the complexity of inference,

which depends directly on graph structure. Logic formulas usually provide more sophisticated

graphical structures than basic chain models. Besides, the size of the graph is correlated

with the number of descriptive attributes and objects, which introduces a scalability problem

for real-world datasets. Since exact inference is intractable, approximation approaches are

employed on generative models (Khosravi and Bina, 2010). Accuracy of MLNs depends on

the fine balance between logical and probabilistic parts. Having less balance between sides

produces performance worsening (Watson et al., 2010).

2.1.2 Dealing with Long-range Dependencies

The problem of dealing with long-range dependencies is well-known in the machine learning

community. A number of attempts at addressing it rely on hierarchical models like hierarchical

HMMs (Fine et al., 1998) and their many recent variants (Duong et al., 2009; Natarajan and

Nevatia, 2007). These try to model higher level dependencies between short-range activities

which should account for the long-term dependencies. Du et al. assume that human activities

can be decomposed into multiple interactive stochastic processes to represent distinct char-

acteristics of activities, where each characteristic corresponds to a level in hierarchical DBNs

(Du et al., 2008). Activity modeling is then achieved by modeling the interactive processes.

However, hierarchical approaches require a good amount of knowledge about the underlying

structure of the problem in building the hierarchies. The SAMMPLE architecture (Yan et al.,

2012) learns high-level activities as combinations of low-level locomotive micro-activities (e.g.

sitting). These latter are learned with appropriate classifiers trained on supervised instances

of micro-activities. Micro-activities are also used in (Huynh et al., 2008) as building blocks,

combined through Topic Models to predict daily routines like commuting or office work. De-

pending on the granularity and duration of the activities to be predicted, it is not always easy

to develop effective hierarchical models. Indeed, our preliminary experiments showed that a

two-level hierarchical HMM, modeling activity segments at the lower level and sequences of

segments at the upper one, did not improve over plain HMM in any of our experimental sce-
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narios. Another approach for modeling long-range dependencies consists of explicitly adding

links between distant time instants which are deemed to be in direct relationship, like in Skip-

chain CRFs (Sutton and McCallum, 2007). Hu et al. propose using this approach in order to

recognize concurrent and interleaved activities (Hu and Yang, 2008). Interleaving goals are

modeled by leveraging the skip chains while concurrent ones are identified by adjusting inferred

probabilities via correlation graphs. However, the method requires a large amount of training

data because of the many possible ways in which an ongoing activity can be interrupted and

resumed. Furthermore, shortcut links considerably increase the complexity of the inference

task and should thus be carefully selected. Skip-chain CRFs have been successfully applied to

named-entity recognition, where shortcut links are added between pairs of identical capitalized

words.

2.1.3 Pattern Mining in Activity Recognition

The idea of mining patterns from the sensor data has been extensively studied in the activity

recognition community for various applications. A method to detect anomalies in human

behavior is proposed in (Cardinaux et al., 2008). Patterns extracted for each type of activity

are used to create probabilistic behavior models. Abnormal behaviors are then identified

by investigating deviations from the models. Hasan et al. apply frequent set mining to

create a low-dimensional feature representation from a large number of binary sensors (Hasan

et al., 2010). Tao et al. develop a technique based on Emerging patterns to recognize

sequential, interleaved and concurrent activities for single (Gu et al., 2009a) and multiple (Gu

et al., 2009b) users. They attacked the activity recognition as a classification problem since

Emerging Patterns define the significant changes between two classes of data. Contrary to

previous work, Rashidi et al. exploit patterns in order to discover activities in an unsupervised

manner (Rashidi et al., 2011). Introduced mining method is able to extract frequent patterns

that may be discontinuous and might have variability in the ordering. Found patterns were

then clustered by k-means algorithm using an amended edit distance as similarity function to

measure pattern differences.

Patterns can be exploited differently to account for assumptions on the ways that activities

are performed and on the sensor structure. Palmes et al. suggest that the lists of objects

associated with each activity are robust to changes in performing activities and are unique

across the activities (Palmes et al., 2010). Hence, the most relevant objects for each activity

are mined from the web and highly discriminative ones are used to recognize activities. Similar

to the previous method, object usage information is mined to discover frequently occurring

object interactions in (Heierman and Cook, 2003). However, instead of using all frequent

patterns, only those worthy of improving home automation are included in recognition process.

By this means, noisy patterns (e.g. random ones) are filtered, enabling the prediction system to



20 State of the Art

work efficiently. Former methods assume that sensors, accordingly patterns mined from them,

remain the same during run-time. Activity recognition system proposed in (Roggen et al.,

2013), on the other hand, adapts itself to changes in sensor structure by self-monitoring.

The system extracts activity patterns in the beginning of recognition process and monitors its

behavior by comparing existing patterns with those acquired from streaming signals. Patterns

are adjusted based on the new system configuration if a change is detected. Understanding

behavioral diversities in time is another point that one needs to take into consideration apart

from the changes in sensor structure. Rashidi and Cook introduce a tilded-time approach in

which behavioral patterns are extracted at a finer level for recent times and at a coarser level

for older times (Rashidi and Cook, 2010). Such approach is useful particularly in situations

where recent changes in behaviors need to be analyzed more carefully than older ones, e.g. a

patient’s condition after a surgery.

In most of the pattern-based activity recognition approaches, patterns are selected from

those with higher occurrences of all observation sequences. However, such choice does not

ensure activities to be represented accurately as extracted patterns may be frequent across

several activities. A number of studies have been proposed to address this issue. Sim et al.

introduce correlated patterns as those having higher occurrences only in activities that they are

associated with (Sim et al., 2011). By this way, patterns guarantee that activities are uniquely

characterized. The same rationale is followed by (Chikhaoui et al., 2011). Activities are first

represented in different granularities by a hierarchical structure. Frequent pattern mining is

then applied across the levels of the hierarchy to generate activity specific patterns. Finally,

recognition is achieved by a mapping function between the frequent patterns and the activity

models.

Understanding human activities requires not only recognizing individual actions but also

identifying the relations between them occurring in different times. Therefore, analyzing tem-

poral relations in activity recognition problems is of great significance. T-patterns are used in

(Salah et al., 2010), where the authors propose two improvements over the base approach,

namely testing independence between two temporal points and Gaussian Mixture Modeling

of correlation times, to detect temporal patterns at a low computational cost and to make

the model more robust to spurious patterns. Jakkula et al. investigate temporal relationships

between frequently occurring events to detect anomalies in smart environments (Jakkula et al.,

2009). Associations between frequent patterns are identified based on Allen’s criteria (Allen

and Ferguson, 1994), e.g. before, contains, starts. Probabilities calculated for temporal rela-

tionships define whether a given event is anomalous or not. However, none of these studies

addresses the long-term dependency problem.
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2.2 Activity Discovery

Methods proposed for discovering activities can be summarized in terms of sensor structure

used in data gathering process. Vilchis et al. present a two-step process for activity identi-

fication and knowledge discovery from video (Vilchis et al., 2010). The system first extracts

behavioral displacement patterns representing the origin and destination of moving objects by

analyzing the object’s entry and exit points in the scene. In the second step, more complex

patterns, e.g. temporal information on interactions of objects, are extracted by aggregating

soft-computing relations. Both simple and complex patterns are then modeled via fuzzy re-

lations, allowing one to label activities in a human-like language. Patterns are exploited also

in (Pusiol et al., 2010) in order to create generic activity models, i.e. discovered activities,

from low-level visual clues. Discovery process comprises (1) identifying significant trajecto-

ries characterizing fundamental motions of an individual to perform basic tasks, (2) capturing

meaningful regional transitions by using important trajectories, and (3) generating activity

models as patterns of captured transition topology. The relation between action primitives

and complicated scenarios regarding semantic interpretation of the monitored scene inspires

(Muncaster and Ma, 2007b) to use hierarchical DBNs for recognizing activities automatically.

Lower levels representing the atomic activities are determined by the deterministic annealing

clustering method. Discovered actions are propagated incrementally towards the higher levels

to form complex ones. The last level allocated for the duration modeling allows the system to

clarify the varying durations of automatically recognized activities. In (Wiliem et al., 2009),

the authors propose an adaptive system to classify human actions when prior information con-

cerning activities is not available. For this purpose, each incoming video feed in continuous

streaming is represented by Bags-Of-Words method using Term Frequency Inverse Document

Frequency (TF-IDF) features. A datastream clustering algorithm is then employed to update

the system’s knowledge with the new incoming representation where similarity between feeds

is computed by a modified normalized cosines distance.

Wearable sensors, as another type of sensing platform, produce continuous signal as time-

series data. Common to many activity discovery approaches is finding frequently occurring

patterns, which are called motifs in the context of time-series due to the close analogy to

their discrete counterparts. Lin et al. are the first to introduce the concept of motifs for

one-dimensional time-series (Lin et al., 2002). In most of the cases, on the other hand,

recognizing activities by using wearable sensors requires employing multiple sensors, which

creates higher dimensional time-series. Mining motifs, together with their estimated lengths,

from such data is introduced in (Minnen et al., 2007) for automatic classification of activities.

However, mining is performed over synchronous time intervals spread on each dimension of

the data. Vahdatpour et al. introduce a realistic approach by considering the fact that motifs



22 State of the Art

characterizing an activity have different length and timing properties in each dimension of

the signal (Vahdatpour et al., 2009). The proposed technique extracts asynchronous multi-

dimensional motifs, the elements of which have temporal, length, and frequency variations.

The mining process includes extracting single dimensional motifs in all levels of the time-

series data, and building multi-dimensional motifs by combining discovered single-dimensional

ones via graph clustering. After achieving successful results in activity discovery, the authors

customized their method for discovering abnormal activity occurrences in (Vahdatpour and

Sarrafzadeh, 2010). Understanding structures in human behavior allows one to make inferences

about how an activity is performed. A novel scheme for unsupervised detection of structure

in activity data is introduced in (Huỳnh and Schiele, 2006). The idea behind the approach

is to concentrate on significant dimensions in data characterizing distinct activities, which is

achieved by using PCA. Since representing activities by a single linear eigenspace is too general

to capture low-dimensional structure of the data, multiple eigenspaces are extracted from the

general one, each corresponds to an individual activity.

Environmental sensors are used in the majority of studies in activity discovery. Employing

sequential patterns in order to represent activities was proposed in (Rashidi et al., 2011) and

(Chikhaoui et al., 2012). Both approaches are based on the idea that similar patterns can be

used for representing the activities. Following this idea, patterns are first mined from data

and then clustered by k-means and LDA respectively. Rasanen suggests using patterns in a

hierarchical framework (Räsänen, 2012). Statistically significant recurring structures extracted

for short-term activities in the lower levels of the hierarchy are fed to the higher levels, in which

their presence are analyzed. Segments that are matched with the patterns are clustered into

context categories. However, these techniques are bound to the quality and coverage of the

extracted patterns. Hamid et al. suggest clustering segments instead of patterns extracted

from them (Hamid et al., 2009). For this purpose, segments are represented by histograms each

of which then corresponds to a node in an edge-weighted graph. Maximal cliques in the graph

are identified as activity candidates. However, the method cannot be used for real activity

discovery as segments are assumed to be known in advance. Hong et al. developed an activity

discovery approach based on conceptual definitions of activities in terms of Evidential Ontology

Networks (EON) (Hong and Nugent, 2011). A candidate segment that fits an EON best is

recognized as the corresponding activity. Since the method works on previously segmented

data, the authors later introduced three segmentation approaches (Hong and Nugent, 2013).

Extracted segments are fed into the EON for determining activities. Another ontology-based

activity discovery platform is presented by (Chen et al., 2011b). Similar to the previous

approach, activity models are created through ontology engineering, in which prior knowledge

is acquired from domain experts and relevant documents. Created ontologies, i.e. activity

models, are used together with a sequence of sensor activations as an input to a discovery
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module, where ontological subsumption reasoning is carried out to infer the activity being

performed. However, such methods are based on a deep knowledge of the activities being

searched, needed to compile the set of rules which are used for the activity discovery phase.

Automated knowledge acquisition as proposed in (Wyatt et al., 2005), i.e. web mining, on

the other hand, may facilitate the usage of such techniques.
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Chapter 3

Smart Environments

3.1 Datasets

Activity recognition is a popular subject in the field of machine learning. Researchers working

on the topic evaluate their methods on data acquired from simulation or from sensors embedded

in smart environments. However, the vast majority of the real-world datasets are not made

publicly available because of privacy and copyright issues. Their availability, on the other hand,

is of great significance as they provide the community standardized testbeds to be used for

comparison purposes.

Among benchmark datasets that are freely available, only a few were created specifically

with the aim of detecting activities of daily living. Characteristic features identifying human

activities are collected from a camera-based system in (Pirsiavash and Ramanan, 2012), from

wearable devices in (Huynh et al., 2008), and from environmental sensors in (Rashidi et al.,

2011) and (Chikhaoui et al., 2010). Although we narrow our focus to environmental sensors

(see Section 1.2), the last two options do not provide suitable testbeds as data is gathered from

people performing scripted activities, i.e. pre-determined activities are repeatedly performed

by several users. Such approach accounts for inter-subject variability, yet it is not sufficient

for explaining real-world situations.

We therefore conducted our experiments on a collection of freely available12 benchmark

datasets, in which activities can be performed at any order and at any time in an observation

sequence, e.g. a month. van Kasteren’s dataset includes information regarding three different

houses comprising several wireless sensor networks (van Kasteren et al., 2010a; van Kasteren

et al., 2010b). Each node of the network is attached to ad-hoc sensors, e.g., reed switches,

passive infrared (PIR). Annotation of the activities was achieved by recording the start and end

time of the corresponding activity either via handwritten diary or bluetooth headset. CASAS

1https://sites.google.com/site/tim0306/codeFramework.zip
2http://ailab.wsu.edu/casas/datasets/twor.2009.zip
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dataset differs from the previous one as two residents are simultaneously monitored in the

apartment, with a sensor network mainly composed of motion and utility usage sensors (Cook

and Schmitter-Edgecombe, 2009). Annotators labeled the data using a 3D visualization tool

and residents’ diaries.

Table 3.1 presents a summary of the characteristics of the datasets. Note that in CASAS

dataset activities performed by residents, hence activated sensors, differ from each other.

Table 3.1: Details of the datasets

Duration Sensors Activities Data points Annotation

van Kasteren

House A 25 days 14 10 35486 Bluetooth

House B 14 days 23 13 19968 Diary

House C 19 days 21 16 26236 Bluetooth

CASAS
Resident 1 46 days 52 7 64795 Diary

Resident 2 46 days 63 9 64785 Diary

Activities to be recognized were derived from the Katz ADL index which is a measure

qualifying the ability of individuals to sustain their lives independently (Katz et al., 1970) for

the first dataset, and from the clinical questionnaires (Reisberg et al., 2001) for the second

dataset. The activities and sensors defined in these datasets are listed in Tables 3.2 and

3.3 respectively. ’Idle’ indicates that none of the annotated activities is being performed.

Some of the activities, namely ’Going to bed’/’Sleeping’, ’Leaving house’ and ’Idle’ itself, take

significantly more time than the others on average. Floor plans of the smart homes, together

with the placement of the sensors, are depicted in Figures 3.1 and 3.2 for the van Kasteren and

the CASAS datasets respectively. Sensor structure shown in the latter figure differs from the

one presented in the original paper (Cook and Schmitter-Edgecombe, 2009) as we concentrate

on the sensors that are fired while performing activities.

3.2 Data Representation

A dataset D = {(x,y)(1), . . . , (x,y)(d)} is a collection of input-ouput sequences for a number

of days d. An input example x = {x1, . . . ,xT} consists of a consecutive sequence of obser-

vations, each covering a certain time instant t. An observation xt is represented by the set of

sensors which are active at that time instant (i.e. within its time interval). Different choices

can be made in deciding when a sensor is considered active, as will be discussed in the next

section. When feeding input sequences to labeling algorithms (see Section 4.1), observations

will be represented as binary vectors rather than sets. Given N sensors, an observation xt
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(a) House A (b) House B

(c) House C, First floor (d) House C, Second floor

Figure 3.1: Floor plans of houses A, B, and C for van Kasteren Dataset. Sensors are depicted as red

boxes (Taken from (van Kasteren et al., 2010b))



28 Smart Environments

(a) First floor (b) Second floor

Figure 3.2: Floor plan for CASAS Dataset. (Taken from (Cook and Schmitter-Edgecombe, 2009))
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Table 3.2: Activities performed in van Kasteren and CASAS datasets

van Kasteren CASAS

House A House B House C Resident 1 Resident 2

Idle Idle Idle Idle Idle

Leaving house Leaving house Leaving house Bed to toilet Bed to toilet

Using toilet Using toilet Eating Breakfast Breakfast

Taking shower Taking shower Using toilet (down) Grooming Grooming

Brushing teeth Brushing teeth Taking shower Sleeping Preparing dinner

Going to bed Going to bed Brushing teeth Working at computer Preparing lunch

Preparing breakfast Getting dressed Using toilet (up) Working at dining room Sleeping

Preparing dinner Preparing brunch Shaving Watching TV

Getting snack Preparing dinner Going to bed Working at computer

Getting drink Getting drink Getting dressed

Washing dishes Taking medication

Eating dinner Preparing breakfast

Eating brunch Preparing lunch

Preparing dinner

Getting snack

Getting drink

will thus be encoded as a binary feature vector xt = (x1
t , . . . , x

N
t ), each feature being 1 if the

corresponding sensor is active and 0 otherwise.

The labeling task consists of predicting a sequence of activity labels y = {y1, . . . , yT}, one

for each time instant. Each label yt ∈ [1, L] is one of L possible activities, with one indicating

no activity. We assume here that activities are not simultaneous, i.e. only a single activity

is performed at each time instant. The segmental pattern mining algorithm can however be

generalized to deal with multiple simultaneous activities, as will be discussed in Section 4.4.3.

We define an activity segment as a sequence of consecutive time instants labeled with the

same activity. A segment su = (bu, eu, yu) is represented by its starting and ending time

instants bu, eu ∈ [1, T ], with eu ≥ bu, and the segment label yu. A label sequence y can

be split into a sequence s = {s1, . . . , sU} of activity segments such that b1 = 1, eU = T ,

bu = eu−1 + 1 and yu 6= yu−1 for all u. We define as xbu:eu the segment of x ranging from

bu to eu included. A collection of s over all the days forms S = {s(1), . . . , s(d)} with d being

the number of days. We define Sy as the set of segments for a particular activity y, i.e.

Sy ⊂ S : ∀ su = (bu, eu, yu) ∈ Sy, yu = y. The corresponding set of input segments is

D(Sy) = {xbu:eu : (bu, eu, yu) ∈ Sy}. A summary of notations is given in Table 3.4.
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Table 3.3: Sensor infrastructure for van Kasteren and CASAS datasets

van Kasteren
CASAS

House A House B House C

Cups cupboard Balcony door Bathroom door Mxx - motion sensors

Dishwasher Bathroom door Bathroom sink Ixx - television

Freezer Bedroom door Bathtub Dxx - door\cabinet sensors

Fridge Bedroom dresser Bedroom door AD1 - burner

Front door Bedroom PIR Bedroom dresser AD2 - hot water

Groceries cupboard Bed pressure mat (left) Bed pressure mat (left) AD3 - cold water

Hall bathroom door Bed pressure mat (right) Bed pressure mat (right)

Hall bedroom door Cutlery drawer Cups cupboard

Hall toilet door Fridge Cutlery drawer

Microwave Front door Freezer

Pans cupboard Groceries cupboard Fridge

Plates cupboard Kitchen PIR Front door

Toilet flush Kitchen sink Herbs cabinet

Washing Machine Microwave Keys

Office chair pressure mat Living room couch

Plates cupboard Microwave

Seat pressure mat Pan cupboard

Stove lid Toilet door (down)

Toaster Toilet flush (down)

Toilet door Toilet flush (up)

Toilet flush Towel drawer

Window

3.3 Data Features

Data acquired from the sensors were processed in different ways to create feature represen-

tations. The Raw representation is the unprocessed one, where a sensor is active in all time

instants in which it fires. The Changepoint (C) one considers a sensor active (value 1) only

in the time instants in which it alters its state. The Last-fired (L) representation keeps con-

sidering the last sensor which changed state active in all following time instants, until another

sensor changes its state. Note that in case multiple sensors change their state in the same time

instant, all of them are considered active for that time instant. The last one that changed its

state is carried over to the following time instants. Figure 3.3 depicts the working mechanism

of these representations as compared to the original raw one. We also considered a Dual

Changepoint (DC) representation, distinguishing between activation and de-activation events.
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Table 3.4: Notation Summary of Data Representation

Notation Description

L number of activities (states)

N number of sensors (observations)

T length of the input sequence

t current time instant, 1 ≤ t ≤ T

y = {y1, . . . , yT } activity labels, yt ∈ [1, L]

x = {x1, . . . ,xT } sequence of observations

xt = (x1
t , . . . , x

N
t ) binary feature vector at time t

D = {(x,y)(1), . . . , (x,y)(d)} dataset of input-output sequences

bu, eu, yu starting and ending time instants of an activity segment, and segment label.

bu, eu ∈ [1, T ]

s = {s1, . . . , sU} sequence of activity segments, b1 = 1, eU = T , su = (bu, eu, yu), 1 ≤ u ≤
U

xbu:eu segment of observations ranging from bu to eu

S = {s(1), . . . , s(d)} set of s over all the days

Sy set of segments for activity y, Sy ⊂ S : su = (bu, eu, yu) ∈ Sy, yu = y

D(Sy) = {xbu:eu : (bu, eu, yu) ∈ Sy} set of input segments for Sy

3.4 Evaluation Metrics

We assess the performance of our system by using Precision, Recall, F1-measure, and Accuracy.

Precision gives information about which percentage of predicted labels are correctly classified,

while Recall gives information about which percentage of true labels are correctly classified. F1-

measure shows the performance of the target class in terms of tradeoff between Precision and

Recall and is computed as their harmonic average. Among them, we give a special attention to

F1-measure while evaluating the overall performance due to its ability to cope with unbalanced

classes. This is particularly important in our case because some activities occur more frequently

than others in both the van Kasteren and the CASAS datasets. Accuracy, on the other hand,

is affected more from the classes with higher occurrence.

Precision =
TP

TP + FP
(3.1)

Recall =
TP

TP + FN
(3.2)



32 Smart Environments

(a) Raw (b) Changepoint (c) Last-fired

Figure 3.3: Feature representations (Taken from (van Kasteren et al., 2010b))

F1 =
2 · Precision · Recall

Precision + Recall
(3.3)

Accuracy =
TP + TN

TP + TN + FP + FN
(3.4)

Here TP and FP are the fraction of true and false positives respectively, while TN and FN

are the fraction of true and false negatives respectively. We also consider Class Accuracy to

represent the average percentage of correctly classified timeslices per class as follows:

Class:
1

C

C∑
c=1

Nc∑
n=1

[inferredc(n) = truec(n)]

Nc

(3.5)

where [a = b] is a binary indicator returning 1 when true and 0 otherwise. C is the number of

classes and Nc is the total number of time slices for class c.



Chapter 4

Activity Recognition

The focus of this chapter is to introduce a novel technique that can provide better activ-

ity recognition performance compared to well-known methods. To this aim, we present a

model that relies on sequential pattern mining. We start with detailing activity recognition

approaches to be used in our experiments. Among possible approaches discussed in Section

2.1.1, we especially focused on Hidden Semi-Markov Models. As a segmental labeling ap-

proach, HSMM was shown to be successful in activity recognition problems with its ability

to model duration information given the fact that an activity spans a certain amount of time

the average duration of which depends on the specific activity being performed. In addition,

HSMM allows efficient incorporation of patterns owing to the semi-Markovianity. Note that

although we concentrated on HSMM, our approach could be easily integrated into other seg-

mental labeling approaches. Different feature representations are then evaluated in terms of

the selected predictive models to determine a baseline for comparison purposes and to decide

representations on which patterns will me mined. In the following phase, we show how to mine

patterns for a given representation. Finally, we propose using extracted patterns to develop

an improved predictive model (see Section 4.4).

4.1 Recognition Algorithms

An effective approach for performing activity recognition on temporal data should be able to

model the relationships between time instants and between their respective labels. Hidden

Markov Models (Rabiner, 1989) and Hidden Semi-Markov Models (Yu, 2010) are directed

graphical models which have been successfully used to perform sequential and segmental

labeling respectively. To see how well these models perform against nontemporal models, we

put Naive Bayes Model (Peng, 2009) as a baseline into the evaluation. These algorithms

have been recently compared (van Kasteren et al., 2010a; van Kasteren et al., 2010b) on a

benchmark consisting of wireless sensor network data. All three algorithms model the joint
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probability distribution of input and output p(x,y) and return the output maximizing this

probability, y∗ = arg maxy p(x,y).

A Naive Bayes (NB) approach assumes that all data points, i.e. time instants, are indepen-

dently and identically distributed. Therefore, it does not model temporal relations between

sensor events. The joint probability of observations and labels can be factorized as:

p(x,y) =
T∏
t=1

p(xt|yt)p(yt) (4.1)

where p(yt) is a prior probability over activities. In modeling the conditional probability of

observations given a label, a common simple approach (also followed in (van Kasteren et al.,

2010a; van Kasteren et al., 2010b)) consists of making a Naive assumption of independence

between observation features given the label. The resulting probability is:

p(xt|yt) =
N∏
i=1

p(xit|yt) (4.2)

where for the binary case, probabilities for features p(xit|yt) are represented as Bernoulli

distributions.

A Hidden Markov Model (HMM) is a sequential approach where: 1) the label at each time

instant depends on the label at the previous time instant only; 2) the observation at each

time instant depends on the label at that time instant only; 3) probabilities do not depend on

the specific time instants but only on the values of labels/observations at those instants. The

resulting joint probability is given by:

p(x,y) =
T∏
t=1

p(xt|yt)p(yt|yt−1) (4.3)

where p(y1|y0) stands for the probability of having y1 as the initial label. We follow the

same assumption for computing the observation probability p(xt|yt) as presented in Eq. (4.2).

HMMs imply an exponential distribution for state durations. The probability of seeing label l

for d consecutive instants is d times the probability of a self transition p(yt = l|yt−1 = l). This

assumption is often not appropriate when durations tend to have specific patterns, as happens

in activity recognition tasks. Explicit duration distributions can be represented by Hidden

Semi-Markov Models (HSMM), which consider probability of segmental labeling (x, s). Recall

that s is a sequence of U consecutive segments su = (bu, eu, yu). The corresponding joint

probability is represented as:

p(x, s) =
U∏
u=1

p(yu|yu−1)p(du|yu)p(xbu:eu|yu) (4.4)
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where du = eu− bu + 1 is the duration of segment su, probability of which can be modeled

by the desired distribution. Following (van Kasteren et al., 2010a), we employed a histogram

distribution with 5 bins. Concerning the probability of a certain observation segment given its

label, it is commonly computed (again, see e.g. (van Kasteren et al., 2010a)) as the product

of the probabilities of its time instants:

p(xbu:eu|yu) =
eu∏
t=bu

p(xt|yu) (4.5)

where p(xt|yu) is further decomposed as in Eq. (4.2). However, additional knowledge on the

dynamics of a certain activity could help devising a more complex probabilistic model for the

sequence of observations measured while performing it. We will use mined activity patterns

to account for longer range dependencies.

Note that the approach that we introduce for directed graphical models can be straight-

forwardly applied to their undirected counterparts, Conditional Random Fields (Sutton and

McCallum, 2007) with their Semi-Markov extension (Sarawagi and Cohen, 2004). We did not

include them in our comparison, as they require much longer training time and were shown to

provide comparable and often worse results with respect to their directed counterparts (HMM

and HSMM) on this benchmark (van Kasteren et al., 2010a).

4.2 Evaluation of Feature Representations

Classification performances of predictive models differ greatly for varying feature representa-

tions. Evaluation of these differences reveals associations between dataset properties (e.g.

sensor structure) and features, which is crucial in defining the representation on which pat-

terns will be mined. Besides, determining a robust representation is of importance to form a

baseline for comparison purposes. Figures 4.1, 4.2, and 4.3 report F1 measures for NB, HMM,

and HSMM respectively using different feature representations for all experimental datasets.

HMM and HSMM outperform NB in many cases. Both HMM and HSMM produce similar

results, while HSMM performs slightly better than HMM. Therefore, we provided the following

in-depth analysis based on the results of HSMM.

The Raw representation (R) is substantially worse than all others. In the van Kasteren

dataset for instance, a sensor attached on a door that is left open after completion of an activity

keeps firing continuously while other activities are being performed. In such situations, the R

representation is incapable of capturing ongoing activities as it tends to have traces of already

completed ones. Similarly, in the CASAS dataset, motion sensors tend to keep firing for a long

time after the position was left, possibly due to problems in the sensor measurements. This
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Figure 4.1: Comparison of feature representations for Naive Bayes
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Figure 4.2: Comparison of feature representations for Hidden Markov Model

leads to multiple overlapping sensor activations, eventually deteriorating trajectory information.

We thus did not consider this representation in the rest of the experimental evaluation. Detailed

results of C and L representations that are used to create the figures, on the other hand, are

presented in Tables 4.2 and 4.3 for the van Kasteren and the CASAS datasets respectively.

The L representation prevents these degenerate behaviors by focusing on the last sensor

changing its state, forgetting about the state of previously recorded sensors. On the other

hand, this can propagate a sensor activation too long if no other sensor is observed. This

problem is especially relevant when an activity is followed by “idle”, where no sensor fires. This

case is mostly observed in the CASAS dataset, where a number of activities (e.g. Sleeping,

Watching TV) do not produce movement sensor firings. The C representation tends to provide

the best results on average. The DC representation has very similar results to the C one while
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Figure 4.3: Comparison of feature representations for Hidden Semi-Markov Model

being slightly more computationally expensive due to additional features. We thus used the C

representation as a baseline in all following experiments.

While C and DC representations provide reasonable information for all types of sensors, L

one is meaningful for object interaction sensors (e.g. toilet light switch activation remaining

active indicates a ’using toilet’ activity), mostly found in the van Kasteren dataset, but is

misleading for the motion sensors characterizing the CASAS dataset (due to deterioration in

the trajectory information). Indeed L representation is always harmful in the CASAS dataset,

as will be seen in the experimental results. We mine patterns from C and L representations

since they contain different information depending on the dataset (see Section 4.4.2).

4.3 Segmental Pattern Mining

Our aim is mining patterns characterizing timespans during which a certain activity is per-

formed. Algorithm 1 shows the pseudocode of our segmental pattern miner. Training se-

quences are first split into activity segments, each labeled with the corresponding activity.

These segments are fed to a sequential pattern miner (procedure SequentialMiner). We

employed pboost (Nowozin et al., 2007) which supports discriminative mining, i.e. mining

of patterns distinguishing sequences of a certain class from the others. The algorithm takes

as input sets of positive and negative examples, each example being a sequence of sets of

integers (the sensor identifiers in our case). A pattern is itself a sequence of sets of inte-

gers. The algorithm mines for patterns matching positive and not negative examples. Let

p = (p1,p2, . . . ,pm) be a pattern of length m. Let pi be a pattern element, corresponding

to a non-empty set of active sensors. The pattern p matches sequence x if there is a match

(t1, t2, . . . , tm) such that: for all i > j, ti > tj; for all i, xti contains active sensors pi, i.e.
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Algorithm 1 Procedure for segmental pattern mining

Input:
D: input-output sequences
φ: pattern selection threshold

Output:
P : patterns for activities along with their gap sizes

1: procedure segmentalMiner(D, φ)
2: Initialize P to the empty set
3: Split training sequences into activity segments S
4: for all activities y do
5: Sy ← segments for y
6: Sȳ ← segments for y′ 6= y
7: Py ← SequentialMiner(D(Sy),D(Sȳ))
8: for all p ∈ Py do
9: if Score(p,D(Sy),D(Sȳ)) ≥ φ then

10: g ← MedianGap(p,D(Sy))
11: P ← P ∪ {(p, g)}
12: return P
13: end procedure

∀pki ∈ pi, x
pk
i
ti = 1, where x

pk
i
ti is the value of sensor pki in the observation vector for time

instant ti. A gap is defined as a sequence of time instants separating two consecutive pattern

element matches from each other. We define gap length g as the overall sum of time instants

occuring between consecutive pairs of element matches along the pattern. More formally,

pattern p = (p1,p2, . . . ,pm) matches a sequence x = (x1,x2, . . . ,xn) with gap length g if

there exist time instants 1 ≤ t1 ≤ t2 ≤ · · · ≤ tm ≤ n such that p1,p2, . . . ,pm are respectively

contained in xt1 ,xt2 , . . . ,xtm and tm − t1 + 1 − m = g. By defining a canonical ordering

for sequences, the pattern space is searched in a tree-based fashion starting from the empty

pattern (Pei et al., 2004). Pruning of the search space is conducted by combining the standard

notion of support (i.e. number of matching sequences) with that of gain: pboost considers

each pattern as a feature and learns a linear classifier (LPBoost (Demiriz et al., 2002)) on

top of them, discriminating between positive and negative examples. The gain provided by

a feature can be compared with an upper bound on the maximal gain achievable by further

extending the corresponding pattern. If the current gain exceeds or equals the upper bound

there is no need to proceed in this search direction.

For each of the possible activities, pboost is run providing segments of the target activity

as positive examples and all other segments as negative ones. Each of the returned patterns

p is evaluated according to its discriminative power, computed as its F1 score on the training

segments (procedure Score). The F1 measure trades off precision, i.e. the fraction of

segments covered by the pattern which do belong to the target activity, and recall, i.e. the
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Algorithm 2 Procedure computing median gap length

Input:
p: a pattern for a specific activity
D(Sy): set of training segments for that activity

Output:
Median(G): gap length of the pattern

1: procedure MedianGap(p,D(Sy))
2: Initialize G to the empty set
3: m←length(p)
4: for all x ∈ D(Sy) do
5: gmax ← −1
6: for all t1 ∈ [1, T ] do
7: (M1,M2)← longestMatch(x,t1,p,T −m)
8: g ←M2 −M1 + 1−m
9: if g > gmax then gmax ← g

10: if gmax > −1 then
11: G ← G ∪ {gmax}
12: return Median(G)
13: end procedure

fraction of segments of the target activity covered by the pattern. All patterns with a score

lower than a certain threshold φ are discarded.

Sequential patterns extracted by pboost allow for arbitrary gaps between the pattern

elements. Our aim is that these patterns cover the largest possible portion of an activity

segment. However, in the test phase when used to label a novel time sequence, the activity

segmentation will be unknown and the patterns will be applied to the whole sequence (i.e. a

day). We thus need to estimate the expected number of gaps in pattern matches for activity

segments. This is crucial for a correct use of patterns: during test, allowing for arbitrary

gaps within a pattern could produce matches involving very distant time instants (e.g. in the

morning and afternoon), which likely belong to different activity segments. The procedure

MedianGap described in Algorithm 2 estimates how many gaps should be expected on

average for a match covering the largest possible portion of an activity segment. Given a

pattern characterizing a certain activity, and a set of training segments for that activity, the

procedure finds the longest possible match of the pattern on each segment and computes the

corresponding gap length. Let (p, g) be a pattern p = (p1, . . . ,pm) of length m with gap

length g. A g-gap-bounded match (t1, . . . , tm) for the pattern is a sequence of time instants

such that: for all i > j, ti > tj; for all i, pi is contained in active sensors of xti ; the sequence

has at most g gaps, i.e. tm − t1 + 1 ≤ m + g. The procedure longestMatch(x,t1,p,g)

finds the longest g-gap-bounded match of pattern p in sequence x starting at instant t1.

The procedure is used here for g = T −m, i.e. asking to cover the largest possible portion

of the entire input sequence. As will be seen in Section 4.4, the same sub-routine is also
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Algorithm 3 Longest pattern match computation

Input:
x: a sequence to be matched
t1: starting instant of the sequence
p: a pattern for a specific activity
g: gap length of the pattern p

Output:
(M1,M2): initial and final positions of the match

1: procedure longestMatch(x,t1,p,g)
2: m←length(p)
3: if not Match(xt1,p1) then
4: return (0,−1)
5: if m > 2 then
6: c← t1 + 1
7: for all u ∈ [2,m− 1] do
8: while c− t1 < u+ g do
9: if Match(xc,pu) then

10: break
11: c← c+ 1
12: if c− t1 ≥ u+ g then
13: return (0,−1)
14: else
15: c← t1
16: v ← t1 +m+ g − 1
17: while v > c do
18: if Match(xv,pm) then
19: return (t1, v)
20: v ← v − 1
21: return (0,−1)
22: end procedure

employed during inference to return the largest possible pattern match within the estimated

gap length. The procedure is detailed in Algorithm 3. The function Match(xc,pu) checks

whether a single position matches with a pattern element, i.e. xc contains active sensors pu.

The procedure verifies that the first u ∈ [1,m− 1] patterns are matched within their allowed

lengths u + g, with the first pattern matching position t1. Then it searches for the longest

possible match by matching the last pattern pm to a position as close as possible to the overall

maximal allowed length m+ g. The initial (M1) and the final (M2) positions of the match are

returned as the border points. If the pattern does not match with the sequence, border points

are assigned to (0,−1). The median of the gap length computed over all activity segments

is returned by the MedianGap procedure as an estimate of the gap length which should be

expected for a pattern match covering the longest possible portion of an activity segment. The

final outcome of the segmental pattern mining algorithm is a set of patterns characterizing all
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activities, together with their estimated gap lengths.

Figure 4.4 (a) and (b) illustrate the pattern mining process and the usage of gaps during

pattern match respectively. Three input sequences, corresponding for instance to three days,

are split into segments for activities a1, a2 and a3. A time instant is either made up of

sensor identifiers of interacted objects or empty in the absence of sensor interactions. Having

provided the segments of activity a1 as positive examples and the others as negative examples,

the algorithm finds discriminative patterns (represented by solid and dashed squares) in the

form of object interactions for a1. Let us assume that MedianGap procedure returns three

as the gap length of the pattern (cd, bc, fr). 3-gap-bounded matches are searched over novel

segments. The pattern (cd, bc, fr) matches the three segments with gap lengths 3, 5 and 2

respectively. Only segments one and three are thus 3-gap-bounded matches for the pattern

(boldface) while match for segment two exceeds the limits.

Note that our algorithm is not bound to the specific mining technique, and can be fed with

patterns obtained by any sequential pattern mining approach (see e.g. (Hirate and Yamana,

2006; Zhu and Wu, 2007; Li et al., 2012)).

4.4 Pattern-based Hidden Semi-Markov Model

Patterns extracted during the mining phase are integrated into a probabilistic segmental la-

beling algorithm, providing improved capacity to model longer-term dependencies by allowing

gaps between matches of individual pattern elements. We introduce a probabilistic duration

model representing the distribution of pattern matches along sequences, and integrate it into

a Hidden Semi-Markov Model (HSMM).

We begin by showing how to identify pattern matches within a sequence (Algorithm 4).

The algorithm takes as inputs a pattern with its estimated gap length and the sequence

to be scanned for matches, e.g. a full day, and outputs a list of segments representing

pattern matches. For all possible starting instants t1, it uses the longestMatch(x,t1,p,g)

procedure to compute the longest possible match with at most g gaps. The rationale is that

the pattern match should try to cover the longest possible time span, within the estimated

limits characterizing the cover of an activity segment by that pattern. The lower and upper

borders of this match are added to the list of matching segments, unless the segment overlaps

with the previously inserted one (recovered by top), in which case the two are merged into a

single match spanning both segments.

Pattern matches are used to compute the probability that a certain pattern covers a se-

quence segment given the segment label. Let C
(p,g)
xbu:eu

be a boolean random variable modeling

approximate coverage of pattern (p, g) over segment xbu:eu , i.e.:
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Figure 4.4: Example of discriminative pattern mining output (a-top): the miner finds two sequential

patterns discriminating segments for activity a1 from segments for other activities. 3-gap-bounded

match (b-bottom): segments one and three match pattern (cd, bc, fr) with three and two gaps

respectively, while match for segment two contains five gaps and is thus not a 3-gap-bounded match.
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Algorithm 4 Procedure for recovering pattern matches

Input:
p: a pattern for a specific activity
g: gap length of the pattern p
x: sequence to be scanned for matches

Output:
M: list of matching segments for the pattern p

1: procedure patternMatches(p,g,x)
2: Initialize M to the empty list
3: for all t1 ∈ [1, T ] do
4: (M1,M2)← longestMatch(x,t1,p,g)
5: if M2 > −1 then
6: if M is empty then
7: add (M1,M2) to M
8: else
9: (M ′

1,M
′
2)← top(M)

10: if M1 ≤M ′
2 then

11: replace M ′
2 with max(M ′

2,M2)
12: else
13: add (M1,M2) to M
14: return M
15: end procedure

C(p,g)
xbu:eu

=

 1 if cover(xbu:eu ,p, g, τ)

0 otherwise
(4.6)

Here cover(xbu:eu ,p, g, τ) is true if segment xbu:eu is approximately covered by pattern

p. This happens if there is a g-gap-bounded match of the pattern spanning almost all the

segment (with a threshold τ defining the desired approximation). Largest coverage of activity

segments was indeed the driving principle when mining patterns on known activity segments.

The (approximate) coverage is formally defined as:

cover(xbu:eu ,p, g, τ) ⇐⇒ dI
du
≥ τ (4.7)

where

dI =
∑

(bv ,ev)∈M(p,g)

|(bv, ev) ∩ (bu, eu)| (4.8)
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is the fraction of segment (bu, eu) covered by any match of pattern p and τ is the desired

coverage approximation, which was set to 0.9 in our experiments (similar values generated

similar results, while choosing substantially lower coverages produced performance worsening).

Note that the summation runs over disjoint matches as overlapping ones have already been

merged by the patternMatches procedure. The cover(xbu:eu ,p, g, τ) procedure returns

true also if segment xbu:eu is contained in a g-gap-bounded match as a proper subsequence,

i.e. the match exceeds the borders of the segment. This is consistent with the fact that

pattern matches are maximal within the g-gap-length limit. A probabilistic model of match

duration, combined with the standard segment duration probability of HSMM, contributes to

determine during inference the optimal segmentation according to the learned probabilities, as

will be discussed in the following.

The pattern-based HSMM model is obtained by modifying the conditional probability of

seeing an observation segment given a segment label (Eq. 4.5) in order to include evidence

concerning patterns:

p(xbu:eu|yu) =
eu∏
t=bu

p(xt|yu)p(C(p,g)(1)

xbu:eu
, . . . , C(p,g)(m)

xbu:eu
|yu) (4.9)

where m = |P| is the number of patterns and the joint probability ranges over all pat-

terns (p, g)(i) ∈ P . As for the term modeling sensor activations only, we make a Naive Bayes

assumption of independency between patterns given the segment label. This substantially sim-

plifies the probabilistic model, allowing for efficient inference as will be shown in Section 4.4.1.

Note however that this assumption can be easily violated when patterns share common ele-

ments. We decided to trade off expressivity for tractability, but a more complex probabilistic

model could be conceived. The simplified probability becomes:

p(xbu:eu |yu) =
eu∏
t=bu

p(xt|yu)
∏

(p,g)∈P

p(C(p,g)
xbu:eu

|yu) (4.10)

The conditional probability of observing a pattern coverage is computed as the product of the

probability of a match given the activity yu under consideration, times the probability that the

(approximately) covered segment has a certain duration du. Given a boolean random variable

M
(p,g)
xbu:eu

indicating a pattern match and a random variable D
(p,g)
xbu:eu

modeling the duration of

the covered segment, the probability can be written as:

p(C(p,g)
xbu:eu

= 1|yu) = P (M (p,g)
xbu:eu

= 1, D(p,g)
xbu:eu

= du|yu)

= P (M (p,g)
xbu:eu

= 1|yu)P (D(p,g)
xbu:eu

= du|M (p,g)
xbu:eu

= 1, yu)
(4.11)
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The former term is estimated during training as the fraction of yu activity segments matching

the pattern. The latter can be modeled with any appropriate duration distribution. For

consistency in our experiments we choose the same distribution used for modeling segment

duration, i.e. a multinomial distribution over nb duration bins. Given the longest match

duration dmax found in the training set, a uniform bin width bw is computed as:

bw = max(1,
dmax
nb

) (4.12)

Probabilities for each bin are then computed as normalized counts of the training activity

segments whose duration fall into the bin. The duration probability for a novel segment then

corresponds to the probability of the bin that du falls into. We run experiments for varying

number of bins (from 3 to 15), achieving similar performance and consistent comparative

behavior. All reported results are for nb = 5.

Given a test sequence, decoding consists of finding the most probable sequence of activity

segments, i.e.:

s∗ = arg max
s

p(x, s) (4.13)

which boils down to identify sequences of activity labels and segment durations. The problem

can be addressed by the well-known Viterbi algorithm (Yu, 2010) appropriately modified to

account for the novel pattern-based model.

A recursive procedure computes for each time instant t a value δt(yj, d), representing the

probability that activity yj is performed in the time segment (t − d + 1, t), given the most

probable segmentation and activity assignment for all past time instants. This is obtained by

recursively maximizing over duration d′ and activity label yi of the previous segment:

δt(yj, d) = max
1≤yi≤L

(
max

1≤d′≤D
(δt−d (yi, d

′)) p(yj|yi)
)
× p(d|yj)p(xt−d+1:t|yj) (4.14)

where segment observation probabilities p(xt−d+1:t|yj) are computed according to Equation 4.10.

The maximum possible duration D is estimated as the maximum duration of all activity seg-

ments in the training set. The base step of the recursion is computed for segments starting

at the beginning of the sequence (i.e. t′ ≤ d) as:

δt′(yj, d) = p(d|yj)p(xt′−d+1:t′ |yj)π0(j) (4.15)
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where π0(j) is the initial probability for activity yj, computed as the fraction of training

days starting with that activity. At the end of the recursion, the probability of the best activity

assignment for the whole sequence is computed as:

p∗ = max
1≤yj≤L

(
max

1≤d≤D
δT (yj, d)

)
(4.16)

In order to recover the activity assignment corresponding to p∗, an auxiliary variable ψt(yj, d)

is used to keep information on the configuration originating δt(yj, d), i.e. the most probable

previous activity label and segment duration (y∗i , d
′∗) in case time segment (t − d + 1, t) is

labeled with activity yj:

ψt(yj, d) = (y∗i , d
′∗)

= arg max
1≤yi≤L

(
arg max
1≤d′≤D

(δt−d (yi, d
′)) p(yj|yi)

)
(4.17)

Note that terms outside the maximization were discarded here as they are irrelevant for de-

ciding what the maximal configuration is. The best sequence of activity segments is recovered

backtracking through these variables, i.e.:

(y∗T , d
∗
T ) = arg max

1≤yT≤L

(
arg max
1≤dT≤D

δT (yT , dT )

)
(y∗T−d, d

∗
T−d) = ψt−d(y

∗
T , d

∗
T )

. . .

(4.18)

For a detailed description of inference for plain HSMM models, see (Yu, 2010). Our version

differs in the probability of observing a certain segment given its predicted label, i.e. Eq. 4.10.

We can efficiently compute this probability by keeping for each pattern p some auxiliary

structures throughout the inference process, for t ranging from 1 to T : M is the list of matches

for pattern p (we dropped the superscript to avoid clumsy notation), pre-computed using the

patternMatches procedure; seg is the index of the currently active segment, initialized at

the first segment (or at zero if there are no matches for pattern p); match is a flag indicating

whether the current time instant t is after the beginning of the active segment seg (i.e.

M1
seg < t ≤M2

seg), or not (i.e. t ≤M1
seg); cov is a zero-initialized vector of length D which

is kept updated so that at time instant t, covd contains the coverage of the segment [t− d, t]
by pattern matches (for d = [0, D − 1]). The procedure coverage(M, cov, seg,match, t)

updates these structures at each time instant t of the inference process. Algorithm 5 describes

the update. First, the cov vector is shift of one position to the right, filling the first position
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Algorithm 5 Procedure for updating coverage

Input:
M: list of matching segments for the pattern p
cov: vector representing coverage of a segment by pattern matches
seg : index of the current active segment
match: flag indicating the position of t wrt. seg
t: current time instant

Output:
cov: updated cov
seg : updated seg
match: updated match

1: procedure coverage(M, cov, seg ,match, t)
2: if seg = 0 then return null . end of M reached
3: Shift cov one pos to right adding zero
4: if not match then
5: if M1

seg = t then . t first pos in seg
6: match ← True
7: else if M2

seg < t then . t after last pos in seg
8: match ← False
9: seg ← 0

10: for all nseg ∈ [seg + 1, |M|] do
11: if M1

nseg ≥ t then
12: seg ← nseg
13: if M1

nseg = t then
14: match ← True
15: break
16: if match then . update coverage
17: increment all elements of cov by 1
18: return (cov, seg ,match)
19: end procedure

with a zero, in order to account for the increased time instant. If the current segment is not

matched, the algorithm checks whether t corresponds to its first position (M1
seg), otherwise

it checks whether the current match is lost (i.e. M2
seg < t). In this latter case, it searches

for the next active segment, updating match in case t corresponds to its starting position.

Finally, if match is true (i.e. t is in a pattern segment match), the cov vector is updated by

one. Note that cover(xt−d:t,p, g, τ) can be easily computed as (covd/d) ≥ τ for all d in

[0, D − 1].

4.4.1 Computational Complexity

Complexity of the longestMatch is O(`mN), where m is the pattern length, ` = m+ g is

the overall maximal length of a possible match and N is the number of sensors. We assume

here that the matching procedure Match is linear in the number of sensors for a pattern
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element, as sensor activations are stored in lookup tables thanks to the limited size of N .

Complexity of patternMatches is thus O(T`mN), and recovering all maximal matches

for all patterns costs O(PT`mN) with P the total number of mined patterns. This is a loose

upper bound on the actual complexity, as for instance the number of pattern match evaluations

is typically much smaller than `. We experimentally verified that the cost of this procedure

is negligible with respect to the overall cost of inference. Complexity of MedianGap is

O(|S|T 2mN) where |S| is the number of activity segments, and the overall complexity of

median gap computation for all patterns is O(P |S|T 2mN). The procedure actually runs in

time comparable to the patternMatches one, given the average length difference between

activity segments used in the former and full days used in the latter (difference ignored in the

asymptotic analysis).

The inference step of plain HSMM has complexity O(TL2D) where L is the number of

activities (states) and D their maximal duration. The coverage procedure has complexity

O(D). The pattern-related portion thus contributes with O(TPD) to the overall inference

complexity, which becomes O(T (L2 + P )D). Given that the number of patterns P is usually

smaller the squared number of states, the complexity of inference is basically unaffected.

The computational bottleneck of the overall approach is the pattern mining step, i.e. the

SequentialMiner procedure. Discriminative pattern mining is especially expensive as the

anti-monotonic property typically used in standard mining does not hold. The pboost al-

gorithm, for instance, needs to train a linear classifier in order to compute the discriminant

power of the patterns during the mining procedure. The cost of the mining procedure widely

varies on the different scenarios, strongly depending on the degree of sparsity of the sensor

activations, but can be one or two orders of magnitude slower than the inference process in

the worst cases. Sequential pattern mining is a popular research area, and a number of alter-

native approaches have been suggested in the literature (see (Mabroukeh and Ezeife, 2010)

for a recent review). We did not investigate the performance of the different algorithms in

our activity recognition scenario, e.g. discriminative vs non-discriminative approaches, as our

contribution is focused on proposing a probabilistically sound framework to incorporate them.

Further research on these efficiency issues is anyhow necessary in order to allow segmental

pattern mining over large-scale datasets.

4.4.2 Experiments

In this section, we present a series of experiments to evaluate the performance of pattern-

based HSMM (PHSMM) as opposed to baseline feature representations with plain HSMM,

and to appraise the usefulness of patterns. A ‘Leave-one-day-out‘ (LOO) approach was used

to split the datasets, i.e. the van Kasteren and the CASAS, into training and test sets. Each

day was in turn considered as a test set, while all other days made up the training set. We
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evaluated the performance of the proposed system for each class by using standard measures,

i.e. precision, recall, F1, and accuracy as detailed in Section 3.4.

Figures 4.5 and 4.6 report results of pattern-based HSMM (PHSMM) for increasing values

of the threshold (φ) over pattern discriminative power, as compared to a set of baseline alter-

natives with plain HSMM. C (Changepoint) and L (Last-fired) curves correspond to the plain

feature representations introduced in Section 3.3. Basic concatenation of C and L produces

C+L as another plain representation. Figures also contain two curves for pattern-based ap-

proach as C+LP and C+CP, where patterns mined on the L representation (LP) are integrated

into C one in the former and patterns mined on the C representation (CP) are integrated into

C one in the latter. Comparisons show that basic combination of C and L representations

(C+L) does not allow improving over the best of the two in general. Results obtained by us-

ing pattern-based models differ depending on informativeness of the representation on which

patterns are mined. As explained when introducing sensor encodings, the L representation is

informative when applied to object interaction sensors, i.e. the van Kasteren dataset. Indeed

C+LP models are usually better than any model lacking patterns, i.e. C, L or C+L, and

are almost always better than C+CP models. The improvement is more evident when the L

representation is clearly informative and complementary to the C one (e.g. the van Kasteren,

House A), and fades away when it tends to be harmful, as in the van Kasteren, House B. When

dealing with motion sensors, i.e. the CASAS dataset, the L representation is always mislead-

ing, as previously explained. Hence, C+LP models mostly fail to provide improvement over

baseline models. However, patterns mined on the C representation (CP) succeed in improving

performance when integrated into plain C features, as shown in Figure 4.6.

We also evaluated the relevance of the segmental probabilistic model in exploiting the

discriminative power of patterns. To this aim we labeled each time instant within a pattern

match with the activity represented by the pattern (allowing for multiple labels for the same

instant). The performance in this case is worse than that of all other methods for all values

of the pattern selection threshold φ (results not shown).

Concerning the number of patterns to be used, there is a trade-off between having enough

patterns to model all activities, and focusing on the most discriminative ones. While improve-

ments (apart from the single case in which patterns are useless, i.e. the van Kasteren, House

B) over all alternative representations are observed for most values of the threshold on average,

the best trade-off differs in the different scenarios. In the van Kasteren House A, for instance,

the best results are obtained when only the most discriminative patterns are used. Less dis-

criminative ones suffer from the tendency of the L representation to extend the signal of an

activity to the following “idle” period, as previously discussed. On the other hand, in the van

Kasteren, House C (see Fig. 4.5(c)) a too high threshold leads to a decrease in performance.

This is due to a lack of patterns discriminating similar activities. ’Brushing teeth’, ’Shaving’,
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Figure 4.5: PHSMM results for varying pattern thresholds: van Kasteren Dataset
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Figure 4.6: PHSMM results for varying pattern thresholds: CASAS Dataset

and ’Taking medication’ are held in front of the faucet by interacting with very similar objects.

Applying a high threshold yields patterns only for the ’Shaving’ among the three and leads to

confusion in the prediction. The problem of wrongly missing “idle” periods for lower thresholds

is less severe here, as in this case there are patterns specifically characterizing the “idle” period

(usually repetitions of the couch pressure sensor). A similar behavior can be observed in the

CASAS, Resident 2 (see Fig. 4.6(b)), where focusing on a small set of patterns discards these

“idle” characterizing patterns. The large drop in performance observed for thresholds larger

than 0.85 is mostly due to an overprediction of the ’Sleeping’ activity. This is characterized by

patterns with no sensor activations at the borders, movement related sensors in between and

quite large gaps. While these patterns correctly discriminate ’Sleeping’ activity segments from

the others during training, when applied to full days they tend to span time periods consisting

of pairs of “Idle” segments with some other motion-related activity in between. The presence

of patterns for “idle” as well as other activities helps to disambiguate these cases for lower

pattern selection thresholds.

In order to provide a more in depth analysis of the results, we report a set of experiments with

a fixed value for the filtering threshold. Determination of the threshold value was automated

by performing internal cross validation within the training folds of the LOO approach. The

training set of each fold was again split into training and testing sets by applying the same LOO

approach. For each internal validation step, a range of possible threshold values was evaluated

and the one maximizing the sequential learner F1 measure was recorded as a candidate φ. The

final φ was chosen as the best performing when averaging across internal cross validations,

and kept fixed for the outer cross validation procedure. Thresholds for the different datasets
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are shown in Table 4.1. We present detailed results for the thresholds highlighted in boldface

in the table, as LP and CP are known to perform better for the van Kasteren and the CASAS

datasets respectively. The other values of the thresholds are used for comparison purposes.

Table 4.1: Thresholds obtained from the internal CV procedure for PHSMM

van Kasteren CASAS

Thresholds H. A H. B H. C R. 1 R. 2

C+CP 0.95 0.9 0.5 0.75 0.5

C+LP 0.95 0.85 0.55 0.85 0.5

Tables 4.2 and 4.3 depict performance measures of baseline models with plain HSMM

and pattern-based HSMM (for the selected thresholds) for the van Kasteren and the CASAS

datasets respectively, averaged over days and activities. The results provide a more complete

picture of the differences between alternatives and conform to those presented in Figures 4.5

and 4.6. The values highlighted in boldface correspond to the best performing models and

show that the inner cross validation process is a proper method to determine a correct pattern

selection threshold. In the van Kasteren case, C+LP outperforms not only the plain repre-

sentations but also C+CP. The results of the CASAS dataset are also consistent with our

previous observations. Since L representation deteriorates the trajectory information, C+LP

fails to provide improvement over the baseline. C+CP, on the other hand, achieves the best

performance of all models.

Tables 4.4, 4.5 and 4.6 show the breakdown of the results by activity for the van Kasteren

datasets at the (boldface) thresholds determined by the inner cross validation. Results indicate

that the contribution of the L representation is rather unstable across activities, preventing

an overall improvement for the combined C+L representation. Conversely, the C+LP is much

more robust, managing to combine the advantages of the representation and the patterns.

Table 4.2: Results of the experiments averaged across activities for the van Kasteren Dataset

House A House B House C

Feature Prec. Rec. F-1 Acc. Prec. Rec. F-1 Acc. Prec. Rec. F-1 Acc.

C 67±16 72±15 69±15 90±9 48±16 61±15 53±15 81±16 41±10 49±13 44±10 78±15

L 54±17 68±14 59±15 89±8 40±14 46±20 42±18 48±26 43±10 55±16 47±12 84±14

C+L 66±17 79±12 72±15 94±4 37±14 47±19 41±16 49±26 42±10 56±17 48±12 85±13

C+CP 71±15 73±12 71±13 87±9 44±13 56±14 48±14 72±21 43±17 56±15 49±16 81±16

C+LP 80±14 82±12 81±12 96±4 48±12 62±16 54±13 83±16 48±16 58±14 52±15 86±14
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Table 4.3: Results of the experiments averaged across activities for the CASAS Dataset

Resident 1 Resident 2

Feature Precision Recall F-1 Accuracy Precision Recall F-1 Accuracy

C 84±13 81±11 82±11 91±8 74±15 74±15 74±15 90±7

L 61±26 73±16 65±24 65±31 55±23 68±13 59±22 66±28

C+L 71±26 78±15 72±24 76±31 55±23 68±13 59±22 70±28

C+CP 84±15 86±13 84±13 95±7 75±18 80±15 78±16 92±8

C+LP 77±15 84±14 80±13 91±15 62±24 73±15 65±23 76±26

Consider, for instance, the activities ’Taking shower’, ’Idle’ and ’Leaving house’. These are

closely related as they are typically performed in a row by the resident. A simple pattern

commonly found in House A consists of a long repetition of the ’front door’ sensor. This

clearly indicates a ’Leaving house’ activity is taking place. It also helps in disambiguating

temporally close activities like the just mentioned ’Idle’ and ’Taking shower’ ones. Conversely,

including L representation introduces noisy features: a sensor activated while taking shower

will continue to be considered active when the resident is actually idle, leading to a drop

in precision for the ’Taking shower’ prediction. Concerning House B, overall improvements

are limited as patterns fail to improve recognition of the ’Idle’ “activity”, which is by far

the most common one. The main improvement is observed for the ’Going to bed’ (aka

’sleeping’) activity. This is due to a common pattern made of a sequence of bed pressure

mat sensor activations, which mainly disambiguates it with respect to ’Leaving house’. Note

that simple C+L representation leads to substantial performance worsening with respect to C

representation alone in this setting. Spurious activations of kitchen sensors are wrongly taken

as indication of kitchen activities when the resident is actually outside, while the pattern-based

model is robust to these noisy observations. Concerning House C, a commonly found pattern

consists of a sequence of sensor activations for the fridge, the herbs cupboard and the fridge

again, characterizing the ’Preparing breakfast’ activity. Let us consider a possible scenario for

this situation. A resident starts preparing his breakfast by taking ingredients from the fridge.

After a while, flavoring spices taken from the herbs cupboard are added into the blend. As

soon as the meal is ready, the resident puts the remaining ingredients back to the fridge.

Introducing such patterns allows relating observations which are not sufficient to discriminate

among similar activities if taken alone. For instance, a similar scenario involving usage of

fridge and other kitchen appliances can be observed for ’Getting snack’. The patterns found

for this last activity include activations for the cutlery drawer, the bowl cupboard, and the

fridge. Both activities are actually better recognized using the C+LP model.

Activity by activity analysis on the CASAS dataset using the cross validated (boldface)
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Table 4.4: Breakdown of the results by activity for van Kasteren Dataset: House A

C C+L C+LP

Activity Precision Recall F-1 Precision Recall F-1 Precision Recall F-1

Idle 86.1 57.5 68.9 96.6 58.4 72.8 94.9 76.0 84.4

Leaving house 92.0 99.5 95.6 98.4 99.7 99.0 97.9 99.9 98.9

Using toilet 74.1 82.5 78.1 72.9 78.9 75.8 76.9 78.4 77.6

Taking shower 97.8 34.7 51.2 35.9 92.4 51.7 94.7 78.9 86.1

Brushing teeth 13.3 34.4 19.1 11.0 31.3 16.3 25.0 43.8 31.8

Going to bed 90.2 89.2 89.7 98.1 99.5 98.8 95.7 99.4 97.5

Preparing breakfast 61.6 70.1 65.6 67.1 56.3 61.3 64.1 75.9 69.5

Preparing dinner 60.8 57.8 59.3 25.7 85.4 39.5 64.2 70.0 67.0

Getting snack 38.3 54.8 45.1 18.2 61.9 28.1 54.8 54.8 54.8

Getting drink 73.2 61.2 66.7 50.9 59.2 54.7 76.9 61.2 68.2

Table 4.5: Breakdown of the results by activity for van Kasteren Dataset: House B

C C+L C+LP

Activity Precision Recall F-1 Precision Recall F-1 Precision Recall F-1

Idle 71.3 57.6 63.7 56.0 56.8 56.4 60.6 61.7 61.1

Leaving house 85.1 91.1 88.0 95.7 32.5 48.6 88.1 91.3 89.7

Using toilet 41.7 71.4 52.6 40.0 72.7 51.6 44.4 67.5 53.6

Taking shower 92.8 92.8 92.8 13.8 91.9 23.9 83.3 90.1 86.6

Brushing teeth 13.3 22.2 16.7 11.9 13.9 12.8 8.4 22.2 12.2

Going to bed 95.4 69.9 80.6 93.4 80.4 86.4 99.1 75.0 85.4

Dressing 20.0 65.2 30.6 13.3 69.6 22.4 19.9 60.9 30.0

Preparing brunch 43.7 61.9 51.2 35.3 35.7 35.5 47.9 53.6 50.6

Preparing dinner 40.0 53.5 45.8 25.2 38.0 30.3 42.7 53.5 47.5

Getting drink 17.7 42.9 25.0 11.4 28.6 16.3 15.4 42.9 22.6

Washing dishes 15.6 47.6 23.5 5.6 9.5 7.0 0 0 0

Eating dinner 0.7 14.3 1.4 0.4 42.9 0.8 0.7 14.3 1.4

Eating brunch 11.5 21.2 14.9 0.9 26.7 1.8 13.3 21.2 16.3
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Table 4.6: Breakdown of the results by activity for van Kasteren Dataset: House C

C C+L C+LP

Activity Precision Recall F-1 Precision Recall F-1 Precision Recall F-1

Idle 58.5 41.3 48.4 65.1 69.8 67.4 67.9 75.6 71.5

Leaving house 77.6 94.5 85.2 98.3 86.0 91.7 98.1 86.2 91.8

Eating 38.5 43.6 40.9 40.1 32.2 35.7 35.0 51.9 41.8

Using toilet down 38.5 57.0 45.9 26.1 68.4 37.8 31.4 63.9 42.1

Taking shower 61.6 32.1 42.2 34.5 58.4 43.4 52.3 72.1 60.6

Brushing teeth 16.8 27.7 20.9 21.8 31.7 25.8 16.3 15.8 16.1

Using toilet up 19.0 36.3 24.9 20.1 45.0 27.8 37.6 43.8 40.5

Shaving 0 0 0 13.1 11.6 12.3 27.8 21.7 24.4

Going to bed 99.7 82.6 90.3 99.7 98.2 98.9 99.7 98.3 99.0

Dressing 52.5 65.2 58.2 62.1 68.8 65.3 64.5 71.4 67.8

Taking medication 10.8 26.7 15.4 11.8 26.7 16.3 11.2 66.7 19.2

Preparing breakfast 4.2 2.8 3.4 4.4 5.6 5.0 6.8 25.4 10.8

Preparing lunch 12.9 25.0 17.1 5.1 11.7 7.1 9.9 11.7 10.7

Preparing dinner 64.2 47.6 54.7 23.1 75.2 35.3 28.4 56.6 37.8

Getting snack 18.2 41.7 25.3 15.7 45.8 23.4 31.8 29.2 30.4

Getting drink 0 0 0 0 0 0 0 0 0
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thresholds is presented in Table 4.7 and Table 4.8. C+CP model manages to provide im-

provements over almost all activities. Relatively lower cross-validated thresholds with respect

to the van Kasteren dataset enable more patterns to be retained. All activities (but ’Bed

to toilet’ for Resident 1) possess corresponding patterns for both residents. Found patterns

mostly characterize activities in terms of trajectories, sometimes combined with the object

usage like burner or faucet. Taking the first resident into consideration (see Table 4.7), one

can anticipate that each activity is performed in a specific location, e.g. ’Grooming’ in the

bathroom, ’Sleeping’ in one corner of the bedroom, ’Working at computer’ in another corner

of the bedroom, yielding distinct patterns. ’Grooming’ patterns, for instance, show a trajectory

going from the bedroom to the faucet (and possibly the mirror) in the bathroom, where some

time is spent (indicated by multiple activations of the motion sensor facing the faucet). The

pattern for ’Sleeping’ includes activations of two adjacent motion sensors (representing the

locations on the bed) combined with the ’no sensor activation’ in one corner of the bedroom.

’Working at computer’ contains repetitive activations of a single motion sensor (representing

the location of the computer) in another corner.

Given the sparsity of C representation (with respect to the L one), patterns sometimes con-

tain ’no sensor activation’, especially towards the end of the activity, which can occasionally

lead to confusion with the ’Idle’ activity. This explains the few observed performance drops,

occurring for ’Working at computer’ and ’Working at dining room’. On the other hand, a long

sequence of ’no sensor activation’ characterizes the ’Idle’ activity and helps disambiguating it

from the ’Bed to toilet’ one, characterized by a much shorter duration, which is in turn better

predicted without having patterns in itself. The second resident highlights how patterns help

disambiguating among similar activities, like the ones performed in the kitchen: ’Preparing

breakfast’, ’Preparing dinner’, and ’Preparing lunch’. ’Preparing breakfast’ can be easily dis-

tinguished from others thanks to its rich unique patterns modeling trajectories, e.g. from the

kitchen towards the upper floor to the room of the resident or from the kitchen to the cellar to

the upper floor. It is obvious from the patterns that the resident prefers having his breakfast

in his room, which is a distinct property.

4.4.3 Conclusions

We presented a segmental pattern mining approach to improve the activity recognition per-

formance and to incorporate long-range dependencies between distant time instants. For this

purpose, we mine sequential patterns characterizing interactions within activity segments and

introduce Pattern-based Hidden Semi-Markov Model (PHSMM) in which a probabilistic model

to represent the distribution of pattern matches along sequences is learned for maximizing the

coverage of an activity segment by a pattern match. This type of representation can com-

plement sensor-based ones by adding information concerning long-range interactions, which
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Table 4.7: Breakdown of the results by activity for CASAS Dataset: Resident 1

C C+L C+CP

Activity Precision Recall F-1 Precision Recall F-1 Precision Recall F-1

Idle 87.9 99.9 93.5 96.4 62.7 76.0 95.8 98.1 97.0

Bed to toilet 43.5 17.0 24.4 37.5 67.5 48.2 45.1 34.8 39.2

Preparing breakfast 96.1 75.1 84.3 95.0 75.5 84.1 95.7 87.3 91.3

Grooming 73.4 75.3 74.3 80.0 66.2 72.4 76.8 77.2 77.0

Sleeping 99.6 77.9 87.4 68.0 99.4 80.8 97.0 96.0 96.5

Working at computer 99.3 83.8 90.9 51.1 85.2 63.9 96.5 81.5 88.4

Working at dining room 70.5 86.0 77.5 41.4 87.2 56.1 41.1 65.8 50.6

Table 4.8: Breakdown of the results by activity for CASAS Dataset: Resident 2

C C+L C+CP

Activity Precision Recall F-1 Precision Recall F-1 Precision Recall F-1

Idle 88.4 99.7 93.7 92.9 55.8 69.7 94.1 97.8 95.9

Bed to toilet 47.3 83.6 60.4 50.0 82.1 62.2 66.3 88.1 75.6

Preparing breakfast 44.7 52.8 48.4 42.2 46.8 44.3 56.0 60.2 58.0

Grooming 95.5 62.2 75.3 43.6 87.8 58.2 86.3 94.2 90.1

Preparing dinner 47.3 32.5 38.5 44.4 32.3 37.4 37.8 24.7 29.9

Preparing lunch 26.8 10.1 14.7 25.1 10.2 14.5 19.8 22.3 21.0

Sleeping 99.4 86.1 92.3 64.0 98.6 77.6 96.3 91.6 93.9

Watching TV 84.5 71.7 77.6 62.4 85.1 72.0 85.5 89.8 87.6

Working at computer 99.4 84.3 91.2 39.1 88.4 54.2 99.1 84.7 91.3
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would likely be lost otherwise. Our experimental evaluation shows that PHSMM provides

better recognition performance than baseline representations in most of the cases and that

discovered patterns highlights non-trivial interactions spanning over a significant time horizon.

However, the amount of improvement varies greatly from one feature representation to an-

other. The choice of the appropriate representation can be made according to its robustness in

correlating sensor activation patterns and activities being performed. Sensors signaling object

interactions, like in the van Kasteren dataset, are suitable to the L representation, since the

latest sensor activation tends to indicate the activity that is to be performed, e.g. bedroom

door for sleeping, front door for leaving. The C representation, on the other hand, is useful in

identifying activities represented by trajectories, like in the CASAS dataset, where each motion

sensor activation constitutes a part of a trajectory. We indeed achieved the best performance

by using C+LP and C+CP for the houses with contact switch sensors and with motion sensors

respectively.

In our experiments, we observed that no single pattern selection threshold provided the best

performance in all scenarios. A common problem causing a drop in performance for certain

threshold choices stems from mishandling of idle class, e.g. lack of idle patterns for higher

thresholds (resident 2, CASAS) and co-occurrence of distinct activity patterns suppressing the

effect of those representing the idle one (house A, van Kasteren). A possible solution consists

of treating the idle class as a separate case, for which e.g. patterns with a lower threshold

could be retained.

The method is applicable for scenarios rich in features enabling distinctive activity patterns

to be discovered. In the case of very sparse feature representations, matching patterns with

wide range of possible gap lengths might be expensive. Cautious consideration could be

required to constrain the set of valid patterns.

Our approach is currently limited to non-concurrent activities. However, many real world

scenarios involve overlapping and concurrent activities, especially when modeling multiple

interacting agents. The underlying idea can be generalized to such scenarios by combining

mined patterns with more expressive sequential models like factorial HSMMs. The case of

multiple agents is especially challenging as it requires to disambiguate those sensors which do

not provide information on the agent involved (e.g. infrared sensors). Finally, our approach

assumes a batch setting, in which a whole (temporal) sequence has to be jointly labeled after

being fully observed. Online activity recognition, where the aim is predicting the currently

performed activity, requires to adapt the segmental pattern mining algorithm to search for

incremental patterns modeling increasingly long portions of an activity segment and deal with

the increased complexity of the mining, matching, modeling and inference steps.



Chapter 5

Activity Discovery

5.1 Unsupervised Activity Discovery

Activity recognition has long been studied by the machine learning community. Most of the

work in the field has focused on supervised approaches in order to train activity models. We

have also presented a supervised technique in the previous chapter. However, these techniques

require the availability of labeled sequences, an expensive and time consuming process. Fur-

thermore, training data is specific to the setting involving the activities to be recognized and

the persons involved, as the daily living habits change from an individual to another. Activity

discovery aims at identifying activities within data streams in the absence of data annotation.

Therefore, it can be used in any possible daily-life scenario. In health monitoring applications,

for instance, one of the tasks is continuously checking the behavior of a patient in order to

determine whether his/her routines are maintained, regardless of the type of activities being

performed. Inconsistencies in daily routines, i.e. changes in the structure of performed activi-

ties, can suggest problems in patient’s health. As many unsupervised learning tasks, activity

discovery is a challenging problem: many activities tend to share a similar set of signals (e.g.

kitchen sensors for food-related activities), short periods lacking any signal at all can occur

during an activity, to be distinguished from truly “idle” periods where no activity is being

performed. Finally the discovery needs to be robust enough to account for variations in the

way activities can be performed.

In this section, we present an activity discovery approach that addresses the above-mentioned

challenges. The rationale behind the approach is that distinct activities should correspond to

separate sets of sensors, e.g. activations of pairs or triplets of sensors, possibly repeated over

time, jointly indicating a certain activity. With this reasoning, we assume that transition from

one set to another indicates the possible time of an activity change. Following this idea,

we propose two segmentation algorithms looking for the change points in a sensor stream.

Extracted segments are then clustered in order to find groups of similar segments each repre-
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senting a candidate activity. Finally we use segments labeled with cluster identifiers to train

the parameters of a sequential labeling algorithm which is then used for smoothing the initial

segmentation.

5.1.1 Activity Discovery Framework

Our activity discovery process consists of three steps:

1. Sequence segmentation: in this step, the full sensor stream is partitioned into seg-

ments which represent candidate activities, i.e. each segment should approximately span

the whole time horizon in which an activity is continuously conducted. The segmenta-

tion procedure scans the stream searching for changepoints suggesting a change in the

activity being performed.

2. Segment clustering: once segments have been identified, a clustering algorithm is

employed in order to group together similar segments, each group representing a distinct

candidate activity. Designing an appropriate segment representation is crucial here in

order to boost performance.

3. Sequential labeling: the final step employs the segment clusters produced by the pre-

vious step to train the parameters of a sequential labeling algorithm. The learned model

is then used to run inference on the full sensor stream obtaining the final segmentation

output. The rationale of this component is that the learned probabilistic model should al-

low smoothing segment borders with respect to the segmentation and clustering output,

possibly improving recognition accuracy.

In the following we detail each step of the process.

Sequence Segmentation

The aim of the segmentation phase is to partition the sensor stream into fragments so that each

fragment characterizes the occurrence of an activity. As we have already seen in the previous

chapters, activity datasets used for the evaluation differ from each other by the number and

the type of the sensors. The fact that the quality of the segmentation is highly dependent

on the dataset properties calls for a specific handling in algorithm design. For this purpose,

we propose two novel approaches, distance-based and context-based segmentation, for each

experimental setting.

Distance-based segmentation is based on the idea that an activity is related to the sensor

events occurring within a specific range. More specifically, the consecutive activation of two

sensors whose distance to each other is less than a threshold (φ) is likely to indicate the
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Algorithm 6 Distance-based Segmentation

Input:
D: sequence of observations
φ: separation threshold
C: sensor coordinates

Output:
B: candidate activity borders

1: procedure DistanceSegmentation(D,φ,C)
2: Initialize border candidates (B) to the empty set
3: Calculate Manhattan distance matrix (M) of sensor pairings with (C)
4: Find active time instants T = (t1, t2, . . . , tm) in D
5: for all i ∈ [1,m− 1] do
6: Initialize pairwise distances (P ) to the empty set
7: for all sensor pairing (j, k) ∈ (D(ti), D(ti+1)) do
8: P ← P ∪ M(j, k)
9: if count(P > φ)/|P | > 0.5 then

10: B ← B ∪ ti
11: if ti+1 − 1 /∈ T then
12: B ← B ∪ ti+1 − 1
13: B ← B ∪ length(D)
14: return B
15: end procedure

persistence of the same activity. For example, preparing dinner is typically characterized by

activation of kitchen sensors. Any sensor event occurring in the bedroom, however, is probably

unrelated to the dinner activity. Selection of the threshold can be done in a number of ways

depending on the dataset. One can assume that every activity is bounded with a certain room

in the apartment. In this case, the threshold is computed as the distance between the two

closest rooms. We used this type of distance in the van Kasteren dataset (see Section 3.1) as

activities are known to be performed in separate rooms.

Algorithm 6 shows the pseudocode of our distance-based segmentation technique. The

algorithm takes as inputs a sequence of observations (D) as sensor activations and the spatial

coordinates of all sensors (C), plus a threshold φ controlling when to introduce a breakpoint

in the sequence. It first computes a matrix M of pairwise distances between sensors using the

Manhattan metric, as it provides a natural measure of walking path length. The algorithm

then identifies all time instants having at least one sensor activation and iteratively processes

each of them. In order to decide whether to introduce a breakpoint at active time instant ti,

the algorithm compares its active sensors with those of the next active time instant ti+1, using

the previously computed distance matrix. If more than half of the comparisons have a distance

greater than the threshold φ, i.e. sensors from the two time instants tend to be far apart,

a breakpoint is added at time instant ti. Note that ti+1 is not necessarily the time instant
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immediately following ti, as they can be separated by a sequence of time instants lacking any

sensor activation, likely indicating an idle “activity”. In this case the algorithm introduces an

additional breakpoint at time instant ti+1−1, isolating the segment with no activations. Note

that conversely, null segments separating two active time instants with spatially close active

sensors are merged in the segment containing ti and ti+1. This can be reasonable as activities

often include short periods with no activations, but can miss longer null segments potentially

representing idle cases. At the end of this section we introduce a post-processing procedure

addressing this problem. Our algorithm resembles the one in (Hong and Nugent, 2013), and

indeed the two produce very similar segmentations, but the cited one requires much more

information concerning the location where specific activities are performed and ad-hoc rules

extracted via profound investigation of the sensor stream.

The distance-based segmentation approach is suitable for datasets in which the location

information is closely related to the activity being performed. In many cases, on the other

hand, information regarding the locations of the sensors is not available, which makes the

proposed method inapplicable. This is especially relevant when sensors are attached on mobile

objects the location of which are not fixed. Assume that sensors are deployed on a vacuum

cleaner and on cleaning products. Places of these object may change during the cleaning

activity. If they are far apart in any part of the cleaning process, the activity cannot be

detected. Therefore a general approach that does not depend on any kind of knowledge is

required. We thus propose the context-based segmentation in which change points in sensor

activation patterns are extracted. The rationale behind the approach is that two activities

should be related to two distinct patterns of sensor activations, e.g. pairs or triplets of sensors

jointly activated in the same time instant. This is implemented by extracting features for each

time instant. In order to evaluate the effect of different representations, we introduce three

distinct features. Each time instant is represented by the set of its active sensors (1), by the

set of its n-grams (2), and by the set of its up to n-grams (3), where an n-gram is a set of n

sensors jointly active in the time instant. The similarity between two time instants with sets

A and B is then computed using the Jaccard index:

J(A,B) =
|A ∩B|
|A ∪B|

(5.1)

We extend this similarity to include the context of a time instant by defining a frame as a

sequence of time instants of a certain length (τ) and considering similarity between frames.

The similarity between time instants ti and ti+1 is then computed considering the frames

[ti−τ+1 : ti] and [ti+1 : ti+1+τ ], representing each frame by the union of the sets of (up

to) n-grams of its time instants, and computing the Jaccard index between the two frames.

Algorithm 7 outlines the context-based segmentation approach, where frames exceeding the
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Algorithm 7 Context-based Segmentation

Input:
D: sequence of observations
τ : frame size
n: gram size

Output:
B: candidate activity borders

1: procedure ContextSegmentation(D,τ ,n)
2: Initialize border candidates (B) to the empty set
3: L← length(D)
4: for all i ∈ [1, L− 1] do
5: if Jaccard(n,D[ti−τ+1 : ti], D[ti+1 : ti+τ ]) = 0 then
6: B ← B ∪ i
7: B ← B ∪ L
8: return B
9: end procedure

borders of the sequence are appropriately trimmed.

The border generation process may result with a number of segments larger than the true

one. In order to fix the most obvious cases, we applied a pruning procedure based on a

number of simple reasonings. (1) There are a few occasions in which the distance-based

algorithm extracts segments of size one when two consecutive time instants have exactly the

same active sensors, and these come from two different locations. For instance, toilet activity

is interleaved with sleeping, and is characterized by sensor activations from both the bedroom

(bedroom door) and the toilet (e.g. toilet flush). If this occurs in a row for a small number

of time instants, we merge them together in a single segment. (2) Let a segment without

any sensor activation (zero segment) be preceded and followed by two segments whose active

sensors either occur in the same location or are similar. These three consecutive segments

should be merged into one to represent a single activity or be kept separate as two distinct

segments of the same activity separated by an idle segment, depending on the length of the

zero segment in the middle. We choose the former option if the resulting segment is smaller

than a threshold representing the typical duration of activities, and the latter otherwise. The

threshold is computed as the average length of the segments obtained by the segmentation

algorithms, after excluding very long segments which likely represent peculiar activities like

sleeping or idle. As an example of the merge operation, consider a dinner activity as taking

food from the fridge followed by heating food in the microwave and then eating. The time

we waited for heating is a zero segment, yet belongs to the same dinner activity. A three

minute toilet activity performed two hours after another occurrence of toilet activity, on the

other hand, should not be merged with the previous one since it is clear that they are distinct

activity occurrences separated by another activity (e.g. sleeping).
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Segment Clustering

The purpose of the clustering step is to determine the intrinsic grouping of the segments

extracted in the previous phase so that each group represents an activity. We represent

segments in terms of histograms of time instant-based features collected over each segment.

Time instant-based features are extracted in the same manner as we did in the context-based

segmentation, i.e. active sensors (1), n-grams of sensors (2), and up to n-grams of sensors

(3) are extracted for each time instant in the input sequence. Here, we introduce another

representation in addition to the three existing ones. 2D-n-grams is a sliding window of size n,

running in two dimension. In the first dimension, n-grams of sensors for each time instant in

the window are extracted. In the second dimension, one of the previously extracted n-grams

is selected from each time instant within the window and joint occurrence of the selected

n-grams, e.g. pairs (when n=2) of n-grams or triplets (when n=3) of n-grams, creates a

feature. Feature creation within the window continues until all possible joint occurrences of

n-grams are found. We aimed at including temporal relations of sensors with this kind of

representation. Found features are then collected over the segments and used for creating

histograms as the counts of each feature. An illustrative example presented in Figure 5.1

includes histograms for a segment spanning two time instants (where n = 2).

Segment representations are then fed to a clustering algorithm. This has to deal with

high-dimensional data, as coming from the up to n-gram feature representation, and auto-

matically identify the number of clusters, which is not known in advance. We rely on the

HDDC method (Bergé et al., 2012) which satisfies both requirements. It is based on a modi-

fied Gaussian Mixture Model with a dimensionality reduction technique which determines the

specific subspace in which each class is located by using eigenvectors of the covariance matrix.

Models representing the subspaces are used to choose the number of clusters. To this end,

clustering results are computed for different number of clusters and different models and the

one maximizing Bayesian Information Criterion is selected. Further details can be found in the

original paper (Bouveyron et al., 2007). We chose HDDC method because of its simplicity

but any other clustering technique can be used as long as our requirements are satisfied.

Sequential Labeling

In principle, our algorithm could end up with the groupings returned by the clustering algorithm,

each group representing a candidate activity. However, both segmentation and clustering steps

are prone to errors and only provide approximations of actual segments and true groups. We

use these approximations to train a sequential labeling algorithm, which assigns a label to

each time instant in the sequence. The learned model is then used to run inference on the full

sensor stream, providing the final sequential labeling. Each cluster in our setting corresponds
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Figure 5.1: Histogram representations of a segment for active sensors (top-left), 2-grams (bottom-

left), up to 2-grams (top-right), 2D 2-grams (bottom-right).

to a different label in the sequential model.

We employ Hidden Semi-Markov Model (HSMM) as sequential labeling approach, which is

appropriate to label sequences where consecutive time instants tend to share the same label.

HSMM models duration distributions explicitly for different states, making it especially useful

for segmenting sequences into fragments, each characterized by the same label. We follow the

same formalization and the duration distribution as described in Section 4.1.

Parameters of all probabilities can be readily estimated from counts over the cluster segments

given that each label is associated with a cluster from the previous step. The transition

probability between labels yu and yv, for instance, can be computed as the fraction of times

in which a segment from cluster yv follows one from cluster yu in the original sequence, with

respect to the overall number of segments in cluster yu.

Once parameters are learned from the clustering results, inference is run on the whole

sequence providing the labeled segmentation with maximal probability, which is computed by

the Viterbi algorithm as previously discussed.

5.1.2 Experiments

The performance of the proposed framework was evaluated again on the van Kasteren and the

CASAS datasets. However, the van Kasteren dataset used in this part has some differences

from the one that was presented in Section 3.1. We made this change to compare our method

properly with a recently proposed unsupervised activity recognition approach, the evaluation

of which was performed on the selected dataset. Although the floor plans of the houses and

the sensor structure remained the same, the dataset was collected for 8 activities (see Table

5.1) over 28 days only in the house A (van Kasteren et al., 2008a).
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In our experiments, we used Changepoint (C) feature representation as it was shown to

provide overall the best HSMM results in comparison to plain representations, i.e. Raw and

Last-fired. In addition, it has been observed that C is robust against noise and is capable of

tolerating the dataset specific sensor failures (see Section 4.2). We followed the notation in

representing activity data as presented in Section 3.2. The performance of the system was

evaluated by using the class accuracy metric proposed in (van Kasteren et al., 2008a) (see

Section 3.4).

Tables 5.1, 5.2, and 5.3 show confusion matrices computed from the class accuracies for

the van Kasteren and the CASAS dataset respectively. As discussed in the first part of

Section 5.1.1, we applied the distance-based segmentation to the former and the context-based

one to the latter. In all experiments the maximum gram size was set to two as higher values

provided similar results while increasing computational complexity. As a time instant-based

feature extraction method, up to n-gram was performed both in context-based segmentation

and in segment clustering. In our experiments, original (active sensors) representation was

incapable of discriminating segments of similar activities as it fails to model the relationships

between sensors, e.g. those activating together. Using n-gram representation appeared to be

problematic especially in the segmentation step. When different combinations of similar sensor

events occur in two consecutive frames, similarity relation between common sensor events may

be lost. Let two consecutive frames of size two be s1
t1,t2

and s2
t3,t4

, with active sensors in time

instants s1
t1

= {1, 2}, s1
t2

= {2, 3}, s2
t3

= {1, 3}, and s2
t4

= {2}. 2-gram representation

will thus be {(1, 2), (2, 3)} and {(1, 3), (2)} for the former and the latter respectively and

their Jaccard similarity will be zero even if they share the same sensor events. 2D-n-gram

representation suffers from the lack of generalizability since it yields very segment specific

histograms by considering orders of the sensor activations through the time instants. However,

the way how each activity is performed changes from one instance to another. The selected

one, up to n-gram, on the other hand was observed to be robust to such scenarios (results of

the alternative segment representations were omitted).

Clustering does not assign names to the detected groups. However, it is clear that if a

cluster contains mostly segments corresponding to a certain activity, it can be considered as

an approximation of that activity. In order to identify the most likely activity for each cluster,

we try all possible distinct activity assignments to clusters and choose the one maximizing

class accuracy. If the algorithm identifies more clusters than the true number of activities,

the best assignment will assign the clusters in excess to a dummy wrong activity. We do not

explicitly report dummy clusters in the Tables, but include their assignments when computing

the percentage of correct predictions (i.e. predicted rows do not always sum to one). Note

that this best assignment measure is a fair evaluation procedure, as we simply identify for each

cluster which is the activity it is most likely representing, forcing each cluster to represent a
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Table 5.1: Detailed activity discovery results of van Kastaren Dataset (values as percentages)

Idle Leaving Toileting Showering Sleeping Breakfast Dinner Drink

Idle

EON 72 4 13 3 5 0 3 0

CLU 100 0 0 0 0 0 0 0

SEG+CLU+HSMM 74(74) 12(1) 3(4) 0(2) 8(3) 2(2) 1(2) 0(0)

Leaving

EON 0 74 11 0 14 1 0 0

CLU 0 80 20 0 0 0 0 0

SEG+CLU+HSMM 4(41) 96(59) 0(0) 0(0) 0(0) 0(0) 0(0) 0(0)

Toileting

EON 0 56 27 5 1 11 0 0

CLU 9 0 76 6 9 0 0 0

SEG+CLU+HSMM 4(13) 1(1) 78(32) 5(4) 4(4) 0(1) 0(0) 0(10)

Showering

EON 0 0 0 100 0 0 0 0

CLU 0 0 0 100 0 0 0 0

SEG+CLU+HSMM 9(15) 8(0) 1(0) 76(85) 0(0) 0(0) 0(0) 0(0)

Sleeping

EON 0 0 0 0 100 0 0 0

CLU 62 0 3 7 28 0 0 0

SEG+CLU+HSMM 35(27) 21(0) 0(1) 0(0) 44(44) 0(0) 0(0) 0(24)

Breakfast

EON 0 21 14 0 4 44 14 3

CLU 0 0 0 0 0 100 0 0

SEG+CLU+HSMM 18(31) 0(0) 5(0) 0(0) 9(1) 68(68) 0(0) 0(0)

Dinner

EON 0 0 59 0 13 0 28 0

CLU 7 0 0 0 0 57 36 0

SEG+CLU+HSMM 23(12) 2(0) 0(0) 0(0) 0(0) 36(35) 38(53) 0(0)

Drink

EON 37 0 0 0 0 0 0 63

CLU 14 0 0 0 0 0 0 86

SEG+CLU+HSMM 9(16) 1(0) 1(5) 0(0) 0(0) 80(64) 8(15) 0(0)

distinct activity.

The first set of experiments aims at comparing our approach with the evidential ontol-

ogy network (EON) model proposed in (Hong and Nugent, 2013) and evaluated on the van

Kasteren dataset. To the best of our knowledge, EON is the latest study that addresses the

problem of automatically discovering activities from a sensor stream. The method includes a

segmentation phase similar to our approach while activity identification is performed by taking

into account conceptual knowledge of relations between object interactions and activities. This

allows us to compare not only our segmentation algorithms but also our fully unsupervised

technique against a knowledge-based unsupervised method. Table 5.1 shows confusion matri-

ces for the different activities, where rows indicate true activities and columns predicted ones.

EON rows report results for the EON model, while CLU shows results of our clustering step
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Table 5.2: Detailed activity discovery results of CASAS Dataset: Resident 1 (values as percentages)

Idle
Bed

to Toilet
Breakfast Grooming Sleeping

Working at

computer

Working at

dining room

Idle
CLU 100 0 0 0 0 0 0

SEG+CLU+HSMM 100(83) 0(7) 0(6) 0(0) 0(0) 0(0) 0(0)

Bed to

Toilet

CLU 68 0 0 31 1 0 0

SEG+CLU+HSMM 28(9) 0(38) 0(1) 70(33) 1(9) 1(3) 0(0)

Breakfast
CLU 7 0 93 0 0 0 0

SEG+CLU+HSMM 6(29) 0(3) 92(35) 2(7) 0(0) 0(0) 0(0)

Grooming
CLU 12 0 0 88 0 0 0

SEG+CLU+HSMM 9(6) 0(30) 0(5) 91(41) 0(8) 0(1) 0(0)

Sleeping
CLU 2 0 0 40 58 0 0

SEG+CLU+HSMM 6(3) 0(3) 0(2) 0(1) 94(51) 0(4) 0(0)

Working at

computer

CLU 3 13 0 0 0 82 2

SEG+CLU+HSMM 12(10) 0(1) 0(6) 0(1) 0(2) 86(36) 2(3)

Working at

dining room

CLU 0 0 0 0 0 38 62

SEG+CLU+HSMM 7(34) 0(0) 0(0) 0(2) 0(0) 8(8) 45(23)

applied to the true segmentation, the same setting used in (Hong and Nugent, 2011). Our

approach outperforms the competitor1 in six out of eight activities and is on par on one. The

only case where we get worse results is on Sleeping, which is characterized by a single sensor

activation of bedroom door and a long period of no sensor activation. Sleeping is divided into

many parts as it is interleaved by the Toilet activity. Segments separating two consecutive

Toilet activities do not have any sensor activation, and are thus wrongly clustered in the Idle

group2.

SEG+CLU+HSMM rows report results of our complete approach, while results in brackets show

the performance of the segmentation and clustering steps only (SEG+CLU). Clustering generates

nine clusters for both true segmentation and predicted one. Incorporating sequential labeling

(SEG+CLU+HSMM rows) provides overall better results, by improving recognition of Leaving and

Toileting (while performance for Showering and Dinner are slightly degraded). For Leaving,

the improvement is achieved by recovering from incorrect segmentations introducing spurious

segments predicted as Idle within a Leaving activity. For Toilet, the clustering algorithm

actually spreads segments containing Toilet activities in two different clusters, together with

some segments from other activities, while the HSMM manages to identify most of them as

1Note that by substantially extending the knowledge concerning activities being searched it is possible to achieve

much higher recognition accuracy (Hong and Nugent, 2011). However, our aim here is to perform activity detection

without any specific knowledge on the activities being performed.
2(Hong and Nugent, 2013) Hong et al., Segmenting sensor data for activity monitoring in smart environments
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Table 5.3: Detailed activity discovery results of CASAS Dataset: Resident 2 (values as percentages)
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Idle
CLU 79 0 0 0 0 0 0 21 0

SEG+CLU+HSMM 100(54) 0(19) 0(3) 0(2) 0(2) 0(5) 0(7) 0(3) 0(3)

Bed to

Toilet

CLU 10 0 0 90 0 0 0 0 0

SEG+CLU+HSMM 1(4) 0(31) 0(8) 99(33) 0(0) 0(8) 0(5) 0(0) 0(7)

Breakfast
CLU 0 0 87 0 6 7 0 0 0

SEG+CLU+HSMM 9(13) 0(2) 21(53) 1(3) 65(13) 1(14) 0(0) 3(0) 0(2)

Grooming
CLU 0 0 2 98 0 0 0 0 0

SEG+CLU+HSMM 21(9) 0(2) 2(10) 77(64) 0(0) 0(3) 0(0) 0(1) 0(11)

Dinner
CLU 15 0 39 0 33 13 0 0 0

SEG+CLU+HSMM 28(14) 0(0) 1(16) 0(0) 63(39) 4(26) 0(0) 4(0) 0(0)

Lunch
CLU 23 0 50 0 16 11 0 0 0

SEG+CLU+HSMM 23(7) 0(0) 4(37) 0(0) 48(17) 16(25) 0(0) 9(10) 0(0)

Sleeping
CLU 7 0 0 0 23 0 70 0 0

SEG+CLU+HSMM 3(6) 4(32) 0(0) 0(1) 0(0) 0(0) 93(46) 0(0) 0(0)

Watching

TV

CLU 14 29 1 0 0 24 0 32 0

SEG+CLU+HSMM 16(32) 0(2) 1(5) 0(0) 7(2) 0(3) 0(0) 51(29) 0(0)

Working at

computer

CLU 13 0 0 0 0 0 0 0 87

SEG+CLU+HSMM 12(8) 0(3) 0(3) 0(4) 0(0) 0(3) 0(7) 0(0) 88(51)
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belonging to the same class. A current limitation of the approach is that activities generated by

similar sensor activations tend to be merged into the same cluster. Activities performed in the

kitchen, for instance, are clustered together in predicted segmentation as they share basically

the same sensor activations, explaining the overprediction of Breakfast. Drink, however, is

assigned to a distinct cluster in true segmentation which decreased the confusion in prediction

of kitchen-oriented activities.

Tables 5.2 and 5.3 report results of CLU, SEG+CLU+HSMM and (in brackets) SEG+CLU for

resident 1 and resident 2 of the CASAS dataset in order. Clustering algorithm generates 10 and

11 clusters respectively. The complete model provides significant improvements over SEG+CLU

in almost all cases. This is mostly due to recovering portions of segments which were assigned

to spurious clusters (clustering detects more clusters than the true number of activities),

thanks to the smoothing effect of HSMM and its capacity of correctly modeling duration of

activities. This allows the complete model to even slightly improve over the clustering applied

to the true segmentation, as shown by comparing rows CLU and SEG+CLU+HSMM. CASAS

dataset also suffers from the problem of clustering similar activities together. Bed to Toilet

and Grooming similarity holds for both residents and neither CLU nor SEG+CLU+HSMM is able

to identify these activities since they are very similar in terms of sensor activations involved.

In both activities, residents move from the bedroom to the toilet. After spending some “idle”

time in the toilet, they go back to the bedroom. If residents spend more time in front of the

mirror (indicating personal care, hence grooming), segment representation becomes richer and

the activity is predicted as Grooming. In other cases, “idle” time spent in the toilet dominates

the activations in the trajectory, causing the activity to be predicted as Idle. Kitchen-based

activities performed by the resident 2 were clustered as Breakfast and as Dinner for the

true segmentation and the predicted segmentation respectively. Therefore segments of these

activities tend to be predicted in favor of the class that was assigned as the representative of

kitchen-based activities.

5.1.3 Conclusion

The effectiveness and suitability of our approach was evaluated in two smart home datasets.

Initial results show that proposed approach succeeds in discovering activities in many situations.

Although our technique does not depend on any assumptions on dataset, e.g. type of activities,

number of clusters, it outperformed a method using activity definitions as domain knowledge.

We observed that our segmentation algorithm produces segments which are quite close to

the true ones. The final sequential labeling model succeeds in further refining the results, by

smoothing segment borders and recovering part of the segments assigned to spurious clusters.

The proposed framework, however, suffers from a number of limitations. Similar activities

tend to be clustered together and are hard to distinguish. In order to prevent this, a better way
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to represent segments or additional features (e.g. time of the day, duration of the activity etc.)

can be defined. Interleaved activities also decrease performance, as when repeatedly going to

toilet during the night. Relationships between neighbouring segments could be included in the

clustering phase in order to address this problem.

5.2 Pattern-based Unsupervised Activity Discovery

In this section, we present our ongoing work that is built on the top of the activity discovery

framework proposed in the previous section. It has been seen in Chapter 4 that patterns

provide important information for distinguishing activities and that their usage in predictive

models significantly improves the recognition performance. With this motivation, behavioral

patterns are integrated into the activity discovery framework.

We follow the same reasoning as in the previous section for discovering activities, i.e. the

three-step segmentation-clustering-labeling approach. The main aim here is to promote im-

provements both in clustering quality and in prediction performance of the sequential labeling

approach by taking advantage of the discriminative power of the patterns. Therefore, seg-

mentation step is used without any change, i.e. an input stream is partitioned into fragments

by using Distance-based or Context-based segmentation algorithm depending on the dataset

properties.

The first difference with respect to the base discovery framework is in the clustering phase

the inputs of which are segments represented as histograms of time instant-base features

(see Segment Clustering in Section 5.1.1). The success of this step depends directly on

the informativeness of the segment representation. The ability of the clustering method to

discriminate activity groups can be improved by encoding more information about activity

characteristics into the representation. For this purpose, we enrich segment representations

with pattern-based features. Patterns are extracted by using PrefixSpan (Pei et al., 2004)

instead of pboost (see Section 4.3) due to the absence of the labeling information (positive

and negative examples cannot be determined). Initially, PrefixSpan takes as input candidate

segments generated in the segmentation step, each represented as a sequence of set of active

sensor identifiers (or 0 as an inactivity identifier) over time instants of the segment, and

extracts frequent sequential patterns. Afterwards, for each segment, we compute how many

times each pattern is matched with the segment. Finally, the segment representations, e.g.

up to n-grams, are concatenated with the corresponding number of pattern matches to create

pattern-based representations. Note that, number of pattern features is equal to the number

of patterns mined. The resulting enriched representations are then fed to the HDDC clustering

algorithm (see Segment Clustering in Section 5.1.1).

We introduce the second difference in the sequential labeling step. HSMM used in the
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base version is replaced with the Pattern-based HSMM introduced in Section 4.4 since it has

been proven to perform better than conventional methods (see Section 4.4.2). Similar to the

previous step, patterns extracted by PrefixSpan are employed in PHSMM approach. We

omit explanation of the procedure because a comprehensive and detailed analysis has been

provided in Sections 4.4 and 5.1.1 (Sequential Labeling).

5.2.1 Preliminary Experiments

The proposed approach was evaluated on the van Kasteren dataset with the setting presented

in Section 5.1.2. We stick to the previous experimental conditions to ensure consistency in

our experiments. Changepoint (C) feature was selected as the representation method and the

activity data was created as defined in Section 3.2. The performance of the framework was

measured by using the class accuracy metric.

For the Pattern-based activity discovery framework, we also made similar choices to those

made in the base three-step technique. Candidate segments were generated by employing the

Distance-based segmentation algorithm. As a time instant-based feature extraction method,

up to n-gram was performed in segment clustering, where the gram size (n) was set to two.

We extracted top-k frequent patterns from Last-fired feature by using PrefixSpan to enrich

the segment representations for the clustering step. The same patterns were also used in the

sequential labeling phase, i.e. PHSMM (parameters, e.g. duration distribution, coverage, were

kept the same as in Section 4.4). In our experiments, we set number of patterns (k) to ten.

We first evaluated the effect of pattern usage on the clustering performance for the true

segmentation. Table 5.4 shows confusion matrices for the different activities, where rows

indicate true activities and columns predicted ones. CLU rows report clustering results pre-

sented in Table 5.1, while PCLU shows results of the clustering step after enriching segment

representations with the pattern-based features. When PrefixSpan was run on the true ac-

tivity segments, patterns for Sleeping and Toileting were produced. Hence, during enrichment

process, segment representations for these activities benefit from the pattern-based features.

Indeed, PCLU allows improving the clustering performance in these two cases.

Table 5.5 presents results of the complete models. SEG+CLU+HSMM rows are the same as

those given in Table 5.1. In SEG+CLU+PHSMM, we used the same candidate segments and

cluster labels with the base complete model, and run PHSMM instead of HSMM. Here, pat-

terns were mined after the clustering step and used only in the sequential labeling phase.

SEG+PCLU+PHSMM rows show results of our Pattern-based activity discovery framework. Us-

ing patterns only in the sequential labeling (SEG+CLU+PHSMM) outperforms the base complete

model in five out of eight classes, is on par on one, and falls behind in two cases, i.e. Toileting

and Idle. Performance improvement proves that PHSMM takes advantage of the discrimi-

native power of the patterns, resulting increase in overall prediction. Pattern-based model
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Table 5.4: Detailed clustering results of van Kastaren Dataset (values as percentages)

Idle Leaving Toileting Showering Sleeping Breakfast Dinner Drink

Idle
CLU 100 0 0 0 0 0 0 0

PCLU 100 0 0 0 0 0 0 0

Leaving
CLU 0 80 20 0 0 0 0 0

PCLU 1 77 1 0 21 0 0 0

Toileting
CLU 9 0 76 6 9 0 0 0

PCLU 7 0 83 4 6 0 0 0

Showering
CLU 0 0 0 100 0 0 0 0

PCLU 0 0 0 100 0 0 0 0

Sleeping
CLU 62 0 3 7 28 0 0 0

PCLU 27 0 2 1 70 0 0 0

Breakfast
CLU 0 0 0 0 0 100 0 0

PCLU 0 0 0 0 0 100 0 0

Dinner
CLU 7 0 0 0 0 57 36 0

PCLU 7 0 0 0 0 57 36 0

Drink
CLU 14 0 0 0 0 0 0 86

PCLU 14 0 0 0 0 0 0 86

(SEG+PCLU+PHSMM) provides even better results in a way that it is able to distinguish kitchen-

based activities that have been misclassified in the former two cases. In addition, results of

Toileting and Sleeping are consistent with those acquired in Table 5.4, i.e. enriching segment

representation with pattern-based features allows improving clustering performance. The de-

crease in the prediction of Idle, however, is due to lack of patterns for Idle class and the usage

of Last-fired representation in mining patterns. As discussed in Section 4.2, extracted patterns

inherit the deficiency of the representation, i.e. activation of the last sensor is propagated

over the idle time instants. Therefore, Idle is wrongly predicted as the preceding activity. This

is currently the limitation of our approach. We are working on other ways to identify idle

segments, to be combined with the pattern-based approach for the other activities.
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Table 5.5: Detailed Pattern-based discovery results of van Kastaren Dataset (values as percentages)

Idle Leaving Toileting Showering Sleeping Breakfast Dinner Drink

Idle

SEG+CLU+HSMM 74 12 3 0 8 2 1 0

SEG+CLU+PHSMM 0 6 15 14 5 5 42 0

SEG+PCLU+PHSMM 0 6 28 14 5 0 25 22

Leaving

SEG+CLU+HSMM 4 96 0 0 0 0 0 0

SEG+CLU+PHSMM 0 100 0 0 0 0 0 0

SEG+PCLU+PHSMM 0 100 0 0 0 0 0 0

Toileting

SEG+CLU+HSMM 4 1 78 5 4 0 0 0

SEG+CLU+PHSMM 0 1 75 4 4 0 2 0

SEG+PCLU+PHSMM 0 1 88 4 3 0 1 1

Showering

SEG+CLU+HSMM 9 8 1 76 0 0 0 0

SEG+CLU+PHSMM 0 0 2 97 0 1 0 0

SEG+PCLU+PHSMM 0 0 2 97 0 0 0 1

Sleeping

SEG+CLU+HSMM 35 21 0 0 44 0 0 0

SEG+CLU+PHSMM 0 0 3 0 97 0 0 0

SEG+PCLU+PHSMM 0 0 3 0 97 0 0 0

Breakfast

SEG+CLU+HSMM 18 0 5 0 9 68 0 0

SEG+CLU+PHSMM 0 0 11 0 1 74 14 0

SEG+PCLU+PHSMM 0 0 11 0 1 67 3 19

Dinner

SEG+CLU+HSMM 23 2 0 0 0 36 38 0

SEG+CLU+PHSMM 0 1 1 0 0 1 97 0

SEG+PCLU+PHSMM 0 1 0 0 0 2 85 13

Drink

SEG+CLU+HSMM 9 1 1 0 0 80 8 0

SEG+CLU+PHSMM 0 1 4 0 0 9 86 0

SEG+PCLU+PHSMM 0 1 4 0 0 1 26 67



Chapter 6

Conclusion and Future Work

The problem of recognizing human activities from sensor data is a popular research subject in

the field of machine learning. Depending on the availability of the labeled data, recognition

methods are simply divided into two categories as supervised and unsupervised. Compared

to the plethora of works in the supervised approaches, not much research has so far been

devoted to unsupervised ones, and this area remains largely open to prospective research.

This fact led us to pose two questions: (1) how to improve the predictive performance of

existing supervised activity recognition systems, and (2) how to create a framework that is

able to discover activities in a fully unsupervised manner.

Chapter 4 allows us to answer the first question. We proposed mining sequential patterns

characterizing activities and integrating them into a temporal probabilistic model, i.e. HSMM.

This novel approach was shown to be successful in improving the performance of the recog-

nition algorithms. The results of the technique showed that patterns play a significant role in

determining which activity is being performed by providing supplementary information about

the occurrence of activities. The information provided for each activity is unique since patterns

and their match durations differ from one activity to another, allowing distinct activities to

be recognized. This is especially relevant when a dataset includes similar activities in terms

of sensor activations involved. ’Getting snack’-’Preparing breakfast’ (House C, van Kasteren)

or ’Bed to Toilet’-’Grooming’ (Resident 2, CASAS), for instance, are similar in terms of inter-

acted objects and trajectories respectively. Pattern matches for ’Getting snack’ and ’Bed to

Toilet’ are characterized by much shorter durations when compared with those for ’Preparing

breakfast’ and ’Grooming’, which enables the approach to distinguish them. Our method is

also able to account for long-range dependencies by connecting distant time instants with

gapped pattern matches. Activities taking significantly more time than the others on average,

i.e. ’Going to bed’/’Sleeping’, ’Leaving house’ and ’Idle’, are best recognized by the Pattern-

based HSMM consistently for all datasets. Although pattern usage results in an increase in

recognition performance, the amount of the improvement depends on the feature representa-
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tion on which patterns are mined and their discriminative power. For the former, one needs to

take serious consideration in choosing a feature representation that matches with the dataset

properties. Since patterns inherit characteristics of a feature representation, those mined from

a specific representation that suits for a dataset may be harmful for another dataset. Exper-

iments revealed that Last-fired representation and Changepoint one are suitable for datasets

in which activities are represented by object-interactions and by trajectories respectively (see

Section 4.4.2). The selection of Last-fired and Changepoint representations as two alternatives

was due to the fact that they perform significantly better than the others (see Section 4.2).

For the latter, it was observed that having enough patterns to model majority of activities,

i.e. the less discriminative ones, generally produces the best performance as long as there are

patterns for “Idle” class. The absence of Idle patterns causes performance worsening owing to

the confusion in the prediction of Idle, e.g. misprediction of Idle as preceding activities because

of the L representation in the van Kasteren Dataset, House A or overprediction of Sleeping

in the CASAS Dataset, resident 2. Concentrating on the most discriminative patterns does

not allow improving results (except the van Kasteren Dataset, House A) due to the lack of

patterns discriminating similar activities and also due to the lack of Idle patterns as explained.

The second question of this thesis addresses the problem of discovering activities in the

absence of data annotation. In Chapter 5, we presented two multistep approaches that allow us

to identify candidate activity segments, groups of similar activities, and labels of the segments

in order. Candidate segments were determined based either on the distance between sensor

events or on the difference between two sets of sensor events. Extracted segments were

automatically clustered by using Gaussian Mixture Models to create groups of similar activities.

Final labeling was obtained by employing a segmental labeling technique trained on segments

labeled with cluster identifiers. We compared the results of our method with those acquired

from a knowledge-based one and from our clustering step applied to the true segmentation

(see Section 5.1). The evaluation showed that the proposed activity discovery framework is

successful in discovering activities in many cases. Experiments revealed that the performance

of the segmentation and the clustering steps is affected by the selection of the time instant-

based features. Using up to n-gram representation provides the proper balance between being

too general (e.g. original) and too specific (e.g. 2D-n-gram) and accounts for the differences

between distinct time instants. We observed that the segmental labeling step is of great

importance with its ability to recover segment fragments from spurious clusters and to refine

the final labeling through correct modeling of the activity durations. In order to overcome

the current limitations of the approach, i.e. distinguishing similar and interleaved activities,

we proposed using activity patterns in the discovery framework (see Section 5.2) following the

experience gained in the supervised case. Experiments on the true segmentation showed that

enriching segment representations with the pattern-based features provides better clustering
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results than those found with the plain representations. When it is combined with PHSMM

instead of HSMM, the new pattern-based discovery framework gains the ability to discriminate

similar and interleaved activities, and outperforms the base discovery framework.

There are a number of directions to move our research forward. As far as the supervised

recognition techniques are concerned, the segmental mining strategy can also be used for

suggesting promising topologies for graphical models trying to directly incorporate long-range

dependencies. Our segmental pattern miner extracts patterns which should approximately span

activity segments. Their matches are thus natural candidates to add shortcuts as in skip-chain

CRF, possibly connecting distant segments representing the same or closely related activities.

Another possibility is to apply our approach to other labeling problems. The proposed method

is not limited to activity recognition tasks and is readily applicable to sequential labeling

problems characterized by segments of consecutive positions sharing the same label (e.g.

intron-exon identification in DNA sequences). For the unsupervised case, we have been working

on the approach presented as an ongoing work in Section 5.2. Although pattern-based activity

discovery framework produced very promising results, we were unable to detect Idle class. As a

possible solution, a preprocessing step can be performed to identify idle and non-idle segments.

Patter-based activity discovery method can then be applied to the non-idle segments. Other

alternative solutions include explicitly introducing patterns for Idle, or post-processing the final

labeling to identify Idle.
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