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Abstract 

Positron Emission Tomography (PET) scanners provide functional three-dimensional images of 

the body that are extremely useful in cancer and brain research. The goal of this work is the 

modeling, design and characterization of a CMOS-based photodetector for PET. To this aim, 

first a model for the energy resolution and coincidence resolution time (CRT) for digital, SPAD-

based detectors is developed.  

Then, a top-to-bottom detector architecture is proposed, containing an innovative in-pixel com-

pression technique that allows for high fill-factor (FF) and efficient readout. At the top-level of 

the architecture, an integrated discriminator monitors the photon flux for incoming gamma 

events, enabling an event-based readout scheme. The first complete implementation of this archi-

tecture is described, the SPADnet-I sensor, which is composed by an 8×16  pixel array, each of 

around 0.6 × 0.6 mm
2
 with 720 SPADs, resulting in a pixel FF of 42.6%. The sensor can obtain 

the discrete photon flux estimation at up to 100 Msamples/s, which are used by the discriminator 

and also output at real-time.  

The complete characterization of the sensor is presented, and the best sensor configuration was 

found to be at 84% of the SPADs enabled (disabled starting with the highest DCR one), with 2 V 

SPAD excess bias and 150 ns integration time. This configuration results in an energy resolution 

of 10.8% and a CRT of 288 ps, the latter which was obtained with a new, hardware-friendly time 

of arrival (ToA) estimation algorithm, also described in this thesis. 

Finally, the sensor model, validated by the experimental results, is used to predict the perfor-

mance of possible modifications in the sensor, and some design improvements are suggested for 

a future implementation of the architecture. 

Keywords 

Digital Silicon Photomultiplier (SiPM), Positron Emission Tomography (PET), spatial and tem-

poral compression, mini-SiPM, Single-Photon Avalanche Diode (SPAD), CMOS, image sensors, 
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Chapter 1 Introduction 

The work presented in this thesis is inserted in the context of the European project SPADnet 

[Bru+14], which aims to develop a new generation of smart, large area networked photonic 

modules, primarily aimed at Positron Emission Tomography (PET) applications. The key com-

ponent of the photonic modules is an array of fully digital photodetectors, which are then con-

nected to a per-module FPGA for control and readout. These FPGAs also take care of the net-

working between the modules in the detector rings used in PET tomographers. 

The scope of this thesis is the modeling, design and characterization of the photodetector for the 

SPADnet project. This detector is fully digital so as to directly communicate with the FPGA – 

with no need for external electronics –, and thus uses CMOS technology. Moreover, the photon 

detection device of choice is the Single Photon Avalanche Diode (SPAD) [Cov+96], which is not 

only CMOS-compatible, but also provides, as will be explained later in this thesis, the required 

sensitivity and timing resolution for the target application. 

In the following sections, first the working principle of PET is explained, focusing on the re-

quirements that a PET photodetector must meet. Then, a brief summary of the work in this thesis 

is presented and, finally, the organization of this thesis is described.  

1.1. Positron Emission Tomography 

Positron Emission Tomography (PET) is a nuclear imaging technique that utilizes annihilation 

gamma photons from positron decay to generate three dimensional functional images of the 

body. Its main applications are pre-clinical research, clinical oncology and brain function anal-

yses [Wer+04].  

PET is based on the tracer principle, which conveys the fact that radioactive compounds (tracers) 

take part on body processes in the same way as their non-radioactive counterparts do. This 

means that the radioactive emission from tracers can be used to image tissues where a specific 

cell function is occurring as, for instance, the elevated glucose metabolism in cancer cells 

[Wer+04]. Thus, PET is fundamentally different from other body imaging techniques such as 

Computed Tomography (CT) and Magnetic Resonance Imaging (MRI), which mainly provide 

body anatomic information. 
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The working principle of PET is briefly illustrated in Figure 1:. First, the tracer is injected into 

the subject, where the blood flow distributes it through the body according to its biochemical 

properties. Then, when a radioactive atom of the tracer decays, a positron is emitted from the nu-

cleus and, after travelling a short distance (typically between a few tenths of a millimeter up to 

several millimeters [Phe06]), it combines with an electron. The process that follows is known as 

annihilation, in which both the positron and the electron are annihilated and a pair of 511 keV 

gamma photons is emitted in opposite directions (180
o
 apart). 

 

Figure 1: PET working principle. 

The PET scanner needs to detect both emitted photons of the pair to establish the line of response 

(LOR) along which the annihilation took place. After millions of LORs are acquired, a tomo-

graphic 3D image of the subject can finally be formed, revealing the places where annihilations 

occurred (i.e. where the tracer concentration was higher). 

To enable the detection of the photon pairs, PET scanners are normally constructed in the form 

of a ring of detectors, each of which needs to determine the energy, position and time of arrival 

(ToA) of the incoming gamma photons. This data is then fed to a coincidence unit, which is re-

sponsible for determining if any two detected photons are from a unique annihilation process. 

This is done by first selecting the photons with the correct energy, and then employing a coinci-

dence timing window, usually a few nanoseconds wide [Lew08]. Finally, the LORs are generat-

ed based on the photons position information.  
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The detectors most widely used in PET scanners are scintillation detectors [Phe06], which are 

composed by a dense crystalline scintillator material coupled to a photodetector. The scintillator 

is a material that absorbs the incoming high-energy gamma photons and emits low-energy pho-

tons (light) as a result. The scintillation light is emitted isotropically in a short pulse in time, typ-

ically a couple hundred nanoseconds long [Phy11], as illustrated in Figure 2. 

 

Figure 2: Scintillation light pulse hitting the photosensor and its respective outputs. 

The amount of light photons that is emitted from a single 511 keV gamma absorption is typically 

very low, varying between 1k to 30k photons depending on the scintillator material [Phy11]. 

Therefore, the first requirement for PET photosensors is to possess a very high sensitivity in or-

der to achieve a good signal-to-noise ratio (SNR). 

Another important requirement for the photosensor concerns its timing performance. The recent 

development of bright and fast scintillators such as LSO, LYSO and LaBr3 has enabled the usage 

of Time of Flight PET (ToF-PET), which explores the difference between the arrival times of the 

gamma pair to estimate the position along the line-of-response (LOR) where the annihilation 

took place. Therefore, to actually improve the signal-to-noise ratio (SNR) and image contrast 

with ToF-PET, the employed detectors must feature sub-ns timing performance [Mos07].  

Moreover, as PET detectors can be up to tens of cm in size [Wer+04], the photosensors must also 

provide spatial information, so as to localize the scintillation point inside the crystal. The actual 

performance requirement in this case will depend on the crystal geometry, which is usually a ma-

trix of small needle-sized crystals or a continuous crystal block.  
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Finally, it is important to note that PET is usually performed alongside CT for body anatomy in-

formation. A recent goal of biomedical imaging research is, however, the PET-MRI integration, 

as MRI, with respect to CT, offers better soft tissue differentiation and does not incur an addi-

tional dose of radiation to the patient [Pic+08]. This goal brings an additional requirement for 

PET photosensors: the compatibility with the magnetic fields generated by MRI. 

1.2. The proposed solution 

The PET detector developed in SPADnet is scintillator-based, and thus the requirements briefly 

summarized in the previous section for the light sensor all apply to the solution presented in this 

thesis. Moreover, the scintillator material selected to form the PET detector for SPADnet was 

LYSO. LYSO has several advantages that make it a popular scintillator in PET applications: 

high stopping power (density), high light yield and fast decay time, among others [Phy11]. 

LYSO is also non-hygroscopic, making its manipulation during experimental measurements 

much easier than with its hygroscopic counterparts, such as LaBr3(Ce). On the other hand, LYSO 

contains the radioactive isotope 
176

Lu, and thus emits background radiation which must be taken 

into account when designing the sensor architecture. 

To best meet the requirements for a PET detector, a comprehensive modeling of the energy and 

timing performance of single-photon sensors for PET is initially performed. This modeling al-

lows the definition of guidelines for the sensor design, aiming at the ideal parameter compromis-

es. Based on the defined guidelines and requirements, a top-to-bottom architecture using CMOS 

technology and SPADs is proposed. The architecture incorporates in-pixel spatio-temporal com-

pression of SPAD pulses for increased fill-factor, per-pixel timestamping of photons for im-

proved timing resolution and top-level monitoring of the photon flux for efficient scintillation 

detection.  

The first implementation of this architecture is done in the form of the SPADnet-I, which is a 

8×16-pixel sensor fabricated in 0.13 μm 1P4M CMOS imaging technology [Bra+14]. The 

SPADnet-I is also able to offer a real-time output of the total detected energy that can be used for 

pile-up rejection and scintillator decay time estimation. 

Given some of the innovative aspects of the proposed architecture, new concepts for data post-

processing are developed, specially with regards to gamma time of arrival estimation. Using the 
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developed techniques, the complete characterization of the sensor is performed, where the best 

performance values obtained are an energy resolution of 10.8% and a coincidence resolution 

time of 288 ps. 

1.3. Structure of the Thesis 

The remainder of this thesis is organized as follows: the next chapter describes the state-of-the-

art of the light sensors used in scintillator-based detectors for PET applications. Chapter 3 focus-

es on the PET detector requirements and how they translate into guidelines for the design of the 

SPADnet sensor, for which some performance models are presented. Chapter 4 details the sensor 

architecture and its first implementation, the SPADnet-I sensor. Chapter 5 discusses the chal-

lenges in processing the innovative data flow from the SPADnet sensor and the proposed solu-

tions. Chapter 6 then presents the characterization results, both electro-optical and in gamma-

detection, and, finally, Chapter 7 lays the conclusions and discusses possible future develop-

ments of this work.  
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Chapter 2 State of the Art 

Historically, the most commonly used light sensors in PET scanners were photomultiplier tubes 

(PMTs) [Del+09]. A typical PMT is formed by a vacuum tube containing a photocathode, which 

emits an electron for each incoming photon, followed by electron multipliers, which multiply 

each electron up to millions of times [Phe06], and an anode, which is the collector electrode. The 

very high gain provided by the electron multipliers equates to a very high sensitivity, along with 

low noise and fast response. 

However, since PMTs are composed of vacuum tubes, they are somewhat bulky and fragile. In 

addition, they also require power supplies of many hundred volts and are sensitive to magnetic 

fields – meaning their use in PET-MRI scanners is difficult. Due to these disadvantages, solid-

state detectors (SSDs) have long been proposed as an alternative to PMTs [Lig+86].  

SSDs are intrinsically compact and rugged, besides being insensitive to magnetic fields and usu-

ally requiring lower operating voltages. One of the first SSDs to be proposed as a light sensor in 

PET scanners was the avalanche photodiode (APD). APDs provide reasonable timing resolution 

and gain, which are, however, substantially worse than in PMTs [Ber+08]. As such, research in 

the field of SSDs for PET has been very active in the last years, and a new type of SSD recently 

suggested for PET has been showing promising results: the Silicon Photomultiplier (SiPM) 

[Ott+04]. As this is the type of detector targeted in this thesis, a detailed discussion about its 

state-of-the-art is given in the next section. 

2.1. Silicon Photomultipliers 

SiPMs are formed by a densely packed array of APDs working in Geiger mode (i.e. biased above 

their breakdown voltage) and connected in parallel, as schematically shown in Figure 3(a). When 

a single photon is absorbed by a Geiger mode APD, a very fast avalanche is triggered, generating 

a current pulse. Due to this characteristic, Geiger mode APDs are also known as single-photon 

avalanche diodes (SPADs). Moreover, as the SPADs are connected in parallel, when a scintilla-

tion occurs, a current signal builds up at the SiPM output proportional to the number of SPADs 

triggered, resulting in an output pulse similar to the one seen with PMTs [Lew08]. This pulse 

then needs to be processed through external electronics for the estimation of the gamma time, 

energy and position information. 
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(a) 

 

(b) 

Figure 3: analog (a) and digital (b) SiPM architectures. 

The performance of PET detectors heavily depends on the type and dimension of the scintillator 

crystal used in the measurements. Therefore, for an unbiased figure-of-merit (FOM) comparison 

between SiPM-based PET photosensors, an LYSO crystal with 3×3×5 mm³ size will be used as a 

standard. Focusing first on the detectors coincidence resolving time (CRT, also known as timing 

resolution), [Sei+12a] reports a CRT of 138 ps using Hamamatsu SiPMs, while [Yeo+12] reports 

183 ps using SensL devices and [Gol+13] obtained 186 ps with FBK-SRS SiPMs. Other works 

have focused on energy resolution characterization, another important FOM for PET, with 

[Ser+13] reporting 10.2% also with FBK-SRS SiPMs, and [Szc+13] reporting 10.5% with Ha-

mamatsu sensors (with a 5×5×5 mm³ crystal, however). 

Other companies are also working on SiPM development, such as Excelitas Technologies 

[Exc14], or KETEK [Ket14]. In general, though, the performance of the various SiPM manufac-

turers in PET applications is relatively similar, and the above comparison of SiPMs in similar 

measurement conditions is very representative of the state-of-the-art of the technology.  

Still, the intrinsic photon counting capability of SPADs is not fully exploited with SiPMs, as the 

analog-to-digital (A/D) conversion is only performed on the final summed current output, 

through external electronics, and is therefore subject to electronic noise. Since the SPAD output 
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is only able to distinguish between a photon and no photon (i.e. it is an intrinsically binary out-

put), performing the A/D conversion at each individual SPAD can significantly improve the 

noise performance of the system. This approach has been recently pursued in [Fra+09], with the 

so-called “digital SiPM”, schematically shown in Figure 3(b).  

The digital SiPM takes advantage of CMOS technology to perform a 1-bit A/D conversion per 

SPAD and to integrate an on-chip digital accumulator that produces the sensor energy output. In 

addition, the timing information is also generated on-chip, by a time-to-digital converter (TDC), 

and there are per-SPAD memories that can disable noisy devices, further improving performance 

and device yield. One disadvantage of the digital SiPM is that the fabrication process cannot be 

fully customized for optimum SPAD performance, as is the case of the dedicated analog SiPM, 

since the digital SiPM requires CMOS technology. 

Up to now, only one group has successfully developed and characterized a digital SiPM for PET, 

reporting a CRT of 153 ps and an energy resolution of 10.4% [Hae+12], also with a 3x3x5 mm³ 

LYSO crystal. Other groups have also been pursuing the digital SiPM approach [Man+12], 

[Bér+12] without, however, having reported PET characterization results yet. Finally, CMOS 

SiPMs have also been reported for different applications, such as fluorescence lifetime imaging 

[Tyn+12]. 

In Table 1, the aforementioned performance numbers of SiPM detectors are summarized. As is 

clear from this comparison, the performance of the various SiPM manufacturers is not that dis-

parate, and in fact the similarity between them indicates that SiPMs may be approaching the 

physical limits of the PET working principle and of the LYSO scintillator, for instance. Nonethe-

less, the digital SiPM technology offers interesting opportunities for the development of features 

that go beyond typical SiPM design: with the possibility of on-chip electronics integration, sys-

tem-level improvements can be developed that reduce the system complexity and cost, or enable 

increased data collection from scintillation events, for instance. The availability of this new data 

flow may then foster the progress of alternative processing techniques that can bring future 

breakthroughs to the PET field. 
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Table 1: comparison of the PET performance of state-of-the-art SiPMs using LYSO crystals of  

approximately 3×3×5 mm³. 

Manufacturer Refs. 
Analog (A)/ 

Digital (D) 
CRT 

Energy 

 resolution 

Hamamatsu [Sei+12a], [Szc+13] A 138 ps 10.5% 

SensL [Yeo+12] A 183 ps - 

FBK-SRS [Gol+13], [Ser+13] A 186 ps 10.2% 

Philips PDPC [Hae+12] D 153 ps 10.4% 
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Chapter 3 Gamma Detection in PET Scanners 

The goal of a PET photodetector is to sense the arrival of a gamma photon, and then estimate 

three of its features: energy, time of arrival and incident position. Given the structure of scintilla-

tion detectors, these tasks are all appointed to the light sensor, which must perform them based 

on the light incoming from a scintillation event. In the following sections, the main issues re-

garding each of these tasks will be analyzed, along with the resulting requirements for the sensor. 

The main goal of these analyses will be to define a set directions for the sensor architecture and 

design, which will then be discussed in Chapter 4. 

3.1. Gamma Discrimination 

As gamma photons arrive randomly in time, in a completely asynchronous fashion, it is crucial 

that the PET photodetector be event-driven so as to only provide data to the system when an ac-

tual 511 keV scintillation occurs. This ensures that the next level of the system hierarchy (in the 

case of SPADnet, the module FPGA) is not overflown with data. Moreover, depending on the 

sensor architecture, the sensor readout operation may result in a detection dead time, which can 

be further detrimental to the PET system performance. To identify the best strategy for gamma 

discrimination, in the next paragraphs a model for the scintillation event will be defined. 

The light pulse emitted from a scintillator when a gamma photon is absorbed can usually be de-

scribed as the convolution of two exponential functions [Hym65]: one representing the gamma 

energy transfer – which translates into the pulse rise time – and another representing the crystal 

radiative decay – which translates into the pulse decay time. The equation for the photon flux 

         reaching the photosensor can then be written as in (1), where   is the time of absorption 

of the gamma photon,    is the scintillator rise time,    is the scintillator decay time and     is 

the total number of detected photons after a sufficiently long integration time (i.e. much larger 

than   ). 

             
 
  

   
    

  
   
  

     
 (1) 
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At the same time, the photodetectors are constantly subject to noise, both from the readout cir-

cuits as from the photodetection devices (e.g. the SPADs) themselves. The combination of these 

noises can manifest itself as a signal equivalent to that of a few light photons, resulting in overall 

flux similar to the curve shown in Figure 4.  

 

Figure 4: expected flux (photon and noise) at the photosensor when an event occurs at time Θ. 

The first point to notice from this graph is that the gamma discrimination function may be a sim-

ple threshold, as long as the scintillation flux is sufficiently stronger than the noise level. In other 

words, the first requirement of the sensor is that its signal-to-noise ratio must be high enough so 

that the random variations in the noise level do not generate false positive events.  

However, intrinsic to the discrimination concept described above is that the sensor must be able 

to detect the flux of incoming photons. This is a not obvious feature in typical image sensors 

(e.g. standard CMOS image sensors [ElG+05] or SPAD pulse counters [Sto+09a], [Pan+11]), 

which are integrating sensors, that is, they contain an analog integrator or digital counter at their 

output. These sensors would have an output with the form of Figure 5 (i.e. the integral of Figure 

4). As the arrival time   occurs randomly in time, one does not know when to “start counting” 

(or, more precisely, when to reset) so that a threshold can be efficiently compared. 

Finally, depending on the crystal size and in the optical coupling between sensor and crystal, the 

scintillation photons will be spread in a relatively large area in the sensor. Therefore, the discrim-

ination of a gamma event requires a sensor with (1), a high SNR, (2), photon flux monitoring, 

and (3), that this monitoring occurs on a relatively large area. 
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Figure 5: expected counting output based on the flux of Figure 4, for a gamma event arriving at two different 

times, Θ1 and Θ2. 

3.2. Energy Estimation 

Although identifying the gamma energy may not seem crucial to PET systems, since all gamma 

rays emitted from the annihilation process have 511 keV, gamma rays can also interact with mat-

ter through Compton scattering, which results in the gamma photon losing part of its energy and 

changing its travel direction. This means that there are a few possible scenarios for scintillation 

events at a PET detector:  

(a) an unscattered gamma photon is fully absorbed by the scintillator through the photoelec-

tric effect;  

(b) a previously scattered (e.g. at the body) gamma is absorbed by the scintillator;  

(c) a gamma photon goes through Compton scattering in the scintillator, and then escapes 

it; 

(d) a gamma photon goes through Compton scattering in the scintillator and then is fully 

absorbed by it. 

As should be expected, events of type (a) are the ideal ones, enabling the maximum SNR and a 

correct reconstruction of the LOR. Type (b) events must absolutely be discarded, since they 

changed direction along their path to the scintillator and would provide an incorrect LOR. Type 

(c) events could be used to reconstruct an LOR, even if their SNR would be lower due to the 

smaller deposited energy. However, there is no way to distinguish (c) events from (b) ones, and 

thus (c) events must also be discarded. Finally, for (d)-type events, the correct LOR could be re-
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constructed if the position of the first deposition site could individualized. Given the speed of 

light of the gamma photons, though, current state-of-the-art sensors do not feature the required 

timing resolution for this.  

The physics behind the Compton scattering process that occurs in scintillators results in scattered 

events of up to 340 keV [Wer+04]. Additionally, when using a scintillator with intrinsic radioac-

tivity, the scintillator-emitted gamma photons will also generate events that need to be discarded. 

In the case of LYSO, its intrinsic radiation will emit photons with 88, 202 or 307 keV [Pre08].  

Therefore, in PET systems, low-energy events must be distinguished from unscattered, 511 keV 

gamma absorptions and then discarded. It should be noted that (d)-type events actually cannot be 

distinguished through their energy, as the full 511 keV were deposited in the scintillator. There-

fore, the scintillation position information, which will show two separate deposition sites, must 

be used to discard these events. 

A typical energy spectrum obtained in a PET system is shown in Figure 6 [Med10]. As can be 

observed in the graph, both the scattered range upper-limit of 340 keV as well as the 511 keV 

peak are not very sharp, and are actually merged. To describe this energy estimation uncertainty, 

the energy resolution figure-of-merit (FOM) is typically used, which is obtained by dividing the 

full-width-at-half-maximum (FWHM) of the 511keV peak of the energy spectrum by the peak 

value itself. As such, the smaller is the detector energy resolution, the better is its energy estima-

tion. 

 

Figure 6: Typical energy spectrum obtained in a PET scanner, with an energy resolution of about 20%. 

FWHM

peak 
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The energy estimation uncertainty in a PET detector is the result of the many stochastic process-

es present between the emission of light photons by the scintillator and their detection by the 

photosensor. Moreover, as shown by the merging of the peaks in the spectrum above, this uncer-

tainty leads to a non-optimal filtering of low-energy events, possibly leading to a deterioration of 

the final PET image quality. Therefore, an investigation of these processes is merited, and will 

be performed next. To simplify this discussion, the photosensor will be assumed fully digital, i.e. 

it will be considered a digital counter with negligible readout electronic noise.  

In a PET detector, the energy estimation comes from integrating the incoming flux shown in 

Figure 4. Therefore, two main processes will contribute to the final estimation: the photon flux 

itself and the photodetector noise. Given the digital counter assumption, the main source of un-

certainty in both these process will be shot noise, which follows a Poisson distribution. Moreo-

ver, the scintillator itself is also a source of uncertainty due to the intrinsic variation in the num-

ber of emitted low-energy photons for the same absorbed gamma energy.  

As these three processes are independent and uncorrelated, their variances can be summed to ob-

tain the total energy variance. From this, and since in a Poisson distribution the variance is equal 

to the mean, the energy resolution of a detector can be written as in (2). 
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In the above equation,     and        are the average number of counts due to photons and pho-

todetector noise for one event integration, respectively, and             is the intrinsic energy 

resolution of the scintillator. Moreover, to obtain the 2.35 factor that converts the standard devia-

tion into the FWHM, it is assumed that the average number of counts is high enough so that the 

Poisson distribution can be approximated by a Gaussian distribution. It is also interesting to note 

that the sensor energy resolution is equal to the inverse of its SNR, apart from the multiplying 

2.35 constant. Therefore, minimizing the energy resolution means increasing the SNR, which al-

so improves the gamma discrimination function, as described in the previous section. 
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Equation (2) can be used to estimate the achievable energy resolution using     and        as 

input parameters. This is shown in the contour plot in Figure 7, where the scintillator was con-

sidered LYSO, with an intrinsic energy resolution of 8% [Nas+07]. 

 

Figure 7: Contour plot of the expected energy resolution versus the number of photon and noise counts. 

The graph shows that up to about 10 noise counts per event, the energy resolution is not affected 

by photodetector noise. From this point onwards, the resolution starts worsening relatively fast 

with the noise counts in log scale, in accordance with the square root relation of equation (2). On 

the other hand, with respect to photon counts, the energy resolution changes very slowly for high 

photon counts, and then worsens somewhat exponentially as photon counts go down in linear 

scale (this is shown by the constant resolution black lines getting closer to each other). 

These considerations make it clear that the intrinsic scintillator resolution is by far the most lim-

iting factor for the detector energy resolution, at least when considering state-of-the-art SiPMs 

such as the ones referenced in Chapter 2. Nonetheless, to achieve an energy resolution at least as 

good as the state-of-the-art (i.e. slightly above 10%), the digital counter sensor must detect 

around 1500 photons with not much more than 100 noise-generated counts. 
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3.3. Time of Arrival Estimation 

Obtaining the time of arrival (ToA) of a gamma photon is crucial to the workflow of a PET 

scanner, since the coincidence unit of the system uses this information to match two detected 

gammas in opposite detectors of the ring, as explained in Chapter 1. Similarly to the energy reso-

lution, the timing resolution of a detector indicates the uncertainty with which the time of arrival 

information is estimated. Therefore, the better is the timing resolution of the system, the smaller 

can the coincidence window be made, thus reducing the amount of false coincidences and im-

proving the image quality of the system.  

From the perspective of the coincidence window alone, i.e. with standard PET scanners, even a 

relatively low resolution of a few nanoseconds can provide a reasonably good imagine quality 

[Lew08]. However, in ToF-PET the detector timing resolution has a much greater importance, as 

the time difference between the pair of detected gammas is used to estimate the position of the 

annihilation process along the LOR. This way, the detector timing resolution directly impacts the 

final image quality. 

For an effective ToF-PET detector, the timing resolution must be at most a few hundred picosec-

onds [Mos07], since, for instance, a resolution of 500 ps results in an uncertainty (FWHM) of 

about 7.5 cm, which is still an order of magnitude higher than the resolution achieved by PET 

systems through the processing of several LORs [Spa+10]. Therefore, in recent years there has 

been a strong research push towards improving timing resolution in PET scanners. 

Before modeling the ToA estimation, an important distinction must be made between the system 

(or coincidence) timing resolution and the single detector resolution. The final desired figure, i.e. 

the time difference between the pair of detected gammas, is obtained from the subtraction of the 

ToA estimations of the two gammas in coincidence. As such, the system timing resolution – also 

known as the coincidence resolving time, the CRT – is composed by a linear combination of two 

stochastic processes. As the two ToA estimations are completely independent, assuming also that 

the two opposite detectors are identical, the CRT can be written as in (3). 

                      (    
      

 )
 
       √       

(3) 
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This again assumes that the underlying distribution is Gaussian, and thus the 2.35 factor is used 

to convert the standard deviations         and      into the FWHM, which describes the CRT. It 

should be noted that this conversion is not usually necessary during characterization or in simu-

lations, as the actual CRT distribution can be obtained and the FWHM taken directly. Nonethe-

less, as will be shown later, this distribution is anyway typically very well fitted by a Gaussian. 

Given the above considerations, in the next subsections the single detector timing resolution, de-

scribed by     , will be modelled and analyzed, so as to identify the best compromises in the de-

tector design. This modelling will focus on three processes: the emission of photons by the scin-

tillator, the detection of the photons by the sensor and the sensor temporal noise, which may 

generate noise timestamps that are indistinguishable from photons ones. 

3.3.1 Timestamp Model 

The first and most important process that affects the timing resolution in PET detectors is the 

emission of photons by the scintillator. This process was already described in terms of the flux 

that reaches the sensor, in section 3.1. To model the uncertainty in the timing estimation, equa-

tion (1) can be rewritten as the probability density function (PDF) of the emission of each photon 

     |  , with each emission being independent and identically distributed (i.i.d.) [Fis+10]. 
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The corresponding cumulative distribution function (CDF) can be written as: 
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 (5) 

After the photon is emitted, it will travel through the scintillator crystal until it reaches the photo-

sensor. For simplification purposes, in this work the photon transport time in the crystal will be 

considered negligible. Next, the photon will be detected by the photosensor. Similarly to the 

model in section 3.2, the sensor model will comprise an ideal digital counter that is also able to 

timestamp all detected photons. Between the photon absorption by the sensor and its timestamp-
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ing, different processes will occur at the sensor (e.g. SPAD avalanche, signal transmission, TDC 

triggering) that will contribute to jitter in the final timestamp. As these processes are generally 

random and independent, for the proposed model they will be approximated by a single Gaussian 

distribution           , with mean         and standard deviation        , as written in equation (6) 

[Sei+12a]. Considering that the photon is absorbed at    , to maintain causality, it is assumed 

that      (so that               ). 
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Since the photon timestamp is the sum of the photon emission with the detector jitter, the result-

ing distribution is given by the convolution of the two underlying distributions. Therefore, the 

PDF      |   and CDF      |   of the photon timestamp can be written as shown below, with 

the full mathematical development of these equations provided in Appendix A. 

     |    ∫        |               
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The effect of the detector jitter in the photon timestamp PDF is graphically shown in Figure 8. In 

this figure, the PDF is plotted for three cases: no jitter, a jitter of 200 ps FWHM and a jitter of 

400 ps FWHM. As can be observed, the overall shape of the PDF hardly changes, however the 

rising time is made progressively slower. As will be shown in the analysis section below (3.3.3), 

this causes a significant worsening of the system CRT.  

The last process that can influence the timing resolution is the detector temporal noise, which has 

already been discussed in sections 3.1 and 3.2. Observing the expected flux at the sensor as 

shown in Figure 4, and given the assumption that the sensor can timestamp every single photon 

that it detects, it is expected that noise-generated timestamps can also occur.  
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Figure 8: Comparison of the photon timestamp PDF with and without detector jitter. 

This temporal noise manifests itself uniformly over time, and thus is described by the uniform 

distribution. However, for the PDF of the uniform distribution to have a non-zero value, it should 

be limited to a finite time interval. As such, for the proposed model, noise-generated timestamps 

will be assumed to occur only during a finite integration time     , that starts together with the 

scintillation and finishes after effectively all photons have been detected (i.e.        ). This 

implies that, for the actual ToA estimation procedure, it is possible to remove any noise 

timestamp that occurred before the scintillation itself, while the ones generated during the scintil-

lation event will be undistinguishable from photons. As will be shown later in the experimental 

results chapter, this is not an unrealistic hypothesis. The resulting noise PDF equation is shown 

in (9). 

        |   {

 

    
                   

                          

 (9) 

From a system perspective, the obtained timestamps may now come from two independent com-

ponents, that is, the system timestamps are randomly selected between photon and noise 

timestamps. The resulting distribution is defined as a mixture distribution [Frü06], with a PDF as 

shown in equation (10), where    are the weights of each underlying distribution      . 
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Given that the proposed model defines a fixed integration time for the noise distribution, the 

weights can simply be taken as the ratio between the number of photon and noise counts 

[Man+13]. Moreover, for simplification reasons, the mixed distributions are considered to be 

     |   and         |   directly, meaning that the noise timestamps are not convolved with the 

system jitter. This should not affect the final result, as the noise timestamps are already com-

pletely random in time, and additionally, it will allow for an interesting simplification of the final 

PDF equation. The photon plus noise timestamp distribution can then be written as: 

      |   
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         |   (11) 

It is interesting to note that, since        is simply the integral of the noise flux during the de-

fined integration time, a noise occurrence rate        can be defined so that                   . 

Since         |        ⁄  during the integration time, equation 10 can be rewritten, for this 

same interval, as: 

      |   
 

          
 (         |         ) (12) 

Therefore, as should be expected, the final distribution does not directly depend on the integra-

tion time, except in the form of a normalizing constant that ensures that the PDF integrates to 

unity. Finally, to graphically illustrate the effect of the temporal noise, Figure 9 shows the result-

ing PDF with the gradual inclusion of the modelled effects: first for the photon emission only, 

then emission with detector jitter and, finally, emission with detector jitter and temporal noise. 

As previously discussed and evident in the graph, the temporal noise becomes a baseline for the 

emission with jitter distribution, which has its peak reduced so that the PDF equation still inte-

grates to unity. 
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Figure 9: Comparison of the photon timestamp PDF with and without detector jitter and with and without 

temporal noise. 

3.3.2 Methods for Timing Resolution Assessment 

The model described in the previous subsection only provides a distribution for the timestamps 

that will be obtained by the system. Therefore, a method it is still required to assess how this dis-

tribution actually translates into the system timing resolution. Two different methods will be 

considered depending on how the detector estimates the gamma ToA. In the first scenario, the 

detector uses only a single timestamp for estimation, while in the second all timestamps can be 

obtained and then combined to provide an improved gamma ToA estimation.  

Even if the second scenario may seem the best, in real systems, providing all timestamps can 

heavily degrade other system parameters, such as the photon detection efficiency (PDE) due to 

degraded fill-factor (FF). As this compromise completely depends on the actual implementation 

of the photosensor, it is out of the scope of this chapter and will be left for later discussion. The 

goal of this subsection is to provide the methods for assessing the timing resolution with respect 

to the various parameters present in the model described above, such as the jitter standard devia-

tion and the noise occurrence rate, and not to compare the merits and disadvantages of different 

ToA estimation techniques.  

Starting with the scenario of single-timestamp estimation, the theory of order statistics [Arn+92] 

can provide the tools to quantify the uncertainty that each ordered timestamp will exhibit. Con-

sidering the set of   i.i.d. timestamps, if these timestamps are then put in ascending order, the 
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PDF of the i-th order timestamp is given by equation (13), where      and      are the PDF and 

the CDF of the unordered timestamps. 

  |      
  

            
{    }    {      }        (13) 

Considering a system where a single timestamp is used as the gamma ToA, but where this 

timestamp can be selected to be a specific order of the incoming flux of timestamps, the variance 

of the distribution in (13) can be used as an estimate of the detector timing resolution [Fis+10]. 

For a detector that can timestamp all its detected photons, the Cramér–Rao bound (CRB) can ex-

press the lower limit on the variance of an unbiased estimator of the gamma ToA   [DeG86]. In 

other words, given an unbiased estimator for the gamma ToA that combines all detected 

timestamps, its variance will be equal to or higher than the CRB. The CRB is defined as in equa-

tion (14), where  ̂ is the unbiased estimator of  , and       is the Fisher information regarding 

  of all   timestamps. 

     ̂  
 

     
 (14) 

The Fisher information of all   timestamps, in turn, is defined as in equation (15) [Sei+12b]. 

        ∫ [
 

  
   |  ]

 

 
 

   |  
   

 

  

 (15) 

It is interesting to note that it has been shown [Sei+12b] that the CRB can already be achieved 

with only a relatively small subset of the timestamps, namely the first dozen or so, depending on 

the detector parameters. Therefore, the CRB can be considered a reasonable assessment of a de-

tector timing resolution even if the detector is not able to timestamp all incoming photons, but 

only the first ones in each scintillation event. 
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3.3.3 Analysis 

Using the model and methods described in the previous subsections, it is now possible to inves-

tigate how the detector parameters will influence its timing resolution. Namely, the number of 

detected photons, the detector noise rate and the detector jitter will be analyzed with regards to 

their impact in the resolution. For all analyses, a LYSO scintillator will be assumed, featuring a 

rise time (  ) of 90 ps and a decay time (  ) of 43 ns [Sei+12b]. In addition, all resolution values 

will be reported in terms of CRT assuming two identical detectors so as to allow for easier com-

parison with experimental results both from this thesis as from the literature. 

To first analyze the photodetector PDE (i.e. the number of detected photons    ) isolated from 

other parameters, the scintillation emission distribution      |   described in (4) can be applied 

to the order statistics and CRB methods. In Figure 10, the FWHM of the first 30 orders along 

with the CRB translated to the FWHM assuming a Gaussian distribution is plotted for a total 

number of detected photons of 1000. 

 

Figure 10: CRT considering only the photon emission process with 1000 total detected photons. 

It can be observed that the first ordered statistic features the best single timestamp resolution, a 

behavior that can be shown to occur for any value of    . Moreover, the first photon resolution 
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Thus, in Figure 11, the resolutions obtained with the CRB and with the first photon are plotted 

versus a varying number of total detected photons. In this graph, the first photon can be from up 
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worse at the maximum plotted number of total photons (        ). In any case, both curves 

present a plateauing effect towards high photon counts, indicating that gains in detector PDE af-

ter a certain point have diminishing returns. 

 

Figure 11: CRT with the first photon and the CRB considering only the photon emission process with a 

varying number of total detected photons. 

Next, the photon with jitter distribution,      |  , can be used to analyze the impact of the sys-

tem jitter in the ideal detector CRT discussed above. Similarly to what was done in Figure 10, 

the graph below plots the single timestamps CRT versus photon order, as well as the CRB, with 

1000 detected photons, but now for different jitter values.  

  

(a) (b) 

Figure 12: CRT of the single timestamps (a) and of the CRB (b) considering the photon emission and the 

system jitter with 1000 total detected photons and different values of jitter. 
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With respect to the single timestamps, the addition of jitter into the model results in not only the 

worsening of the best CRT, but also that the first photon is no longer the best, with the best order 

increasing as the jitter increases. Interestingly, though, the jitter only affects the CRT of the ini-

tial timestamps, with the resolutions from the 10
th

 order and above being approximately equal. 

Regarding the CRB, the resolution worsens less than linearly with jitter, but still, a jitter of 

around 400 ps FWHM can worsen the CRB resolution more than three times. 

To obtain a complete picture of the CRT versus both the detector jitter and PDE, Figure 13 

shows a contour plot of the single timestamp CRT versus these two parameters. To improve vis-

ualization, only the CRT of the best order is used, and thus, for reference, Figure 14 shows the 

order of the best timestamp CRT used in each data point.  

As can be observed, the weight of the detector jitter in the CRT increases rapidly as the number 

of detected photons increase: for very low    , the CRT is almost constant with respect to jitter, 

while at high photon levels the CRT quickly degrades with jitter values as low as 50 ps. Moreo-

ver, the trend shown with the photon-emission-only model in Figure 11 is also clear in Figure 13, 

where, for a constant jitter value, the CRT worsens approximately exponentially when     de-

creases. To complete the analysis of the detector PDE versus jitter, Figure 15 plots the same con-

tour plot as in Figure 13, but now using the CRT obtained through the CRB method. 

 

Figure 13: CRT of the best single timestamp considering the photon emission and the system jitter versus the 

number of detected photons and the jitter FWHM. 
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Figure 14: order of the timestamp used in Figure 13. 

The CRB behavior differs from the best single photon one in two significant ways: first, as ex-

pected, a given CRT value can be obtained with a lower PDE or higher jitter, when compared to 

Figure 13. Secondly, for low values of jitter, the trend changes completely, with the CRB CRT 

continuously improving down to zero jitter. Of most importance, though, is that both analysis 

methods clearly show that, to obtain a CRT comparable with the state-of-the-art, not only is a 

reasonable PDE required – providing around 1500 detected photons – but also a low detector jit-

ter, near or below 100 ps FWHM, should be targeted. 

Finally, to analyze the effect of the temporal noise rate,       , in the timing resolution, the dis-

tribution model       |   is used. Due to the way that the noise uniform distribution was de-

fined in this model, with a fixed starting point, the ordered timestamp method cannot be used to 

estimate the CRT, as the timestamp distributions will be strongly biased towards this starting 

point. The CRB method, on the other hand, evaluates the overall uncertainty that having noise 

during a scintillation event would add to an unbiased estimator, and thus does not depend on the 

noise starting point. As such, in Figure 16 the CRB CRT is plotted versus        for 1000 detect-

ed photons and different values of the detector jitter. 
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Figure 15: CRT of the Cramér-Rao bound considering the photon emission and the system jitter versus the 

number of detected photons and the jitter FWHM. 

 

Figure 16: CRT of the Cramér-Rao bound considering the complete model (photon emission, jitter and noise) 

with 1000 total detected photons and different values of jitter. 
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Therefore, the next and final analysis plots the contour plot of the CRT versus the number of de-

tected photons and the noise rate, with a fixed jitter FWHM value of 150 ps. 

 

Figure 17: CRT of the Cramér-Rao bound considering the complete model (photon emission, jitter and noise) 

versus the number of detected photons and the noise rate, with a fixed jitter FWHM of 150 ps. 
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the CRT increases much more rapidly than to the energy resolution. 
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precision of the LOR will be mainly given by the detector spatial resolution, which is then one of 

the key parameters determining the scanner final image quality. However, there are two physical 

limitations in the LOR reconstruction that need to be addressed first: positron range and gamma 

emission non-colinearity. 

Positron range accounts for the small distance that a positron travels between its emission and is  

annihilation. As the gamma pair is emitted from the annihilation site, the LOR is actually indicat-

ing this position as opposed to the positron decay one. Even though the positron undergoes mul-

tiple direction changes until it is annihilated, the positron range is defined as the Euclidean dis-

tance between the decay and the annihilation sites, as the error in the LOR reconstruction is a 

function of this distance. Moreover, as it is a stochastic process, the value usually quoted as posi-

tron range is the FWHM of its distribution [Phe06]. Finally, the positron range depends on the 

radionuclide used, and the spatial resolution loss that it causes in the final PET image is usually 

between a few tenths of a millimeter up to several millimeters [Phe06]. 

The non-colinearity, on the other hand, accounts for the fact that the pair of gamma photons will 

not be emitted at exactly 180
o
, and will, in fact, be emitted with a distribution of angles with a 

mean of 180
o
 and a FWHM of 0.5

o
 [Phe06]. Since the LOR reconstruction assumes perfectly op-

posite gammas, this effect will also produce an intrinsic spatial resolution error. This error de-

pends on the diameter   of the PET ring, and can be approximated as          [Phe06]. Thus, 

for clinical PET systems with diameters in the order of 90 cm, the error becomes close to 2 mm, 

while for pre-clinical PET, with diameters closer to 20 cm, it is smaller than 0.5 mm. 

In light of these effects, it is clear that the goal for the detector spatial resolution is considerably 

loosened depending on the PET application. Nonetheless, the factors influencing the detector 

spatial resolution will be discussed below, assuming a pre-clinical PET system, which presents a 

smaller intrinsic spatial error. 

With respect to the photosensor in a PET detector, the main parameter that can affect the spatial 

resolution is the pixel size. In this case, the pixel is defined not as a single photodetection device 

(i.e. a SPAD), but as the smallest area of the sensor from which independent energy information 

can be obtained to form a two-dimensional energy map of the event. Additionally, the sensor 

PDE also affects the spatial resolution, as the higher the number of detected photons, the better 

the statistics to provide the position estimation. 
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However, the spatial resolution of scintillation detectors depends even more strongly on the crys-

tal geometry, which can generally be categorized into two main groups: needle or continuous 

crystals. In the needles configuration, an array of small crystals (typically around 1 × 1 mm² in 

pre-clinical applications [Wer+04]) is tightly packed together and placed above the photodetec-

tor, with each needle surrounded with reflective material so there is no light sharing between 

needles. In the continuous configuration, a large, continuous crystal is coupled to the photodetec-

tor to form the detector block. In both cases, a light guide layer is usually inserted between the 

crystal and the photodetector with the aim of decreasing the photon density on the sensor surface 

[Lew08]. 

Due to the reflective coating in typical needle configurations, any X and Y intra-needle position 

information is lost. As such, the spatial resolution of a needle-based PET detector is a direct 

function of the size of the individual crystals. Additionally, the addition of a light guide results in 

the light from a single crystal spreading over an area much larger than the crystal itself. There-

fore, the sensor pixels can be made quite large (e.g. 3.4 mm pixel pitch with 0.8 × 0.8 mm
2
 crys-

tals in a detector prototype [Son+10] or 3 mm pixel pitch with 1.1 × 1.1 mm
2
 crystals in a com-

mercial scanner [Nag+13]), while still providing enough information to correctly distinguish 

scintillations from different crystals. Alternatively, one-to-one coupling between crystal and pix-

el can be used, in which case the pixel pitch will match the crystal pitch [Lev+07]. 

On the other hand, the spatial resolution in continuous crystal configurations heavily depends on 

the photosensor ability to recognize the light spatial distribution on its surface. Therefore, for 

continuous crystal detectors, the pixel size is a much more critical parameter. Still, recent devel-

opments have demonstrated continuous crystal PET detectors with a spatial resolution of 0.9 mm 

with pixel pitch of 1.5 mm [Llo+10], or a resolution of 1.6 mm with a pixel pitch of 3.3 mm 

[Sch+09]. Therefore, also in the continuous crystal case, a pixel pitch in the order of one to few 

millimeters is sufficient for the application.  

Finally, the scintillation position in the third dimension (Z) of the crystal also affects the preci-

sion of the LOR. Crystals used in commercial clinical PET scanners can have up to 30 mm 

thickness [Wer+04], and thus gamma photons arriving at oblique angles can cause parallax er-

rors in the LOR reconstruction if the depth of interaction (DOI) information is not obtained. Still, 

many PET systems do not provide this information and simply assign the scintillation point 

source to a small distance from the front edge of the crystal [Lew08].  
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Many different methods have been conceived along the years to obtain the DOI in PET scanners. 

For instance, two different scintillators can be placed on top of each other, and their different de-

cay times used to identify in which layer the scintillation occurred, in what are usually called 

phoswich detectors [Sao+99], [Jun+07]. Alternatively, two crystal arrays of the same type can be 

arranged on top of each other with a small offset, and thus the DOI can be obtained from the X 

and Y position [Liu+01]. Another approach is to place photosensors in more than one crystal sur-

face, in so called double-sided readout detectors, and use the photon ratio between the sensors to 

estimate the DOI [Del+10].  

Finally, in continuous crystal configurations, the light spatial distribution depends on the DOI, 

and thus can be used to estimate it, with no changes in the actual detector construction [Lin+08], 

[Ler+05]. Nevertheless, in all these DOI-capable examples, the sensor pixel pitch was in the 

same range as the ones previously described in this section, indicating that DOI capability does 

not incur a stricter requirement for the pixel pitch. 

3.5. Other features 

A few other sensor features can be valuable in a PET system. For instance, as mentioned in the 

previous section, obtaining the scintillator decay time can be an important tool for DOI determi-

nation in some crystal configurations. This requires a sensor that can monitor the incoming flux, 

which was actually already required for gamma discrimination (see section 3.1). 

Another feature that can improve the final PET image quality is the ability to detect pile-up 

events. Pile-up events occur when two scintillations overlap in time, with the first one being 

from a low-energy gamma, so that the total detected energy during the integration time is similar 

to that of a 511 keV event. As such, the initial low-energy event cannot be discarded through en-

ergy windowing as discussed in section 3.2. The best alternative to distinguish these types of 

events from true 511 keV events is again through the incoming flux, which will have a second 

sharp rising edge during the integration time. Alternatively, also the spatial information can be 

used for this task, with the limitation, however, that the two overlapped events are sufficiently 

spaced from each other. 

Finally, an additional very important parameter for a PET sensor is its efficiency in detecting 

gamma photons. Ideally, the sensor needs to be fully ready for a new event as soon as it finishes 

integrating the previous one, i.e. there should be no dead time due to data readout or processing. 
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Moreover, also the discrimination function should not incur any dead time, specially deriving 

from sensor noise. In this way, the sensor is always ready to receive an event, and is only busy 

when there is an actual scintillation occurring. This would maximize the sensor efficiency, al-

lowing a higher gamma count rate to be detected, and thus enabling, for instance, a reduction in 

the PET exam time or an improvement in the statistics acquisition. 

3.6. Summary 

This chapter laid the main requirements of PET detectors and how they translate into sensor de-

sign parameters. The key conclusions were: 

 Detecting the incoming flux at the sensor is critical, not only for gamma discrimination, 

but also for pile-up detection and even DOI estimation in phoswich detectors. 

 The PET performance, both in terms of energy and timing resolution, showed a plat-

eauing after a high enough number of detected photons per event. This means that there 

is room to add innovative features to the sensor, as their area occupation (and resulting 

reduction in PDE) will not necessarily have a strong negative impact on the performance. 

From a different perspective, this means that increasing the PDE after a certain point has 

diminishing returns, and should not be pursued at all costs. 

 Similarly to the PDE discussion above, the sensor temporal noise only starts affecting 

performance after a given level, so even if it needs to be minimized, eliminating it com-

pletely should not be one of the main goals of the design. 

 The sensor jitter, on the other hand, can significantly affect the timing resolution down to 

very low levels, and thus minimizing it should be high on the sensor design priorities. 

 The intrinsic limitations of spatial resolution in PET systems considerably lessen the re-

quirements on the sensor pixel pitch, and thus a pitch similar to the current available sen-

sors is sufficient. 

 Finally, minimizing any dead time that may exist in the sensor operation flow is also very 

important, as it will translate into improved PET system characteristics. 
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Chapter 4 The SPADnet sensor 

As mentioned in the first chapter of this thesis, the SPADnet sensor uses CMOS technology with 

the main goal of simplifying the PET detector module construction, with the sensors directly 

providing the scintillation data in digital form. While this can reduce the total system costs and 

complexity, using CMOS technology also opens the door for new features to be added at the sen-

sor level. In fact, the recent development of deep submicron CMOS nodes, which have been 

demonstrated to be compatible with SPADs [Nic+10], [Far+08], [Ric+09a], [Kar+10], enables the 

integration of processing circuits into sensors with minimum area overhead.  

Therefore, the main objective during the design of the SPADnet sensor was to not only fulfill all 

the requirements presented in the previous chapter, but also to improve the state-of-the-art 

through the inclusion of innovative features in the sensor die. To this aim, the following sections 

will describe, first, the concepts and compromises pertaining to the design of SPAD-based sen-

sors, then, the sensor architecture will be presented and, finally, a section will be dedicated to the 

first complete implementation of this architecture, the SPADnet-I chip. 

4.1. SPAD-based sensors: design concepts and compromises 

The typical operation of SPADs implemented in CMOS technology is briefly described in Figure 

18. The SPAD anode is connected to a passive quenching transistor and to an inverter, while the 

cathode is biased with a voltage above the breakdown. When a photon is detected, an avalanche 

is triggered and a voltage pulse builds up on the anode, which is then digitized by the inverter, 

and finally results in a digital pulse with a given duration at the output. This pulse duration is 

commonly referred as the SPAD dead time (     ), since any further avalanches generated dur-

ing this time will not produce a new output pulse.  

Furthermore, avalanches can also occur due to thermally generated carriers or band-to-band elec-

tron tunneling, which will generate digital pulses indistinguishable from the photon-generated 

ones. These pulses are the main source of noise in SPAD-based sensors, and are characterized by 

their occurrence rate, known as the dark count rate (DCR) [Cov+96]. In fact, in a SPAD-based 

fully digital detector, the DCR is the sole responsible for the temporal noise modeled in Chapter 

3, since the high gain yielded by the avalanche and the immediate digitization of the signal mean 

that the system is free from readout electronic noise. 
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Figure 18: operation principle of SPADs in CMOS technology. 

In a large set of equally-sized SPADs (e.g. a SiPM), not all devices will show the same DCR, as 

the random distribution of defects in a silicon wafer strongly affects the DCR distribution. As 

such, a small percentage of SPADs – the ones with defects in their active area – exhibit DCRs 

much higher than the median, usually up to two orders of magnitude higher [Gul+05], [Pan+09]. 

This phenomenon is quantified by the SPAD yield, which is the percentage of SPADs that have 

DCRs below a certain desired threshold. In a large SiPM, these high-DCR SPADs can become 

the detector main source of noise. 

The SNR in SPAD-based sensors is strongly impacted by the SPAD characteristics, as the num-

ber of detected photons depends on the SPAD PDE, while the detector noise comes from the 

DCR (see equation (2)). Therefore, maximizing the SNR is strongly correlated to finding the best 

trade-off in the SPAD size, as enlarging the SPAD increases the FF (the guard-ring thickness is 

kept constant while the active diameter increases), but it also increases the average DCR and re-

duces the SPAD yield. Moreover, these two noise characteristics scale more-than-linearly with 

area [Pan+07], [Ric+11], resulting in practical SPAD diameters being limited to a few dozen mi-

crometers ([Hae+12] is one of the largest CMOS SPAD reported, with 59.4 x 64 um
2
 size with 

78% FF). 

For the SPADnet sensor, the SPAD structure and technology will be derived from previous 

works in the targeted 0.13 μm 1P4M CMOS process [Ric+09a], [Ric+11]. These works provide 

an excellent starting point for the design of a SPAD-based sensor, as different SPAD structures 

and sizes have been fabricated and tested. The results of these tests showed that circular-shaped 
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SPADs provide the best yield, with up to 90% of SPADs close to the median value of the popu-

lation. As such, this structure was selected for the SPADnet sensor. 

Moreover, the data presented in [Ric+11] can be used to draw a sensor-specific line on the sur-

face graph shown in Figure 7. That is, from the specific relation between DCR and FF provided 

by the selected structure, a single energy resolution value can be obtained corresponding to a 

given SPAD size. However, to do that, a few other assumptions still need to be made: first, as the 

number of detected photons also depends on the optical coupling between the sensor and crystal, 

two scenarios will be considered: 1000 and 1500 photons with a SPAD of 15 μm active diame-

ter. Secondly, the integration area will be defined so that it contains about 50k SPADs, also of 15 

μm active diameter. From this, the number of detected photons and of dark counts can be calcu-

lated for each SPAD size, and the energy resolution obtained through equation (2). 

Figure 19 plots the results, showing that, for both optical coupling scenarios, the energy resolu-

tion shows little variation for SPAD active diameters between about 16 and 34 μm. It should be 

noted, however, that this model does not take into account second order effects such as optical 

crosstalk, which occurs when photons are emitted in the avalanche process and subsequently de-

tected by neighbouring SPADs. This effect has been shown to increase with the SPAD size 

[Pie+13], [Gol+14], and should be taken into consideration when defining the final SPAD diam-

eter. 

 

Figure 19: energy resolution versus SPAD active diameter for round SPADs based on [Ric+11]. Detection of 

1000 and 1500 photons is assumed in an area containing 50k SPADs with 15 μm active diameter. 
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4.2. Sensor Architecture 

As has been discussed in this thesis, there are two main topics that steer the design of the SPAD-

net sensor: SPAD-based design issues and gamma detection requirements. Corresponding to these 

two points, the sensor design was approached from two perspectives: bottom-up and top-down. In 

the first, the typical SPAD front-end was taken as a basis for a new detector cell, aiming at max-

imizing the achievable FF, while still providing digital counting and photon timestamping. The 

top-down methodology, on the other hand, focused on coping with the gamma detection require-

ments, such as monitoring the photon flux and minimizing the dead time.  

These two approaches will be discussed below, organized according to the resulting sensor hierar-

chy (shown in Figure 20): the detector cell is the lowest level, consisting of many SPADs con-

nected to a counter. On the opposite end, the top-level is responsible for discriminating gamma 

events and controlling the sensor exposure. As will be made clear from this discussion, a middle 

hierarchy level is also required, putting together the results of the bottom level with the expected 

inputs of the top, which takes form in the pixel. An overview of the architecture will also be dis-

cussed through its complete timing diagram. 

 

Figure 20: sensor hierarchy overview. 

4.2.1 Counting photons: the mini-SiPM 

The component that has the highest impact on the detector cell characteristics is, of course, the 

SPAD. In turn, the SPAD has many of its characteristics defined by its size, which, as shown in 

the previous section, has a functional range orders of magnitude smaller than the required pixel 

pitch for PET detectors. This small size of the SPAD has two important consequences for the 
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sensor design: first, the probability of a SPAD detecting a photon during one scintillation event 

is quite low – for instance, with 50k SPADs under uniform illumination for a total of 1500 de-

tected photons, the Poisson distribution of counts results in each SPAD having only a 3% proba-

bility of detecting one or more photons in an event. Secondly, due to the large number of 

SPADs, the total area required for the SPADs readout electronics can also strongly impact the 

sensor FF.  

Therefore, to improve the DCR vs. FF compromise while at the same time reducing the required 

electronics for reading out the SPAD array, two data compression techniques were developed: 

spatial and temporal compression [Bra+11]. These two techniques are implemented in tandem in 

a fully digital, small area SiPM (henceforth called mini-SiPM), which form the basic building 

block of the SPADnet sensor architecture. 

At a high-level, the mini-SiPM is simply composed of many SPADs connected to a single digital 

ripple counter, with the goal of minimizing the electronics per SPAD. However, there is one 

main challenge with this approach: how to efficiently connect the SPADs outputs to the digital 

counter. To solve this, the spatial and temporal compression techniques were conceived, which, 

together, produce the counter clock signal. A simplified schematic of the mini-SiPM architecture 

is shown in Figure 21. 

 

Figure 21: simplified schematic of the mini-SiPM architecture, highlighting the two compression schemes: 

spatial and temporal. 
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The spatial compression technique consists of a group of SPADs connected to an OR-function 

gate, which may also perform the digitization of the signals, as shown in the figure. This means 

that SPADs connected to the same gate which trigger during each other’s dead time are com-

pressed so that only one is counted. As such, for all practical aspects, the spatially compressed 

group works as a single large SPAD, but with a key advantage: the group’s average DCR scales 

linearly with active area – since the compressed SPADs are of the same size – while the yield is 

kept constant.  

The spatial compression technique can significantly improve the previously mentioned compro-

mise in SPAD size, even if the FF of the spatially compressed SPADs is the same as the one of 

the single SPAD. On the other hand, the possible disadvantage of compression loss is minimized 

by the combination of the SPADs small size with the low photon density in PET scintillator de-

tectors.  

As a final note on spatial compression, one could also replace the OR gate with a XOR gate in 

applications where the event duration is sufficiently longer than the SPAD dead time and the 

photon density is higher. This would allow the counting of up to all SPADs in the group and ef-

fectively eliminate any loss due to spatial compression, while only marginally increasing the 

electronics area occupation.  

Whereas the spatial compression explores the relatively faint distribution of photons in space, the 

temporal compression takes advantage of the distribution of photons in time. By adding a mono-

stable circuit with a short pulse width after the spatial compression, it is possible to effectively 

mask the SPAD dead time and then compress many more SPADs together.  

Depending on the CMOS process node used, the monostable pulse width can easily be made 

sub-nanosecond, essentially creating a single-wire GHz channel where the SPAD triggers are 

transmitted. Since the data in this channel is flowing in the form of a train of pulses, the output of 

the final OR gate can be directly connected to the counter clock input. This provides a substantial 

area gain compared to other digital summing solutions as, for instance, a full parallel adder. 

Moreover, each monostable pulse maintains the photon time of arrival information in its rising 

edge, and thus the timestamping capability of the system is preserved. Finally, due to the binary 

coding intrinsic to digital counters, another advantage of this architecture is that it can signifi-
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cantly reduce the number of bits to be readout when compared to a one-bit per SPAD configura-

tion. 

As with spatial compression, the potential disadvantage of count loss with temporal compression 

is minimized due to the relatively low photon arrival rate with respect to the high speed of the 

digital blocks in deep-submicron CMOS. It is also interesting to note that the benefits of tem-

poral compression make it attractive even for applications where spatial compression is not de-

sired (i.e. applications with higher photon density). In these cases, the monostable could simply 

be connected to the SPAD output itself, which would, however, increase the electronics area oc-

cupation. 

To illustrate the mini-SiPM operation, Figure 22 shows a mini-SiPM with 32 SPADs, divided in 

8 spatially compressed groups, and a corresponding timing diagram. For easier understanding, 

photons arrive sequentially in groups 1, 2, 4, 5 and 8, generating, first, a long pulse at each group 

OR output, and then a short pulse at their monostables. A second photon at group 4 is also 

shown, highlighting how compression loss can occur. The final output of the structure is shown 

at the last line of the timing diagram, demonstrating the train of pulses, which can be directly 

connected to a counter clock input.  

Additionally, the FF of the mini-SiPM can be further optimized when implementing n-well shar-

ing SPADs, as demonstrated in [Pan+07], or in [Wal+12] in the targeted technology. This way, 

all SPADs can be tightly packed together, while all required electronics can be kept in a separate 

strip, as shown in the two floorplan examples in Figure 23. This arrangement also allows for 

maximum packing of different SPAD shapes, such as the honeycomb-like for round SPADs il-

lustrated in the figure. 
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Figure 22: example of a mini-SiPM with 32 SPADs and a timing diagram. 

  

(a) (b) 

Figure 23: examples of mini-SiPM floorplans with (a) round and (b) square SPADs. 
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4.2.2 Gamma detection: the top-level 

As mentioned in Chapter 3, scintillation events arrive at the sensor randomly in time, and thus 

must be discriminated, ideally through the monitoring of the incoming flux. On the other hand, 

the detector cell proposed above, as well as SPAD-based sensors in general, are counting devices 

which provide an integral of the flux as output. This apparent conflict in the detector design can 

be solved by dividing the counting operation in short, consecutive time bins, which will provide 

a discrete approximation of the flux. 

To accomplish this, the sensor will feature a synchronous architecture, with a clock signal defin-

ing the time bins for the counting operation. A gamma discriminator can then monitor this 

stream of data to detect the occurrence of a scintillation event. When this happens, an integration 

period is started, where the counts are actually accumulated to provide the gamma energy esti-

mation, and the timestamps of the initial photons – which were shown to be the best for the 

gamma ToA estimation in Chapter 3 – are saved. 

Since the light photons emitted from the scintillation reach the sensor in a short burst in time, but 

spread in a relatively large area, the count stream provided to the discriminator must be gathered 

from many mini-SiPMs up to the top-level, in real time. This can be achieved with a distributed 

adder in an H-tree-like topology superimposed over the mini-SiPM array, where each node per-

forms the addition of the counts from its leaf cells (the mini-SiPMs). This topology provides 

equalized propagation delay from all nodes, thus improving the maximum attainable clock 

speed. Moreover, since all mini-SiPMs must be synchronized for this scheme to work, the clock 

signal is distributed through the tree in the opposite direction of the count data flow. At the top of 

the tree, a discriminator can then monitor the total chip count value to determine when an event 

occurred. The block diagram of the top-level in shown in Figure 24, illustrating an 8x8 mini-

SiPM array and a resulting discrete flux estimation. 

From the count stream provided by the adder tree, the discrimination logic can use a simple 

thresholding scheme to distinguish a scintillation event, as discussed in Chapter 3. However, due 

to the asynchronous nature of the incoming events, a scintillation may start close enough to the 

end of a bin that not enough photons are detected to surpass the discriminator threshold in this 

first bin. As such, the discriminator actually uses two thresholds, comparing them to two consec-

utive photon flux samples to detect an event, as shown in the state diagram in Figure 25. With 
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this algorithm, the first threshold can be made small, slightly above the noise level, so that even 

in the case of an event arriving very close to the end of the time bin, the photons on this bin will 

be taken into account both for the energy estimation and for the timestamps. The second thresh-

old, on the other hand, can be made large, so as to clearly distinguish between the desired gam-

ma events and noise/scattered events.  

 

Figure 24: block diagram of the sensor top-level. 

 

Figure 25: state diagram of the discriminator. 

When the discriminator goes into the integrate state, a corresponding signal will be fed back into 

the array, indicating that the flux must now be integrated, starting from the time bin compared to 

the first threshold, and also that the timestamps from these initial bins must be saved. Then, after 

a configurable integration time tint is finished, the discriminator goes into the readout state and 

signals the array to stop integration. 
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Due to the synchronous nature of the architecture, it is straightforward to implement a pipeline 

between photon counting and discrimination, so that both operations can occur in parallel. This 

means that while the mini-SiPMs are counting in a given time bin, the discriminator can compare 

the previous bins to the desired thresholds. As such, the system does not incur any dead time due 

to the discrimination operation. Depending on the implementation, the array readout operation, 

which is required to obtain the spatial information, can also be pipelined, at the expense of area 

occupation for the data buffers. 

Finally, another important feature of this architecture is that the ToA estimation is completely 

decoupled from the discrimination function, as the relevant event timestamps are saved for post-

processing. This means that the discriminator can be configured with the sole purpose of increas-

ing the sensor efficiency, i.e. of reducing the number of triggers due to noise or scattered events, 

without regarding the effects on the timing resolution. 

4.2.3 Meeting in the middle: the pixel 

Between the mini-SiPM and top-level architectures described above, a few required tasks are 

still missing in the system, namely: photon timestamping, event integration management and da-

ta retention for readout. These tasks could be directly implemented at the mini-SiPM level, how-

ever, there is a key limiting factor on the mini-SiPM size: the compression losses. If the number 

of SPADs spatially or temporally compressed is too large, the assumption of low photon detec-

tion probability in the groups may no longer hold true, and a significant number of photon counts 

may be lost. 

As such, the optimal mini-SiPM size may not match the desired pixel pitch for the application, 

and thus the pixel was introduced as a mid-level in the hierarchy. The pixel is composed by an 

array of mini-SiPMs, and can be ideally placed at one of the adder tree node levels. It is respon-

sible for accumulating the counts when an event starts, timestamping photons and saving data for 

readout. Its block diagram is shown in Figure 26, along with the required modifications in the 

mini-SiPM schematic. 

The first thing of notice in the pixel diagram is that the critical resources for energy and 

timestamping, the mini-SiPM counter and the pixel TDC, are duplicated. This was done since, at 

the end of each time bin, these blocks need to be frozen, read out into a memory, and finally re-

set so as to be ready for the next time bin. These operations take a non-negligible amount of 



4.2 SENSOR ARCHITECTURE 

47 

time, and thus, to avoid any dead time due to them, the blocks were duplicated so that while one 

is working, the other one is going through readout and reset.  

 

Figure 26: block diagram of the pixel, also showing the required modifications at the mini-SiPM. 

The selection between working and stopped block is done through the PIPE signal, which is 

simply a frequency division of the clock (i.e. it stays high for a whole clock period, and then low 

in the next, and so on). This selection actually occurs in two places: at the inputs of the coun-

ters/TDCs, PIPE is used to direct the incoming data (i.e. the mini-SiPM pulses) to the working 

block. On the other hand, at their outputs, an inverted PIPE signal is used to multiplex the 

stopped block output to the next stage of the architecture. The detailed timing diagram of these 

operations will be described in the next subsection. 

The overall pixel architecture contains two main data paths: counts (energy) and timestamps. 

The energy data comes from the mini-SiPM count outputs, which are summed together (as part 

of the previously described adder tree) and then fed to a FIFO register for storage. This FIFO has 
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when the pixel is readout, the total energy accumulated during the exposure period is provided in 

a single register. As such, the FIFO depth (i.e. the number of FIFO register stages) is defined by 

the delay of the feedback loop with the discriminator. It should be noted that the first FIFO stage 
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counter readout and summing, since the pixel energy is fed to the adder tree only after the first 

register.  

For the timestamping subsystem, the mini-SiPM pulse trains, already divided by the PIPE signal, 

are OR’d together and connected to the two TDCs, with each one being stopped by a different 

phase of PIPE. This way, in each time bin, the enabled TDC is able to timestamp the first pulse 

that reaches it. This architecture demands for a careful layout of the mini-SiPM towards mini-

mizing the skew added by the compression tree, since, at the pixel level, there is no way of 

knowing from which SPAD the timestamped pulse came from (so as to correct its skew). 

A possible disadvantage of the proposed structure is that timestamping only the first pulse in 

each time bin may deteriorate the gamma ToA estimation. However, even if more TDCs could 

be added so as to also timestamp the following pulses, this would result in diminishing returns: 

first, due to the temporal compression of pulses up to the TDC level, the second and following 

photons could actually be compressed with the first, and thus would not be timestamped. Sec-

ondly, these TDCs would reduce the FF, contributing to an overall worsening of the timing reso-

lution as shown in Chapter 3. Finally, there is a probability that these subsequent photons will 

impinge as the first photons on different pixels, and will therefore be timestamped anyhow. This 

means that the trade-off in the number of timestamped photons (and their order) is balanced not 

only by the number of TDCs in a pixel, but also by the pixel size. For PET applications, the one 

active TDC per pixel figure was deemed as a good compromise. 

Moreover, due to DCR, the TDCs may also be triggered when there are no impinging photons. 

Therefore, to minimize the probability that the TDC was already triggered by a dark count when 

a photon arrives, the time window defined by PIPE must be relatively short or, more specifically, 

the clock frequency should be sufficiently higher than the total DCR of the pixel. This probabil-

ity can be plotted versus the ratio between DCR and clock frequency according to equation (16), 

which considers that as gamma events occur randomly in time, their average time of arrival in 

one clock cycle is at half the cycle. The results are shown in Figure 27. 

          
 

   
          

(16) 
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Figure 27: average probability of the TDC being triggered by a dark count before a gamma event arrives. 

As can be observed in the figure, with a DCR of 10% or less of the clock frequency, the proba-

bility of the TDC being occupied by a dark count when the gamma event occurs becomes negli-

gible, at below 5%. Moreover, even with a DCR equal to the clock frequency, this probability 

rises to only 40%, indicating that even with a high DCR, if the photons are spread across a suffi-

cient number of pixels, there will anyway be some TDCs available for photon timestamping. 

Going back to the pixel block diagram, similarly to the energy FIFO, the TDCs FIFO is respon-

sible for storing the timestamps until readout. However, since only the initial timestamps of the 

event are required, once the integrate signal arrives at the pixel, the TDCs FIFO will be frozen, 

and only the timestamps of the first few time bins (the same number as the FIFO depth) will be 

available for readout.  

Finally, it is interesting to note that the pixel architecture is independent of the TDC internal ar-

chitecture; however, to minimize power consumption, it is preferred that the TDC is started only 

when a pulse arrive from the mini-SiPMs, being stopped by the PIPE signal, and not the other 

way around. 

4.2.4 Timing Diagram 

To provide an overview of the full sensor architecture, the timing diagram of the sensor is shown 
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Figure 28: timing diagram of the sensor. 
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the pixel, which will both freeze the TDC FIFOs and start integration in the energy FIFO. This 

way, the timestamps generated at bin “2” are stored at the last TDC FIFO register, while the sum 

at the accumulator is started also from bin “2”. When the integration time (comprised by the dis-

criminate and integrate states) is finished, the sensor will go into the readout state, stopping the 

pixel accumulators and then waiting to be readout by an external controller. 

4.3. First implementation: SPADnet-I 

One of the key issues when implementing the architecture described above is sizing all the hier-

archy levels. This will be discussed in the next subsection, with the subsequent ones presenting 

the detailed schematics of the chip, the layout floorplans and, finally, the chip micrograph. 

4.3.1 Hierarchy sizing 

Analogously to the architecture conception, the process of sizing the different sensor blocks is 

started by looking at the two extremes of the hierarchy concurrently.  

The target for the SPADnet module dimensions is 50 × 50 mm
2
, with all module photosensors 

connected to a single FPGA for readout. As a compromise between board layout complexity, re-

quired FPGA input pins and sensor yield, a sensor pitch of 10 mm in both directions was chosen. 

Other requirements for die sawing and placement further reduce the sensor usable area to 9.85 × 

9.85 mm
2
. However, this first implementation is designed to be only an evaluation vehicle of the 

architecture, and is not intended to go into the final SPADnet module. As such, it was designed 

with one of the dimensions halved, which allows for the connectivity and data propagation at the 

full diameter to still be tested, while at the same time reducing the cost and risk of the design.  

On the other end of the hierarchy, section 4.1 provided an assessment of the optimum SPAD 

size, which ranged from about 16 to 34 μm active diameter. However, the energy resolution 

model used to obtain this range does not take into account some effects which are known to 

worsen with SPAD size, such as optical crosstalk, and thus the SPAD size was chosen to be at 

the lower end of the range, i.e. circa 16 μm. Further SPAD specifications are a circular shape and 

a guard-ring thickness of 1.5 μm, which results in a SPAD pitch of 19 μm. This value, however, 

will still be optimized for maximum FF after all the other hierarchy levels are defined. 
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Using the initial value of 16 μm for the SPAD active diameter, the mini-SiPM compression loss-

es can be estimated. For the spatial compression, it is assumed that the SPAD dead time is simi-

lar to the event integration time, and thus the SPAD can count a maximum of one photon per 

event, and further that, due to spatial compression, only one photon can be counted per spatially 

compressed group. From the Poisson distribution, the average count error due to spatial com-

pression,       ,  can then be expressed by equation (17), where   is the detected photon densi-

ty,       is the active area of one SPAD and      is the number of SPADs spatially compressed. 

         
                

            
 (17) 

Figure 29 plots the resulting count error versus the number of SPADs spatially compressed. For 

this graph, an average of 1500 detected photons was assumed, uniformly distributed in two light 

spot sizes: 3 × 3 and 4 × 4 mm
2
, resulting in density values of 166.7 and 93.75, respectively. 

These spot sizes were chosen as a good approximation based on the typical needle sizes used in 

pre-clinical and clinical applications, considering also the expansion of the spot due to light 

guides. Furthermore, the DCR was assumed sufficiently low so as to be considered negligible 

with respect to the photon density (for instance, with 150 ns integration time and 2000 

SPADs/mm
2
, each with 1 kHz average DCR, the dark count density in one integrated event 

would be only 0.3/mm
2
). 

 

Figure 29: spatial compression loss estimation versus number of SPADs. 
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A very similar estimation can be made for the temporal compression, simply replacing the densi-

ty in equation (17) with the flux, and the SPAD area with the monostable pulse width. Since the 

scintillation light flux is continuously changing during an event, its maximum value will be used 

as a worst-case estimation, which, from equation (1) with LYSO timing constants, becomes 

         . The number of photons (   ) in this case will be the expected number of counts in 

the temporally compressed group, thus finally resulting in the count error due to temporal com-

pression,       , shown in equation (18). 

         
                           

                       
 (18) 

To plot the temporal compression count error, the same assumptions as for the spatial compres-

sion were made, that is, an average of 1500 detected photons, uniformly distributed in two light 

spot sizes: 3 × 3 and 4 × 4 mm
2
. Moreover, the monostable pulse width,     , was estimated at 

half nanosecond, which is a realistic value given the 0.13 μm CMOS process node. The results 

are shown in Figure 30. 

 

Figure 30: temporal compression loss estimation versus number of SPADs. 
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200 temporally compressed SPADs. Based on this, the mini-SiPM SPAD array dimensions can 

be estimated, assuming, for instance, a 15 × 13 array with the honeycomb packing shown in Fig-

ure 23(a), which results in about 250 × 250 μm
2
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To define the pixel size, the most significant factor is the area occupation of the required elec-

tronics. An estimation of this area in the targeted technology resulted in an occupation of only 

3% in a 0.5 × 0.5 mm
2
 pixel or 1% in a 1 × 1 mm

2
 pixel. Counterbalancing the FF, however, are 

the many advantages that having a small pixel brings: for ToA estimation, for instance, smaller 

pixels mean more timestamps available in each event and a smaller DCR at the TDC input; for 

the energy and spatial estimation, it means that a more fine-grained information is available, al-

lowing for a better optimization of the integration area, for instance. Therefore, the pixel pitch 

was chosen to be at the vicinity of 0.5 mm. From this number, and taking into account the mini-

SiPM sizing described above, the pixel was defined as an array of 2×2 mini-SiPMs.  

Defining all the exact sizes of the full hierarchy now becomes an exercise in iterative optimiza-

tion of the sensor FF. For this, the final factors that need to be taken into account are the spacing 

required at the pixel array periphery for power distribution and the fact that the adder tree propa-

gation delay is minimized with a power of 2 number of pixels. Table 2 shows the results of this 

optimization process, with all sizes and specifications of the SPADnet-I sensor. 

Table 2: specifications and dimensions of all hierarchy levels of SPADnet-I. 

SPAD Diameter (active/total) 16.27/19.27 μm 

Mini-SiPM 

Spatial compression 3 SPADs 

Structure (temporal comp.) 12 × 15 SPADs 

Dimensions (with electronics) 270 × 290 μm
2
 

Pixel 

Structure 2 × 2 mini-SiPMs 

Dimensions 570 × 610 μm
2
 

Fill-factor 42.6% 

SPADnet-I 

Structure 8 × 16 pixels 

Dimensions 9.85 × 5.45 mm
2
 

possible  

SPADnet module  

version 

Composition 16 × 16 pixels 

Dimensions 9.85 × 9.85 mm
2
 

Fill-factor (with 10 mm pitch) 38.3% 
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One final architecture element that needs to be defined is the number of pipeline stages between 

the pixel and the discriminator. This depends heavily on the desired clock speed, which was tar-

geted at 100 MHz. From propagation delay simulations, it was defined that a single register stage 

at 5
th

 level of the tree was sufficient. 

4.3.2 Schematics 

The schematics of the mini-SiPM are shown in Figure 31, illustrating the SPAD front-end, the 

compression electronics and the counting block, with inputs highlighted in red. All SPAD cath-

odes are connected to a common bias line (VSPAD) and their anodes individually fed into passive 

quenching transistors. The front-end circuit is further composed by a Schmitt trigger inverter, 

which digitizes the SPAD pulse and prevents the slow recharge of the SPAD from affecting the 

compression circuit, and by a 6T SRAM, which allows disabling high-DCR SPADs. There is al-

so a level shifter which is used to pull the SPAD anode into a high voltage to guarantee it is bi-

ased below breakdown voltage when disabled.  

 

Figure 31: mini-SiPM schematics. 

Next, as previously defined, 3 SPADs are spatially compressed, and then the full 12 × 15 array 

(180 SPADs) is temporally compressed in a final train of pulses. The implemented monostables 
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digital ports of the compression tree were optimized for equalized delays between their inputs. 
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Finally, the two ripple counters of the mini-SiPM are implemented with 7 bits as a safety margin 

in case the targeted 100 MHz clock frequency cannot be achieved. With this depth, it is expected 

that even with a clock period matching the integration time, the counters will not saturate. Also 

implemented in the mini-SiPM is a test mode, selected by TESTEN, which switches the counters 

inputs to an external test pulse input. 

The pixel schematics are shown in Figure 32. The pixel logic generates the pipeline select signal 

PIPE and the TDCs/counters reset signals according to the timing diagram in Figure 28. Shown 

in the TDC trigger logic is the option to only start the TDC on the second incoming photon in 

each time bin. This option was added as a failsafe in case the pixel DCR is excessively high with 

respect to the achievable clock frequency (i.e. if the probability of the TDC being occupied by a 

dark count, as shown in Figure 27, is too high). Figure 32 also shows the TDC FIFO, with 3×12-

bit registers which are frozen when the discriminator enters the integrate state with the signal 

ACCUMULATE, and the accumulator/energy FIFO, which starts summing the pixel counts at the 

integrate state, and is frozen at the readout state. 

 

Figure 32: pixel schematics. 
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tion of 50 ps achieved in [Ric+09b] in the same technology is already much lower than the scin-

tillation timing resolution limit described in Chapter 3, and thus should not significantly affect 

the total system CRT. 

The block diagram of the TDC is shown in Figure 33: the ring oscillator has four pseudo-

differential stages, and it triggers a 9-bit ripple counter at each period, providing the coarse out-

put, while the 3-bit fine output is obtained by encoding its four internal nodes. As previously sug-

gested, to minimize the TDCs power consumption, the ring oscillator is started only when a pulse 

arrives from the mini-SiPMs, while being stopped by the pipeline select signal. Similarly to the 

mini-SiPM counters depth, the 12 bits of the TDCs were chosen so that their range could cope 

with a full integration time window. Lastly, the TDCs are connected to a separate, regulated sup-

ply line on the chip, so that, first, the TDC speed and power consumption can be tuned, and, sec-

ond, their peak power consumption do not affect the other sensor circuits. 

 

Figure 33: TDC block diagram. 

Figure 34 shows the schematics of the adder tree, together with the clock tree propagating in the 

opposite direction. The pixels are the tree leaves, and, as previously mentioned, already include 

two internal nodes for summing the mini-SiPM counters. The clock tree, on the other hand, actu-

ally contains four signals that need to arrive at all pixels synchronously and with the same delay 

as the clock: the clock, the FIFO control signals and the test pulses input for the mini-SiPMs. 

Finally, Figure 35 shows the block diagram of the chip top-level. Each pixel energy and 

timestamp information is readout by accessing the sensor in a standard row-wise mode, resulting 

in a full chip readout time of 2.84 µs at a 100 MHz clock, during which the sensor cannot detect 

further events. Moreover, during all discriminator states before readout, the sensor is constantly 

outputting the adder tree result, i.e. the discrete photon flux, which can be monitored externally 

in real-time, at the same sampling frequency as the clock (i.e. 100 MSamples/s). As a final back-

up feature, the internal discriminator can be completely bypassed in favour of an external one, 

since both the integrate and readout state signals can be provided externally. 
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Figure 34: adder tree schematics. 

 

Figure 35: top-level block diagram. 
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4.3.3 Layout floorplans 

Since having a high PDE, and thus a high FF, is one of the main goals of the SPADnet architec-

ture, defining a careful floorplan for the sensor layout is crucial. Moreover, due to the synchro-

nous architecture and the high timing resolution requirements, the high FF has to be balanced 

with equalized signal distribution. Therefore, the critical floorplans of the sensor are detailed be-

low: the mini-SiPM, the pixel and the adder tree. 

For the mini-SiPM floorplan, besides the shared-n-well honeycomb packing structure for the 

SPAD array, shown in Figure 23(a), the electronics also plays a major role in the attainable FF 

and timing resolution. Figure 36 shows the floorplan for the SPAD front-ends and compression 

electronics. Each 12-SPAD column is divided in 4 spatial compression groups with 3 SPADs 

each. The columns are then horizontally flipped so that the high voltage transistors in the SPAD 

front-ends are close to one another. The paths in the OR tree from each monostable up to the fi-

nal compression OR are shown as the coloured lines. This arrangement was chosen so as to min-

imize the path differences and thus the added skew. Finally, all empty spaces in the layout can be 

filled with decoupling capacitors for increased immunity to power supply noise. 

 

Figure 36: mini-SiPM electronics floorplan. 

The pixel floorplan, although relatively simple, is also crucial for the sensor FF and timing reso-

lution. It is shown in Figure 37, illustrating the vertical mirroring of the mini-SiPMs, with the 

pixel electronics in the middle. This allows for the SPAD arrays in adjacent pixels to be placed 

together, with no extra spacing with respect to intra-pixel SPADs. Moreover, the paths from the 

mini-SiPMs pulse trains and counters to the TDCs and adders are fully balanced. 
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Figure 37: pixel floorplan. 

Even though the floorplan of the adder tree no longer influences the timing resolution of the sys-

tem, it is crucial for the FF and the clock speed of the system. Therefore, the goal when floor-

planning the adder tree levels was, first, to keep a balanced propagation delay so as to maximize 

the achievable clock speed, and second to minimize the FF loss. This was achieved with the 

floorplans presented in Figure 38 and Figure 39. Since the pixel electronics do not take the whole 

width of the pixel, the area in between pixels can be used for the adders, as shown in the figures. 

As can be observed, levels 1 and 2 follow a typical horizontal pattern. However, L3 sums every 

other L2 so that it can be placed on the same strip of electronics, keeping the balanced signal dis-

tribution with no loss of FF. 

From level 4 and above, shown in Figure 39, this pattern is maintained, resembling two over-

lapped H-trees with a one pixel offset. Even if the path to L6 is unbalanced in SPADnet-I, this 

will not be required in the full array planned for the SPADnet module. Finally, L7 is placed at 

the top of the array, with its output going all the way down to emulate as close as possible a full 

16 × 16 array delay. 
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Figure 38: floorplan of the first three levels of the adder tree. 

 

Figure 39: floorplan of the last four levels of the adder tree. 
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4.3.4 Chip micrograph 

As previously mentioned, the sensor is implemented in a 0.13μm 1P4M CMOS imaging tech-

nology, achieving a pixel FF of 42.6%. The full die is 9.85×5.45 mm
2
 and is shown in the micro-

graph in Figure 40. The top pads are for testing purposes only, and the full sensor operation can 

be achieved using only the bottom pads. This way, the full 16 × 16 pixel array required for the 

SPADnet module can be obtained by simply doubling SPADnet-I with its lower pads, which 

would result in a FF of 38.3% with a 10 mm sensor pitch. This pitch and resulting small loss in 

FF is achievable thanks to the process featuring Through-Silicon Vias (TSV), which enable all 

pads to be connected via a ball grid array on the back of the die, as shown in Figure 41.  

 

Figure 40: SPADnet-I micrograph. 
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Figure 41: SPADnet-I chip with backside ball grid array. 
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Chapter 5 Processing SPADnet Data 

The SPADnet sensor, or in fact any typical digital PET sensor, will provide two types of raw da-

ta for each scintillation events: SPAD trigger counts and TDC codes. Both these values need to 

be processed to provide the required information about the originating gamma ray, that is, its ab-

sorption position, its time of arrival and its energy.  

Starting with the later, the gamma energy is directly related to the trigger counts, however dark 

counts and SPAD saturation need to be taken into account for a correct estimation. Regarding the 

gamma ToA, the processing of the raw TDC codes must use the response function of the TDCs 

to generate timestamps, which can then be further refined through previous knowledge of the 

scintillator and of the sensor characteristics to obtain the final ToA estimation. Finally, the scin-

tillation spatial information can be calculated by processing the distribution of the energy across 

many pixels. The algorithms and methods for spatial processing, however, strongly depend on 

the scintillator geometry, and thus are out of the scope of this thesis. 

Therefore, the following sections will describe the energy and ToA processing flow and, more 

specifically, how certain characteristics of the SPADnet sensor architecture can be taken ad-

vantage of for improving these estimations. 

5.1. Energy 

The process of energy estimation is basically a conversion from SPAD trigger counts to gamma 

energy using the sensor response curve. In an analog SiPM, this conversion is typically modeled 

on the basis that a SPAD can only detect one photon per event [Ren06], due to the SPAD dead 

time usually being equal to or longer than the event integration time. This way, the relation be-

tween the number of counted SPAD triggers,       , the number of absorbed photons     and 

dark counts    can be expressed by equation (19). 

              (   
 
      

      ) (19) 

          (20) 
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As should be expected, the sensor response in equation (19) also depends on the number of 

SPADs in the area under illumination,       . One of the assumptions inherent to this response 

model is that the light is uniformly distributed throughout these SPADs. Moreover, correlated 

noise sources, such as optical crosstalk, are considered negligible and thus are not included in the 

equation. Finally, the relation between     and the gamma energy     is considered linear, as 

expressed by equation (20), with   depending on the optical coupling and on the sensor PDE. 

In the specific case of the SPADnet sensor, the count to energy conversion is further complicated 

by the mini-SiPM compression schemes. On the one hand, the principle of spatial compression 

corresponds to having a larger SPAD with the same dead time, and thus the conversion model 

from the analog SiPM still applies. On the other hand, the temporal compression depends on the 

photon flux impinging at the sensor. This flux is continuously changing during a scintillation 

event, and thus its inclusion on the conversion model is not straightforward. 

In a digital SiPM without temporal compression, equation (19) could theoretically be solved for 

one variable,    , as both        and        would be precisely known. In practice, however, this 

cannot be done since the light distribution on the sensor is not necessarily uniform. As such, the 

typical procedure for obtaining the sensor response versus gamma energy is to fit equation (19) 

to a number of known energy points, which can be obtained with gamma sources with different 

energies. 

For the SPADnet sensor, the same procedure will be adopted, establishing that any loss due to 

temporal compression will be modeled as a reduced value of       . Moreover, the optical cross-

talk is considered negligible based on measurements reported in [Wal+12], where a mini-SiPM-

like structure using the same SPADs of SPADnet-I showed less than 2% total cross-talk.  

Therefore, to obtain the SPADnet response curve, the sensor counts are measured for three 

known energy values: zero (i.e. in the dark) and the two peaks of a 
22

Na gamma source, 511 keV 

and 1275 keV. Then, equations (19) and (20) are fitted to this data with three fitting parameters: 

      ,   and   . The fitting method uses the free and open source Matlab toolbox EzyFit 

[Ezy10], which performs a nonlinear minimization of the sum of squared residuals to find the 

best fit. This fitting is performed for each measured sensor configuration (e.g. different SPAD 

bias, different percentage of SPADs disabled, etc) so as to correctly obtain the energy resolution 

figure. 
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As an example of this procedure, Figure 42 shows the resulting fit with the three measured data 

points, as well as an indication of the theoretical linear response. The data points are obtained 

from the raw count spectrum shown in Figure 43, which, for comparison purposes, also shows 

the energy spectrum after conversion with the fitted curve. 

 

Figure 42: example of SPADnet-I fitted response curve (compression curve). 

 

Figure 43: raw count spectrum used to obtain the data points in Figure 42 and the resulting gamma energy 

spectrum. 
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5.2. Time of Arrival 

Given the small pixel size in the SPADnet sensor, it is safe to assume that light sharing will be 

applied in almost all crystal configurations, meaning that the light coming from a crystal needle 

will be spread across more than one pixel. Therefore, multiple TDC codes will be obtained for 

each scintillation event. These codes can serve two main purposes: one, they enable the system 

to better identify the gamma arrival in the presence of high DCR, that is, even if a few TDCs 

may have been already triggered when a gamma arrives, there will still be other TDCs available 

to timestamps the scintillation photons. Two, the photon-triggered TDC codes can be combined 

to improve the ToA estimation through multiple-timestamp algorithms [Bra+12], [Dam+13] 

[Ven+13]. 

As such, there are three main steps for converting the TDC codes into a final ToA estimation: 

first, the raw codes are converted into time values (timestamps), based on the TDC response 

function. Secondly, once an ordered list of timestamps is obtained, any initial dark-triggered 

timestamp must be identified and removed from that list. Finally, the remaining timestamps are 

used to obtain the gamma ToA. Even if the last two steps could be combined in a single maxi-

mum-likelihood estimator (MLE), these algorithms are computationally intensive, and as such 

are usually unsuitable for a real-time FPGA implementation. 

In the next subsections, the algorithms that perform these three steps are explained in detail. 

These algorithms have been chosen aiming at maximizing the timing resolution performance of 

the system while having minimum computational power requirements. 

5.2.1 From codes to timestamps 

An ideal TDC would have as its response function a perfect staircase, where each bit increment 

results in the same time-domain step. In this case, it would suffice to know the step value to 

transform the TDC code into a timestamp. This step could be obtained, for instance, by measur-

ing the maximum TDC code for a given known time window.  

In reality, however, there are small variations at every bit increment, which result in a non-ideal 

response. These non-idealities are usually characterized by the integral nonlinearity (INL) and 

the differential nonlinearity (DNL) [Doe+84], which can both be measured through a code densi-

ty test [Pel+97]. In a SPAD-based sensor, this test can be performed by acquiring many samples 
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of the TDC with a low uniform flux, which can be obtained through simple DCR or with con-

stant low-light illumination [Ric+09b], [Sto+09b], [Ger+09]. 

The data obtained in this test can be used to build the TDC response function, which is equiva-

lent to the INL curve. The TDC response function will then be of the form of a truth table, where 

each TDC code has its corresponding time value. However, with a large number of TDCs, stor-

ing all the required tables in the FPGA can quickly become impractical and inefficient. As such, 

a typically implemented alternative is to fit a first degree polynomial (i.e.       ) to the 

TDC response, and then use the resulting equation to convert the code to timestamp.  

Another possible simplification of the conversion method is to use a linear fit (    ) based on-

ly on the full-scale value of the TDC, that is, the time value of the maximum TDC code. This 

method features an interesting advantage, as the full-scale value can be continuously monitored 

during the system operation, thus allowing for real-time calibration of the TDCs with no meas-

urement interruption. This becomes particularly important due to temperature and voltage varia-

tions that can occur during the system operation. A simple example of a fictitious 3-bit TDC is 

shown in Figure 44, illustrating an ideal response, the actual TDC response, and the two above-

described fits. 

 

Figure 44: example of a 3-bit TDC response and its possible fits. 

For the SPADnet sensor measurements described in the next chapter, due to the demonstrated 

good linearity of the TDCs (see section 6.1.2), the linear fit method will be used to convert the 
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bly, care must be taken so that the correct TDC response function is applied. This can be con-

trolled by the FPGA, which simply flips a bit at each clock period, indicating which TDC is ac-

tive. 

5.2.2 Finding the first photon 

Once the list of timestamps for an event is obtained and then put in ascending order, a cumula-

tive distribution of the timestamps such as the one shown in Figure 45 can be obtained. The plot-

ted data in this example was taken from actual gamma measurements with the SPADnet-I sensor 

and LYSO that will be described in the next chapter.  

 

Figure 45: cumulative distribution of timestamps obtained from a typical gamma event, with a rough 

indication of the gamma ToA. 

Three regions can be clearly distinguished in the figure: the first one, characterized by a very 

slow slope, is due to dark-generated timestamps occurring before the gamma event arrives. The 

second one, starting slightly after the 15 ns mark and characterized by a very fast slope, is due to 

the actual photons generated from the gamma scintillation event. The third and final one occurs 

right after the gamma fast slope, and is characterized by a slowing of the slope due to most of the 

TDCs being already triggered, and thus the probability of one photon actually generating a 

timestamp being greatly reduced. 

To find the approximate starting point of the scintillation, i.e. the first photon, a threshold on the 

slope of the curve in Figure 45 can be used. To this aim, the intervals between each timestamp 
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are obtained, as shown in Figure 46. As can be observed, in this example, the dark-generated in-

tervals have values around 1 ns, while the initial scintillation timestamps are below 100 ps.  

 

Figure 46: intervals between the timestamps shown in Figure 45. 

However, due to the random nature of DCR, and furthermore due to optical cross-talk, there is a 

non-negligible probability that dark-generated timestamps also occur very close to each other, 

creating intervals similar to the scintillation-derived ones. Therefore, the first photon finder algo-

rithm was specified to compare a number of consecutive timestamp intervals to a threshold, de-

fining the first timestamp of the first interval group that is below the threshold as the first scintil-

lation photon. For example, with the data shown in Figure 46 and the algorithm set at three 

intervals below 200 ps, the timestamp #13 would be correctly chosen, as all intervals before it 

are above 200 ps, while the intervals 13-to-14, 14-to-15 and 15-to-16 are the first 3 consecutive 

intervals that are all below 200 ps. 

Both the number of intervals and the actual threshold value are configurable, and will vary ac-

cording to the sensor configuration. As such, when measuring several different configurations in 

sequence, an automated method to obtain the best values for these two parameters is required. To 

illustrate the developed method, Figure 47 shows the coincidence time distribution using the first 

photon as the gamma ToA, for three different parameter combinations, using the measured data 

from which the example above was taken. 
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Figure 47: coincidence time distribution using the first photon as the gamma ToA, for three different 

parameter combinations of the first photon finder algorithm. 

As can be observed in the figure, using a relatively high threshold and few consecutive intervals 

results in a barely perceptible coincidence peak, meaning that the first photon is being selected 

almost at random between dark timestamps. By reducing the threshold, and then increasing the 

number of consecutive intervals, the coincidence peak becomes clear, being well fitted to a 

Gaussian and featuring few occurrences outside the fit. Based on these results, the automated 

method for selecting the algorithm parameters was defined as finding the parameter combination 

with the highest peak value and fewer events outside the Gaussian fit. 

5.2.3 ToA Estimators 

After the first scintillation photon has been defined, the remaining timestamps are assumed to be 

due to photons and thus appropriate for use in the gamma ToA estimation. However, as illustrat-

ed by Figure 45 and Figure 46, a saturation effect starts to take shape after a couple dozen pho-

tons. This means that only the first few timestamps in the list will have an order that corresponds 

to the actual photon arrival order – e.g. the 5
th

 timestamp is likely to be the 5
th

 detected photon, 

but the 20
th

 timestamp is probably closer to the 25
th

 detected photon. As previously explained, 

this occurs due to presence of only one active TDC per pixel, meaning that any succeeding pho-

tons that hit an already triggered pixel do not have their timestamp registered. 
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In any case, as demonstrated by [Sei+12b], the initial scintillation photons are the most important 

for the ToA estimation, and thus this saturation effect may not necessarily hinder the CRT per-

formance of the system. It does mean, however, that these high-order timestamps probably can-

not be utilized by a multiple-timestamp estimator, or that at least the estimator must correctly 

model this saturation in order to utilize all available timestamps. 

For the SPADnet characterization, two algorithms to estimate the gamma ToA from the remain-

ing list of timestamps will be used. The first and simplest ToA estimator that can be implement-

ed is a single timestamp estimator, which defines the time of arrival of the gamma as one specif-

ic timestamp. This timestamp can be the first, second, third, and so on, from the remaining 

timestamp list obtained by the sensor. As shown in Chapter 3, the order of the timestamp with 

the best CRT will depend on the sensor and scintillator characteristics. 

Multiple timestamp estimators, on the other hand, combine the time of arrival of the first N pho-

tons to get a more precise estimate of the gamma arrival time. This class of estimators includes 

Maximum Likelihood Estimators (MLE), such as the one described in [Dam+13]. However, a 

MLE not only requires a very accurate model of the system in order to provide improved results, 

but also usually has considerable computational complexity, preventing its implementation for 

real-time ToA estimation in the SPADnet module FPGA.  

As such, a hardware friendly, multiple-timestamp algorithm based on order statistics was devel-

oped [Bra+12]. This estimator is based on the idea that using multiple timestamps to obtain the 

gamma arrival time is intuitively better than using a single one since the system noise can be av-

eraged. However, as shown in Chapter 3, each ordered scintillation photon has a different distri-

bution, and thus simply averaging the timestamps will not produce the desired effect of reducing 

the noise. 

To overcome this, the integral of the photon flux – which is simply the scintillation CDF multi-

plied by the number of detected photons as shown in equation (21) – can be used to obtain the 

expected timestamps of the ordered photons. These expected values can then be subtracted from 

the measured ones, in an operation somewhat equivalent to a deconvolution, and which results in 

values that should contain a measure of the noise in each timestamp. An estimator algorithm im-

plementing this principle was developed, named the inverse CDF-based estimator, and is ex-

plained in detail in the next paragraphs. 
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The scinillation expected timestamps values can be obtained numerically through the inverse 

     
     , where   is the photon order. This numerical calculation only needs to be performed 

once, offline, since the average number of detected photons can be used for    , which, as with 

   and   , are characteristics known a priori to the system. With this pre-built list of expected 

timestamps and the ordered list of measured timestamps, the inverse CDF-based estimator, then, 

proceeds as follows: 

 First, a constant is added to all expected timestamps so that the first value,      
     , 

equals the first measured timestamp. This step is necessary since the offline calculation 

of the expected timestamps assumes    . 

 Then, the differences between the two vectors – i.e. between each measured timestamp 

and      
     , where k is the order of the timestamp – are obtained. 

 Finally, the average of these differences is obtained and then added to the measured 

timestamp of the first photon, which is used as the final gamma ToA estimation. 

From this description, it can be observed that each estimation requires only some addition and 

subtraction operations (as many as the number of timestamps used) and one multiplica-

tion/division in the last step. As such, it is relatively straightforward to implement this algorithm 

in the SPADnet module FPGA with the required speed and resource utilization  

To analyze the effectiveness of this estimator, a Monte Carlo simulator was built based on the 

scintillation and sensor jitter models described in Chapter 3. The simulations are performed as 

follows: first, the number of detected photons is randomly generated according to a Gaussian dis-

tribution with mean     and FWHM corresponding to a desired energy resolution. Then, each 

photon has its emission time randomly generated according to the scintillation PDF in equation 

(4). Next, for each photon, the sensor jitter is randomly generated according to the PDF in equa-

tion (6) and then added to the photon emission time, producing the final timestamp. The 

timestamps are then ordered, representing the sequence in which the TDCs would be triggered in 

a real event.  
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For each Monte Carlo iteration, the inverse CDF-based estimator is run on the resulting 

timestamp list to obtain a single arrival time for the gamma event. After many iterations, the tim-

ing resolution of the single detector       is obtained by taking the FWHM of the histogram of 

the estimated arrival times, and then the CRT is calculated assuming two identical detectors 

(√       ). The simulations were run with LYSO rise and decay constants, a sensor jitter with a 

FWHM of 250 ps and 1000 average detected photons (   ) with 12% energy resolution. 

The internal data generated in the simulator can be used to demonstrate some of the estimator 

steps. Figure 48 uses the timestamps generated in a typical simulation iteration to, in (a), illus-

trate the comparison of the expected CDF with the Monte Carlo-generated one, and in (b), show 

the difference vector between the two curves for the first 15 timestamps. The CDF starts at a 

non-zero value due to the mean value of the signal transport in the detector (i.e.         in equa-

tion (6)). 

  

(a) (b) 

Figure 48: illustration of estimator steps with a typical Monte Carlo simulation-generated data: (a) 

comparison of expected and simulated CDF; (b) difference vector between the two. 

The simulator was run with 50k iterations and its results analyzed using both the single-

timestamp estimator and the inverse CDF-based multiple-timestamp estimator described above. 

Figure 49 plots the obtained CRTs using different photons as single-timestamp estimators, and 

using 1:n photons for the multiple-timestamp estimators. Additionally, the CRT from the Cra-

mér-Rao bound with the simulated system parameters is also plotted for comparison purposes. 
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Figure 49: Monte Carlo simulation results comparing the CRT of single-timestamp estimators with the 

proposed multiple-timestamp estimators. 

The results show that the proposed estimator provides a clear improvement over single-photon 

estimators. With the particular simulated system parameters, the best CRT for the inverse CDF-

based estimator was obtained at n=4, at which point it offers around 10% improvement over the 

best single photon estimator (which occurs at n=2). It should be noted that, as explained in Chap-

ter 3, the photon orders at which the best CRTs occurs will vary according to the number of de-

tected photons and sensor jitter. Nonetheless, in actual experiments these numbers will be 

known, and thus so will the best photon orders.  

Comparing the proposed estimator with the Cramér-Rao bound, it can be noted that the estimator 

does not converge to the bound, exhibiting an optimum number of timestamps at which point the 

CRT is about 8% worse than the CRB. This indicates that the proposed estimator does not per-

form as well as an unbiased Maximum-Likelihood estimator. Nonetheless, for the SPADnet ar-

chitecture, it does improve the system timing resolution at no extra silicon cost and with low 

computational power requirements. 
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Chapter 6 Experimental Results 

The SPADnet sensor assembly for experimental characterization is shown in Figure 50. Due to 

the TSV pads of SPADnet-I, the sensor does not uses a standard packaging: it is directly bonded 

to a small custom printed circuit board (PCB), referred to as the sensor board,  which can then be 

plugged into a larger test PCB. This second PCB provides digitally-controllable voltage regula-

tors for power supply and circuit bias and has a connector to a third board, the one housing an 

FPGA for sensor control and readout. For this, the Xilinx SP605 board was selected, which con-

tains a Spartan-6 FPGA and a Gigabit Ethernet port for communication with the PC. 

 

Figure 50: sensor characterization assembly. 

The characterization of the sensor was done in two phases: first, the electrical and optical per-

formance of the relevant blocks was evaluated, using, when needed, a pulsed laser together with 

a Time-Correlated Single Photon Counting (TCSPC) module. Then, scintillator measurements 

were performed using an LYSO crystal and a 
22

Na gamma source. All measurements, except the 

ones requiring the laser, were performed inside a temperature chamber, which was kept at a con-

stant 20
o
 C. The laser measurements were performed outside the chamber due to space con-

straints, and thus at room temperature. 
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6.1. Electro-Optical characterization 

The first tests to be performed on the SPADnet-I sensor were functional tests to confirm that all 

digital functionality was operating correctly. To specifically check the feasibility of the 100 MHz 

clock frequency, the mini-SiPMs TEST_PULSE ports were used to input different data patterns 

into the adder tree and discrimination logic. All tests completed successfully, and thus for all 

SPADnet-I measurements the targeted clock frequency of 100 MHz was used. 

In the following subsections, the key blocks of the sensor will be characterized for their perfor-

mance metrics, namely: the monostable pulse width, the TDC linearity and resolution, the SPAD 

DCR and timing resolution and, finally, the full pixel jitter and skew. 

6.1.1 Monostable pulse width 

Test structures were included on the sensor die that allow the characterization of the current-

starved monostable pulse width. This is done through two flip-flops connected to the monostable 

output, each of which switch on one of the monostable pulse edges. The monostable pulse width 

can then be computed from the time difference between the switching of the two flip-flops, 

measured by an oscilloscope. Figure 51 shows the results versus the monostable control voltage, 

which regulates the current flow. The circuit works correctly up to its maximum current, 

achieved at zero voltage, and at which the pulse width is in the order of 250 ps. To minimize the 

temporal compression loss, this minimum pulse width value was used for all gamma measure-

ments. 

 

Figure 51: monostable pulse width versus control voltage. 
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6.1.2 TDC linearity and resolution 

The TDC characterization aimed at obtaining three performance figures: INL, DNL and the reso-

lution of the least significant bit (LSB). The INL and DNL performance numbers are obtained 

through a code density test, which was performed simultaneously in the whole array by enabling 

a few SPADs per pixel, and thus keeping a low pixel DCR. The pixel DCR value was chosen so 

that the exponential time distribution until the first trigger inside the 10 ns clock period could be 

approximated by an uniform distribution with 0.1% precision. This resulted in a DCR of about 

100 kHz per pixel. Finally, to obtain the LSB resolution, the clock period is divided by the max-

imum TDC code obtained in the test.  

Figure 52 plots, first, a histogram of the LSB resolutions of all 256 on-chip TDCs. As can be ob-

served, the average TDC resolution is about 66 ps, with a very good uniformity across the array, 

resulting in a LSB standard deviation below 1 ps. Next, the typical, minimum and maximum INL 

and DNL values are plotted, showing, however, a significant performance degradation towards 

the initial and final 3-4 TDC codes. This degradation will heavily affect the timestamps of pho-

tons arriving near the edges of the time bin, and thus a more detailed discussion of its causes and 

consequences is merited. 

To fully understand the origin of this INL and DNL behavior, it must first be noted that the TDC 

codes are inverted with respect to time, since the TDC is started by the photon instead of stopped 

by it. This means that low-valued codes represent pulses arriving at the end of the time bin, while 

high-valued codes correspond to pulses that arrive at the beginning of the bin. As such, the deg-

radation at the initial codes was identified as due to a slow starting period of the TDC ring oscil-

lator, as it may take up to 3 or 4 LSBs for the oscillator to reach its steady-state frequency. This 

results in a reduced occurrence probability for these initial codes, which then produces the steep 

drop in INL and DNL shown in Figure 52.  

For the final TDC codes, there are actually two phenomena that occur. First, there is a slight in-

crease in the occurrence probability, resulting in high DNL values, that happens towards the end 

of the TDC range. This peak is then followed by a “slow stop”, again for about 3 to 4 codes. The 

cause of the initial probability increase was identified as likely due to a mismatch between the 

PIPE signal at the mini-SiPMs, which separates the pulses into the A and B trains, and the PIPE 

at the pixel, which is used to define the operating window of the TDC. This mismatch can lead to 
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some pulses reaching the TDC before it is actually enabled, with the TDC then starting together 

with PIPE instead of the pulse, and thus creating an accumulation of occurrences at the last TDC 

codes. The slow stop, on the other hand, is believed to occur due to jitter in the PIPE signal at the 

edge where it is enabling the TDC window. In fact, this jitter, but at the edge where PIPE is 

stopping the TDC, also contributes to the slow start at the initial TDC codes. 

 

(a) 

 

(b) 

 

(c) 

Figure 52: TDC characterization: (a) histogram of all TDCs LSB resolution; (b) and (c) minimum, maximum 

and typical DNL and INL values, respectively. 
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Even if the above described issues affect both the INL and DNL curves, the INL curve, as ex-

plained in Chapter 5, can be fully corrected for, leaving the DNL as the main linearity figure of 

the TDC. Its consequences on the gamma ToA estimation will be discussed in section 6.2.1. In 

any case, considering only the central part of the TDC range, the DNL is actually quite good: it 

stays between       and       LSB for more than 90% of the range. Within the same range, 

the INL is between      and      LSB. 

6.1.3 SPAD DCR and timing resolution 

The DCR of each SPAD has been individually measured by enabling a single SPAD per pixel 

and integrating the resulting counts for a total period of 2 seconds. The distribution of the ob-

tained DCR values at different excess bias voltages is shown in Figure 53, along with the median 

and average values. 

  

(a) (b) 

Figure 53: characterization results of the SPAD DCR: (a) population distribution; (b) median and average 

values. 

The measurements show a SPAD yield slightly above 60%, which is significantly worse than 

expected from [Ric+11] and which results in an average SPAD DCR almost 10× higher than in 

[Ric+11]. This yield drop has been traced back to fabrication process changes that are out of con-

trol for the designers, and that are being worked on by the foundry. Nonetheless, the resulting 

pixel average DCR, between 15 and 20 MHz, should not hamper the correct operation of the 

SPADnet sensor. Additionally, the highest DCR SPADs can be individually disabled with the 

goal of improving the DCR vs. FF compromise. This compromise will be analyzed in section 
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6.2.2, where also an estimate of the PDE obtained from gamma measurements will be assessed 

versus the SPAD excess bias voltage. 

A few SPADs on the sensor have their Schmitt trigger outputs directly connected to test pads, al-

lowing for the characterization of the SPAD timing resolution isolated from other system blocks, 

such as the compression tree and the TDC. For this measurement, a 470-nm, 70-ps pulsed laser 

(PicoQuant LDH-P-C-470) and the TCSPC module PicoHarp 300 were used. Figure 54 shows 

the results for different excess bias voltages, without discounting the laser or TCSPC module in-

trinsic timing resolutions. 

 
 

(a) (b) 

Figure 54: SPAD-only timing resolution for different excess bias voltages: (a) histogram of timestamps; (b) 

obtained FWHM versus excess bias. 

As can be observed, the SPAD timing resolution starts stabilizing after around 2 V excess bias, 

with the best FWHM value of 142 ps occurring at the maximum tested voltage of 3 V. These re-

sults show that low SPAD excess bias voltages should be avoided during gamma measurements, 
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timestamp histogram and FWHMs for a typical pixel, together with the SPAD-only jitter FWHM 

for comparison purposes. 

  

(a) (b) 

Figure 55: jitter of a typical pixel for different SPAD excess bias voltages: (a) histogram of timestamps; (b) 

obtained FWHM versus excess bias. 

The pixel jitter is significantly higher than the SPAD jitter or the TDC resolution, indicating that 

some other effect is dominating the pixel timing resolution. If independent jitter sources are as-

sumed, due to the ensuing squared sum of the individual jitter values, a component with a very 

large jitter by itself, very close to the total value, would need to be present to justify the high pix-

el jitter. Such a high-jitter individual phenomenon is unlikely, and thus the pixel jitter is most 

probably explained by skew in the paths between the various SPADs in a pixel and the TDCs. 

Even if the signal path and the gates of the compression tree have been optimized for equalized 

delays, higher than expected process parameter variations could affect the SPAD front-end 

enough to generate the skew that results in this high pixel jitter. In fact, per-SPAD breakdown 

voltage measurements showed a pattern in accordance to the electronics floorplan, corroborating 

this hypothesis. 

Figure 56 plots a histogram of the jitter FWHM of all pixels, at the three measured SPAD excess 

bias voltages. The graph shows a jitter FWHM standard deviation among the pixels in the order 

of 40 to 50 ps. More interesting, however, is looking at the mean values obtained from each pixel 

timestamp histogram (i.e. the mean values of the curves in Figure 55(a)). These values can be 

used as a measure of the pixel skew, which arises from the clock distribution tree on the sensor. 
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The map of these mean values for a 3 V SPAD excess bias, along with the map of the FWHM 

for comparison, is shown in Figure 57. 

 

Figure 56: histogram of all pixels jitter FWHM. 

 

(a) 

 

(b) 

Figure 57: map of pixel skew (a) and jitter FWHM (b) at 3 V SPAD excess bias. 
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As can be observed, there is a clear pattern in the pixel skew map, with rows interchanging be-

tween a higher and lower average skew. The skew values themselves are relatively low, indicat-

ing a good clock tree balancing. In any case, the obtained skew map can be used to correct the 

pixel timestamps during gamma measurements. The pixel jitter FWHM values, on the other 

hand, are randomly distributed on the map with no clear pattern, as expected. 

6.2. Scintillation characterization 

For the scintillator-based characterization, two LYSO crystals of 3×3×5 mm
3
 in size and 

wrapped in Teflon were optically coupled to two SPADnet-I samples using Cargille Meltmount 

glue. To emulate a PET experiment, a Na
22

 gamma source with 370kBq of activity was put in the 

middle of the two sensors, using the mechanical setup shown in Figure 58. As previously men-

tioned, this source emits 511 keV photons, as in a PET experiment, and also 1275 keV photons, 

allowing the calibration of the sensor response. 

 

Figure 58: setup for gamma coincidence measurements. 

The gamma measurements results are organized as follows: first, a general picture of the sensor 

functionality will be given, verifying some of the design parameters and confirming that the top-
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level requirements were met. Next, a performance optimization measurement campaign will be 

described, sweeping different sensor configurations and comparing the results to the models de-

scribed in Chapter 3. Finally, detailed measurement results will be presented for the best per-

forming sensor configuration, which is suggested as a standard for future PET-system implemen-

tations using the SPADnet-I sensor.  

6.2.1 System functionality 

A. Gamma detection overview 

The best illustration of the correct operation of the system is given by the real-time energy output 

from the adder tree and by the pixel map of a gamma event. Figure 59 shows these two outputs 

for three examples of typical scintillation events: a 511 keV gamma, a 1275 keV gamma and a 

pile-up event with a total energy similar to that of a 511 keV event. These results were obtained 

with all sensor SPADs enabled, at 2 V excess bias and with 150 ns integration time. 

 

(a) (b) (c) 

 

(d) (e) (f) 

Figure 59: examples of typical 511 keV, 1275 keV and pile-up events: (a)-(c) real-time energy output and (d)-

(f) pixel counts. 

These examples show, for instance, how the sensor can detect pile-up events such as the one in 

(c), with the real-time energy output presenting two peaks inside one integration window. Addi-

tionally, (d) and (e) show that the photon distribution is actually non-uniform, and illustrate how 

the fine-grained pixel pitch (~ 0.6 × 0.6 mm
2
) of SPADnet can be used to optimize the integra-
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tion area. To complement these examples, Figure 60 shows the pixel average count map and the 

TDC triggering probability map obtained from 75k events with energies around 511 keV, and us-

ing the same measurement conditions as above. 

 

(a) 

 

(b) 

Figure 60: pixel maps averaged for 75k events with energy around 511 keV: (a) pixel counts and (b) TDC 

triggering probability. 

Even in the average pixel count map, the photon distribution is very non-uniform, with only a 

small area at the middle of the crystal with a relatively uniform, albeit high, count value. Moreo-

ver, the photons are actually spread in an area significantly larger than the LYSO crystal itself, of 

circa 8 × 8 pixels. This can be mainly attributed to a 500 µm thick glass that is attached to the 

wafer front-side during the TSV fabrication process, which works as a light guide, further in-

creasing the light spot on the sensor surface. Finally, regarding the TDC triggering probability, 

the area directly below the crystal has close to 100% probability of generating a timestamp, 

which then gradually reduces outside the crystal, similarly to the count distribution. 
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B. Discrimination and ToA distribution analyses 

The correct operation and the importance of the discriminator block are demonstrated in Figure 

61. This figure shows several output spectrums – not converted to gamma energy –, each with a 

different discriminator configuration. The first curve, marked “th 1”, was obtained with both 

thresholds very close to the DCR level, at 35 counts. In this configuration, most of the events read 

out by the sensor are purely due to noise, as evidenced by the low energy, out of scale, peak. 

However, by sequentially increasing the second discriminator threshold, first the noise peak can 

be greatly reduced (“th 2”, 40 counts), then completely removed (“th 3”, 45 counts), followed by 

also filtering out the unwanted scattered events, and finally leaving only the 511 keV peak and 

above (“th 6”, 180 counts). In all cases, the total number of acquired events was the same, and 

thus the increase in height of the photo peak highlights the increased efficiency. Converting the 

obtained sensor counts to gamma energy shows that the minimum discerned gamma energy is be-

low 40 keV. 

 

Figure 61: total sensor counts histogram for different discriminator thresholds. 

Even if the above experiment was performed with the first threshold fixed at 35 counts, further 

analysis has shown that the first threshold may be set to zero with no change in the sensor per-

formance. In fact, the important outcome of the double threshold mechanism is that the data from 

the bin before the high-count discriminated bin must also be saved, since there is a non-

negligible probability that the event has started close to the end of this previous bin. As such, 
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keeping the first threshold near the noise level or at zero does not alter the discriminator efficien-

cy, and for all subsequent gamma measurements, the first threshold was kept at zero, while the 

second threshold was set so as to remove DCR and low-energy events from the detected spec-

trum. 

The uncertainty in which time bin the gamma event has started can be illustrated by plotting the 

measured distribution of the 511 keV gamma events in time. This graph is obtained by, first, cal-

culating the time of arrival of each detected gamma event inside the photo peak. Then, these 

ToAs are histogrammed with reference to the first two integrated time bins (i.e. the two bins that 

were compared to the two discriminator thresholds). The resulting distribution is shown in Fig-

ure 62.  

 

Figure 62: measured distribution in time of 511 keV gamma events. 
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end of a time bin (i.e. after about 8 ns in the graph) are discriminated at the second bin. If an 

event arrives at the first 8 ns of a time bin (i.e. between 10 and 18 ns in the graph), that bin itself 

will trigger discrimination, and thus the event will be plotted in the second bin of integration. As 

such, the total length of the distribution will always equate to one clock cycle. 

The deep valley followed by a peak at the exact shift from one time bin to the next is a direct 

consequence of the poor DNL performance at the beginning and end of the TDCs range. As dis-

cussed in section 6.1.2, triggers arriving at the very beginning or end of a time bin will have a 

reduced probability of generating a timestamp. Therefore, if a gamma event arrives during a time 

bin transition, it will initially generate very few timestamps, and then, as the TDC starts entering 

its linear domain, many timestamps will finally be generated. The resulting effect on the time of 

arrival estimation process is that the gamma events that arrive during a time bin transition will 

have their ToA wrongly estimated later in the second time bin, thus generating the valley-peak 

behavior shown in Figure 62. Due to these wrongly estimated ToAs, all events in the valley-peak 

region (i.e. with ToAs roughly between 9.5 and 10.5 ns) will be discarded for the final CRT cal-

culation, as they would heavily distort the coincidence distribution. 

As a last note on the time distribution of events in Figure 62, the few events that occur from 0 up 

to slightly before 8 ns are due to the first photon of these events being wrongly attributed to a 

dark count. In these cases, a few dark counts occurred in a small interval, probably also due to 

cross-talk, resulting in the first photon finder algorithm making a mistake. This is anyway the 

expected behavior of the system, and these events are neither discarded nor specially processed 

for the final CRT calculation. 

C. Mini-SiPM compression losses assessment 

The sensor energy response curve was shown in Figure 42, which was also obtained with all 

SPADs enabled, at 2 V excess bias and with 150 ns integration time. This curve presented about 

10% compression loss, that is, at 511 keV the average counts are 10% lower than the theoretical 

linear response. This value is in very good agreement with the goal defined when sizing the 

mini-SiPM. To complement this measurement, using the SPADnet sensor configuration capabili-

ties, the individual contributions that result in this 10% compression loss can be independently 

assessed. As previously mentioned, these contributions are due to three main factors: single 

SPAD dead time, spatial compression and temporal compression. 
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To quantify the spatial compression, different spatial compression ratios were emulated by first 

enabling a single SPAD per spatially compressed group, then two SPADs in a group every two 

groups, and finally all SPADs in a group, every three groups. This way, the relative PDE be-

tween the measurements is kept constant (at 33% of the actual PDE), and the results can be di-

rectly compared. For the temporal compression, the monostable pulse width was swept in ac-

cordance with the results presented in Figure 51, with all SPADs enabled. Since the actual counts 

with no temporal compression could only be measured with a theoretical zero width, a spline fit 

was used to extrapolate the total counts at zero. The results for both techniques are shown in 

Figure 63, normalized by the no-compression values. 

 

Figure 63: spatial and temporal compression loss assessment. 

Regarding the spatial compression, the photon loss with the implemented mini-SiPM, i.e. with 3 

SPADs spatially compressed, was measured at around 4%. This number is in very good agree-

ment with the value estimated from section 4.3.1 with a 4 × 4 mm
2
 light spot. Even if the actual 

integration area, as shown in Figure 60, is larger than this, the photon density is very non-

uniform, resulting in a good approximation to a uniform distribution in a 4 × 4 mm
2
 area. 

The results for temporal compression indicate around 2% loss at the minimum pulse width of 
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similarity must be pondered with the fact that the estimation was a really worst case, as only the 

peak flux was considered, while a 500 ps pulse width value was assumed.  

Finally, the above measurements result in that only around 4% of the photon loss (the remainder) 

is due to the typical saturation cause in SiPMs, i.e. photons hitting a SPAD during its dead time. 

Moreover, it is important to note that all the above compression results depend on the impinging 

photon density, and as such will vary with the scintillator dimensions and with the use of an ad-

ditional light guide. 

6.2.2 Performance optimization 

The various configuration options of the SPADnet sensor allow for a performance optimization 

procedure to be performed, sweeping different sensor parameters. In this section, the SPAD ex-

cess bias voltage and the number of SPADs enabled parameters will be analysed, with the goal 

of optimizing both the energy and timing resolutions. It is interesting to note that all these pa-

rameters are simultaneously changing both the PDE and the DCR of the sensor, and thus don’t 

have a clearly expected behaviour. Moreover, the obtained results will be compared to the sensor 

models described in Chapter 3. 

A. Energy resolution 

Before comparing it to the performance optimization results, the model developed in section 3.2 

needs to be slightly improved to better match the measured data. This is required due to the sen-

sor response, which compresses the number of counts with respect to the linear response mod-

eled in equation (2). To this aim, the number of photons     and dark counts        in equation 

(2) can be replaced by the actual number of SPAD triggers        from equation (19). This re-

sults in an energy resolution model as shown in equation (22), where         represents the pro-

portion of the total counts that are due to photons in a 511 keV event, obtained based on the sen-

sor response curve in equation (19). 

      [(     
√           
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 (23) 

It is important to note that using        in equation (22) means that any deviation from the Pois-

son distribution due to the sensor compression is being considered negligible. Moreover, since 

        depends on the fitting of the sensor response, the first step in comparing the measured 

energy resolution to the model of equation (22) is obtaining   and    for all measured configu-

rations. This is shown in Figure 64, where SPADs were disabled starting from the highest DCR 

one and a 150 ns integration time was used. 

 

(a) 

 

(b) 

Figure 64: parameters of the sensor response fits for different SPAD excess bias and number of SPADs 

enabled: (a) k; (b) DC. Highest DCR SPADs disabled first. 
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Regarding the sensor PDE, the obtained  ’s for each measurement point fit very well to a linear 

curve, which is expected since the FF is changing linearly, while all other factors affecting   are 

kept constant (SPAD PDP and optical coupling). The linear fits also serve to compare the sensor 

PDE versus the SPAD excess bias: as can be observed, the PDE increases about 25% from 1V to 

2V, but then only about 5% from 2 V to 3 V. This second step is even smaller than the DCR in-

crease of about 15%, which was measured in section 6.1.3. Nevertheless, the effects of the 

SPAD excess bias on the energy resolution still merit investigation, since, as demonstrated in 

Chapter 3, PDE has a bigger impact on sensor performance than DCR.  

The sensor DCR behaviour is also in accordance to expectations, given the SPAD yield shown in 

Figure 53(a): disabling the highest DCR SPADs results in an exponential decrease in the total 

sensor DCR. From about 75% of SPADs enabled and below, the sensor DCR results in about 10 

dark counts or less per event, which, according to the model in section 3.2, means that the energy 

resolution will no longer be affected by DCR. 

For the investigation of the effects of DCR and PDE on the energy resolution of the sensor, it is 

also interesting to take another approach to the order with which the SPADs are disabled: disa-

bling the lowest DCR SPADs first. This should result in an almost constant DCR for the entire 

range of SPADs disabled, allowing the PDE effects to be verified independently. Figure 65 plots 

the fitted DC parameter, as in Figure 64(b), but now using this new order for disabling the 

SPADs. As can be observed, the desired effect of an almost constant DCR is achieved. 

 

Figure 65: DC of the sensor response equation fits for different SPAD excess bias and number of SPADs 

enabled. Lowest DCR SPADs disabled first. 
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Finally, the measured energy resolution versus SPAD excess bias and number of SPADs enabled 

with 150 ns integration time is shown in Figure 66. For the plotted model estimations, the values 

of   and    were taken using the fits shown in Figure 64 and Figure 65, and the LYSO intrinsic 

resolution was considered 8%, as in Chapter 3. 

 

Figure 66: energy resolution for different SPAD excess bias and number of SPADs enabled, with highest 

DCR SPADs disabled first. 
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model was shown to be a very good match to the experimental results for all measured SPAD 

excess bias voltages. Finally, the improvement from all SPADs enabled to the optimum is negli-

gible, at less than 0.1%, whereas reducing the overall PDE down to 60% worsens the resolution 

only by less than 1% for the 2 V and 3 V SPAD excess bias cases. This later fact can be ex-

plained by the simultaneous strong reduction in DCR.  

Therefore, Figure 67 compares the measured energy resolution and its model estimation at 2 V 

SPAD excess bias for both orders of SPAD disabling: highest DCR first and lowest DCR first. 

By disabling the lowest DCR SPADs first, the energy resolution worsening is significantly 

steeper, with a reduction of almost 2% from all SPADs enabled to 60% enabled. 
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Figure 67: energy resolution versus number of SPADs enabled at 2 V SPAD excess bias, with two sorting 

orders for disabling the SPADs: highest DCR first and lowest DCR first. 
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ally, the model used a 400 ps FWHM sensor jitter, and a LYSO rise and decay constants of 90 ps 

and 43 ns [Sei+12b], respectively. 

 

Figure 68: CRT versus number of SPADs enabled at 2 V SPAD excess bias, with highest DCR SPADs 

disabled first. 
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B/A cases can still be noted. Not using it, though, resulted in an even greater performance dis-

crepancy between the two conditions. 

In any case, in an actual PET system, it may happen that avoiding A/B-B/A coincidences is im-

possible: due to the large distance between two coincident modules, there may be enough clock 

skew between them that a significant part of the events will necessarily be in the A/B-B/A condi-

tion. As such, the data presented in Figure 68 included both conditions, and moreover the best fit 

curve that showcases the overall data shape was obtained using all data points. This fit is proba-

bly a good approximation of the system performance when the clock skew between the PET 

scanner modules is in the order of half clock cycle. On the other hand, in a system where this 

skew can be kept close to zero, the performance curve will go through the A/A-B/B data points 

only, resulting in about 10 ps better performance. 

Another important aspect that can be noted in Figure 68 is that the measured data does not follow 

the same shape as the model estimations. Two main hypothesis have been formulated to account 

for this mismatch: first, considering that the model estimations are based on the Cramér-Rao 

lower bound of an unbiased estimator, it is quite peculiar that the measured data could be below 

this limit, which occurs for several measured points below 80% SPADs enabled. Combining this 

with the hypothesis behind the high pixel jitter, that is, that the jitter is mostly due to skew be-

tween different SPADs, it becomes clear that the pixel jitter is also changing with the number of 

SPADs enabled, something that was not accounted for in the model. As such, the fixed jitter val-

ue in the model, which was measured with all SPADs enabled, results in an overestimated 

Cramer-Rao bound when less and less SPADs are enabled. This hypothesis also explains the dif-

ference in shape between data and model, since modeling the simultaneous variation in PDE, 

DCR and jitter could result in the optimum operation point near the 80%, as the data behaves. 

The second hypothesis that also contributes to the difference between data and model in Figure 

68 is that the Cramér-Rao-based model assumes an unbiased estimator, which is not the case of 

the inverse CDF-based estimator, as shown in Chapter 5. This could not only explain part of the 

mismatch in the shape of the two curves, but it also explains the difference between them at 

100% SPADs enabled. In this configuration, the modeled pixel jitter does indeed match the one 

of the actual system, but still the measured performance is about 15% worse than the CRB. This 

is almost double than what was shown in the simulations in section 5.2.3, which perhaps could 

be further explained by non-modeled effects such as optical crosstalk. 

The verification of these two hypotheses is possible, through measurements of the pixel jitter for 

the various SPAD enabled ratios, and through the implementation of a maximum-likelihood es-

timator to calculate the CRT. These two assignments are left as future work in the SPADnet pro-

ject. 
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6.2.3 Suggested sensor configuration results 

Given the performance optimization results above, the following configuration was chosen as a 

standard for future measurements in a PET system: 84% of the SPADs enabled (ordered from the 

highest DCR one), 2 V SPAD excess bias and 150 ns integration time. This parameter setup aims 

at balancing the best CRT with the best energy resolution, and were chosen based also on the 

available measurement points. Small variations in their values should not strongly affect the per-

formance, and may actually increase it. Moreover, the optimum performance point may change 

depending on different system parameters, such as the scintillator type and geometry. As such, 

this sensor configuration and the ensuing performance numbers should be seen only as a demon-

stration of the SPADnet-I capabilities, and not as a guarantee of performance in any situation. 

The energy spectrum measured with the 
22

Na source is shown in Figure 69, highlighting a 10.8% 

energy resolution. Besides the 511 keV peak, the spectrum also clearly illustrates the low-energy 

events due to gamma scattering, below 400 keV, then, after the photo peak, a second set of 

events that are mostly due to 1275 keV gamma scattering and, finally, the 1275 keV peak. 

 

Figure 69: energy spectrum obtained with a 
22

Na source, highlighting a 10.8% energy resolution at the  

511 keV photo peak. 

As previously mentioned, the energy resolution is defined as the ratio between the FWHM and 

the mean of the 511 keV photo peak. However, the actual measured peak has two further com-

ponents that must be taken into account before calculating the sensor resolution. One is the pile-
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up and scattered events that are spread all over the spectrum, while the other is the so-called es-

cape peak. The escape peak is due to events where the 54 keV X-ray that is generated during the 

photoelectric interaction in LYSO escapes the crystal, thus reducing the detected energy to 457 

keV. Due to these factors, the measured peak is fitted with a sum of three functions: a Gaussian 

for the 511 keV photo peak, another Gaussian for the 457 keV escape peak and a first degree 

polynomial for the scattered events [Szc+13]. Finally, the energy resolution is obtained taking 

into consideration the FWHM and mean of the fitted photo peak only. This procedure was ap-

plied to all measured configurations to obtain the energy resolution values plotted in the perfor-

mance optimization section. 

For the gamma coincidence resolution time (CRT) calculation, the best first photon finder algo-

rithm parameters were found to be two consecutive intervals below a threshold of 340 ps. These 

relatively relaxed values are made possible due to the low DCR of the selected sensor configura-

tion, which results in an average number of dark counts per time bin below 1.5. Figure 70 shows 

the obtained CRT for the two ToA estimation algorithms described in Chapter 5. The single-

timestamp estimator is plotted against its timestamp order, while the x-scale for the inverse CDF-

based, multiple-timestamp estimator corresponds to the number of timestamps used in the esti-

mation, always taken starting with the first. 

 

Figure 70: CRT obtained with the single- and multiple-timestamp estimators using different photon 

orders/different number of timestamps. 

The results are in good agreement with the simulations presented in section 5.2.3, with the be-

havior of both estimators versus the timestamp order as expected. The best single-timestamp es-

timator occurs at the 2
nd

 timestamp, for which its CRT histogram is shown in Figure 71(a), high-
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lighting the full width at half-maximum (FWHM) value of 313 ps. On the other hand, the best 

inverse CDF-based estimator combines the first three timestamps to obtain a CRT of 288 ps, 

which represents an improvement of about 8% with respect to the single timestamp estimator. 

The CRT histogram for this estimator is shown in Figure 71(b). 

  

(a) (b) 

Figure 71: CRT histogram for the best single- (a) and multiple-timestamps (b) estimators. 

As a final note, it can be observed in Figure 71 that both histograms are not centred at zero. This 

is a result of the clock distribution between the two boards, which generates a skew of about 50 

ps, and which was not corrected for in post-processing. 
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Chapter 7 Conclusions 

The modelling, design and characterization of a multi-pixel, fully digital SiPM for PET applica-

tions have been described. Through modelling, it was shown that the targeted PET application 

requires a sensor capable of measuring the incoming photon flux with maximum sensitivity and 

reasonably low temporal noise (i.e. DCR). Moreover, the sensor jitter needs to be strongly mini-

mized when considering a ToF-PET scanner.  

To meet these requirements, a new top-to-bottom architecture using CMOS technology was pro-

posed. At the bottom, the architecture is composed of SPAD-based mini-SiPMs with spatial and 

temporal compression that provide an area- and readout-efficient detection cell. The top-level, on 

the other hand, deals with the detection of gamma events through a distributed adder, which 

sums the sensor total counts in real time. These counts are discretised in time so as to provide an 

estimation of the flux, which is then used by the discriminator to detect gamma events. Finally, 

the architecture also features per-pixel TDCs, which enabled the development of multiple-

timestamp algorithms for the gamma ToA estimation. 

The suggested architecture was implemented in the SPADnet-I sensor, which has its main char-

acteristics and performance data summarized in Table 3. The sensor contains 92k SPADs, ar-

ranged in 8×16 pixels, each of size around 0.6 × 0.6 mm
2
, with a resulting FF of 42.6%. The in-

pixel 12-bit TDCs have an average resolution of 65.9 ps, and a DNL below 0.25 LSB after re-

moving the 3-4 initial and last codes. The SPADs, at their maximum excess bias voltage, have a 

timing resolution of 142 ps and a DCR median of 1.42 kHz, which grows to an average of 23.27 

kHz due to the circa 60% yield. Finally, the mini-SiPM monostables were tested to work with a 

pulse width down to 250 ps, validating the mini-SiPM compression concepts. 

The complete system was first measured for its jitter through single photon timestamping of a 

pulsed laser, which resulted in an average jitter of 395 ps across all pixels. This value is signifi-

cantly higher than expected from the SPAD-only jitter, and it has been traced back to process pa-

rameter variations that affect the SPAD front-end, resulting in timing skew between the SPADs 

in each pixel, something that cannot be corrected for externally. The implemented adder tree was 

verified to provide a real-time output of the detected energy in the array at up to targeted rate of 

100 Msamples/s. 

Measuring the sensor in a PET-like setup demonstrated the operation of the discriminator, which 

greatly improves the sensor efficiency while at the same time allowing the correct validation of 

events below 40 keV. Moreover, the total compression loss was shown to be in agreement with 
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the design, at 10%, of which 4% are due to spatial compression, 2% due to temporal compres-

sion and the 4% remaining due to the SPAD dead time. 

Table 3: summary of SPADnet-I performance and main characteristics. 

Sensor  

Process technology 
CMOS 1P4M 0.13m 

Imaging 
Maximum clock frequency 100MHz 

Array Size 8×16 pixels Output data rate 1.6Gb/s  

In-pixel photodetectors 
4 mini-SiPMs of 180 

16.27µm SPADs each 
Chip size 9.85×5.452 mm2 

Array fill factor 42.6% Supply voltage 
3.3V for digital 

1.2V for core  

Pixel pitch 610.5×571.2m2 Chip power consumption 
200 mW (dark)  

300 mW (light) 

TDC 

TDC range (12b) 269.98 ns TDC DNL (central range) -0.17 … +0.25 LSB  

TDC resolution (1 LSB) 65.9 ps 
TDCs spatial uniformity 

(σ across a chip) 
0.88 ps 

TDC INL (central range) -0.8 … +0.7 LSB 
TDC current consumption 

(for a single running TDC) 
0.79 mA 

SPAD (@ 3 V excess bias) 

Jitter (incl. 70 ps laser) 142 ps Peak PDP 45%  

Median DCR 1.42 kHz Average DCR 23.27 kHz 

System jitter (@ 3 V SPAD excess bias) 

Single photon, average of all pixels jitter 395.4 ps (σ = 48.9 ps) 

Gamma detection performance (using 3×3×5 mm
3
 LYSO scintillator, @ 20

o
 C) 

511 keV peak energy resolution 10.8%  

Compression loss with 511 keV gammas ~ 10% 

Best CRT using multiple timestamps 288 ps 

A measurement campaign was performed with the goal of finding the best performance configu-

ration of the sensor. The obtained data was also used to validate the detector models developed 

in Chapter 3. The energy resolution model resulted in an excellent match to the measured data, 

while the CRT model had some non-negligible mismatches. These mismatches were hypothe-

sized to be mostly due to the pixel jitter changing with the number of SPADs enabled, something 

which was not accounted for in the model.  
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The best sensor configuration was found to be at 84% of the SPADs enabled (disabled starting 

with the highest DCR one), with 2 V SPAD excess bias and 150 ns integration time. This con-

figuration results in an energy resolution of 10.8%, which is in line with the state-of-the-art 

SiPMs for PET described in Chapter 2. The best CRT value of this configuration, on the other 

hand, is significantly worse than the state-of-the-art at 288 ps – obtained with the developed mul-

tiple-timestamp ToA estimator combining 3 timestamps –, which can be attributed to the higher 

than expected pixel jitter. It should be noted, however, that due to the fully digital, integrated na-

ture of SPADnet-I, the conditions utilized in its measurements are very likely to be replicable in 

a real PET scanner, something that is usually not the case with other systems. For instance, in 

publications investigating typical analog SiPMs performance, it is usual to acquire the full output 

waveform of the SiPM with a fast oscilloscope and then post-process it to obtain the energy and 

ToA values, which allows for improved performance, but obviously cannot be replicated in a re-

al PET system. 

7.1. Future work 

As mentioned in Chapter 6, a few interesting measurements are still left to be performed with 

SPADnet-I. For instance, the system jitter could be measured for different number of SPADs en-

abled, following the same disabling order as in the gamma measurements, so that the resulting 

data could be fed to the CRT model. This could then validate the CRT model with respect to the 

measured gamma data. Even more interestingly, perhaps, would be to measure each pixel jitter 

with only one SPAD enabled, for all SPADs. With this data, the disabling order of the SPADs in 

the gamma measurements could be set to the ones having its skew farther away from the aver-

age, which would result in a faster decrease of the pixel jitter than using the highest DCR order, 

which likely has SPAD skews ordered randomly. It would then be interesting to see if the gam-

ma CRT results would be significantly improved. 

Another way to improve the performance of the SPADnet-I sensor would be to develop further 

improvements in the data processing algorithms. Regarding the energy resolution, one way of 

doing this would be to perform a per-pixel decompression, given that the photon density between 

pixels was shown to be very non-uniform. However, to do this, a measurement would need to be 

performed where the impinging energy on each pixel was known, and where furthermore the 

light pulse shape was the same as in real gamma measurement, so that the temporal compression 

was the same. This, unfortunately, is not straightforward. Regarding the CRT, a relatively simple 

way to improve performance would be to try a MLE for the gamma ToA, which, however, could 

be difficult to implement at the FPGA level for real-time PET systems. 
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Moreover, given the multi-pixel and large area of the SPADnet-I sensor, it is also possible to 

perform gamma measurements with crystal matrices, aiming at evaluating the achievable spatial 

resolution as well as the CRT and energy resolution uniformity. To this aim, preliminary results 

were obtained using a 4×4 LYSO matrix with 1.12×1.12×13 mm
3
 needles. The measurements 

were performed using a single sensor and only the intrinsic, low-energy radioactivity of LYSO, 

with the resulting crystal flood map shown in Figure 72. The algorithm utilized for position es-

timation was a simple center-of-gravity algorithm with a single threshold to discard pixels with 

dark counts only. As can be seen in the figure, the individual crystals can be easily distinguished, 

and in fact the crystal separation indicates that much smaller needles can be used, if an applica-

tion requires it. The low-rate background in the map is due to pile-up events, which were not fil-

tered out. 

 

Figure 72: Preliminary flood map of a 4×4 LYSO matrix with 1.12×1.12×13 mm
3
 needles. No particular pixel 

to crystal alignment. 

Finally, one can also use the obtained results of this thesis to design an improved version of the 

sensor. The first are foremost change should be improved robustness to process variations at the 

SPAD front-end, with the aim of reducing the timing skew between SPADs in the same pixel 

and thus improving the pixel jitter. Another relatively simple change should be an improvement 

on the TDC enabling window definition, so as to improve the DNL of the initial and final codes 

of the TDC. This could be done, for instance, by purposively anticipating the beginning of the 

TDC window and delaying its end, while keeping the pulse division at the mini-SiPM the same. 

This would create an offset on the first TDC code – which can be easily removed in post-

processing –, while strongly improving the DNL performance. 

Another interesting analysis towards future sensor development can be done by using the vali-

dated sensor model to predict the performance of different design improvements. To this aim, the 

parameters that go into the sensor model are scaled in a way that any change in PDE comes from 
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changing the number of SPADs in the sensor, but not the SPAD dimensions. Two cases of pos-

sible improvements in the sensor will be considered: one, removing the SRAMs, and thus in-

creasing the sensor FF to about 50%, and two, reducing the average SPAD DCR. The energy 

resolution results for both cases, their combination and also the current SPADnet-I characteris-

tics, are shown in Figure 73. 

 

Figure 73: Energy resolution prediction with different sensor characteristics. 

A few interesting observations can be made from the results above. First and foremost, including 

per-SPAD SRAMs is actually disadvantageous in terms of energy resolution, since the loss in FF 

is not compensated by the optimum operating point. This, of course, depends on how much FF 

was lost due to SRAMs, but even with a FF value as low as 45% the sensor energy resolution is 

already better than the current optimum operating point. Regarding DCR, reducing it produces 

diminishing returns: 0.1% is gained by halving the DCR, but then again only 0.1% is gained by 

further dividing the DCR by 5. Moreover, as soon as the DCR/2 level, the optimum operating 

point is shifted to all SPADs enabled, meaning that the SRAMs provide no improvement at all. 

To understand how these changes would affect the sensor timing resolution, the CRT model with 

all SPADs enabled will be assumed as a reasonable estimate of the sensor CRT, even if its corre-

spondence with the measured data in Chapter 6 was not ideal. The two design cases with no 

SRAMs in Figure 73, along with the SPADnet-I parameters, were swept for different pixel jitter 

FWHM values, starting from the SPADnet-I value of around 400 ps, down to 100 ps. The results 

are shown in Figure 74. 
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Figure 74: CRT prediction with different sensor characteristics. 

As can be seen in the graph, to achieve a CRT similar to that of the state-of-the-art – that is, be-

low 180 ps –, the SPADnet-I sensor would require a pixel jitter FWHM in the order of 100 ps. 

Given the SPAD-only jitter of circa 140 ps, it is clear that this goal is too ambitious, as it would 

require design improvements that not only completely remove the SPAD skew, but also signifi-

cantly improve the SPAD jitter itself, possibly through re-engineering of the device. The suppo-

sition of removing the SRAMs and thus improving the FF to 50% would result in the same 180 

ps CRT being achieved with a pixel jitter of around 150 ps, meaning that basically the SPAD 

skew needs to be eliminated, but the SPAD does not need to be re-engineered. Finally, a sensor 

without SRAMs and with a DCR improved tenfold would further lessen the pixel jitter require-

ment to around 200 ps, meaning that some SPAD skew would still be allowed.  

As such, this final configuration of no SRAMs (and thus 50% FF), a tenfold reduction in DCR 

through fabrication process improvements and, finally, layout improvements resulting in a pixel 

jitter of 200 ps, is the suggested design goal for a future implementation of the SPADnet archi-

tecture. Such an implementation could keep the high efficiency and ease of use of the SPADnet-I 

sensor while very likely achieving better than state-of-the-art performance in all PET figures of 

merit. 
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Appendix A 

Development of the PDF and CDF equations for the photon 

timestamp model 

The PDF of the photon timestamp model, discussed in section 3.3.1, equation (7), is obtained as 

follows. 
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First, the two underlying PDFs, which are both exponential functions, are multiplied. 
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The integral of these two exponentials can be solved by making:  
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Finally, by replacing    ̃  
 

  
, the integral can be solved with the error function as in: 

∫     
   √

 

  
    (√  ) 

Resulting in: 

     |     [ 
  

 

  
    √

 

  
 |   (√ ( ̃  

  

  
))|

 

   

  
  

 

  
    √

 

  

 |   (√ ( ̃  
  

  
))|

 

   

] 

Which finally gives: 
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The CDF in equation (8) can be obtained in a similar way. 

     |    ∫        ̃|            ̃   ̃
   

 

 

First, the two exponential-based PDFs are multiplied. 
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The integral of the Gaussian function is well-known to be the error function: 
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The remaining integral can be solved in the same way as the integral in the PDF solution above, 

finally resulting in: 
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