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Phased antenna arrays provide ultimate performance in areas where high directivity and electronic scanning are needed. That performance is achieved by involving large number of radiators as well as corresponding control units. As a result, such systems become bulky and heavy. In order to reduce the number of control units, elements are grouped in subarrays with one of the control units, such as time delay, put at the subarray level. The drawback of this approach is that if elements are grouped into subarrays producing repetitive patterns in the array structure, radiation pattern of such array will be affected by undesired grating lobes. To eliminate that effect, subarrays of irregular shapes, such as polyominoes, are used. Still, those structures are an object for optimization. This work aims at applying optimization techniques like genetic algorithm to the problem of finding optimal structures of phased antenna arrays composed of polyomino-shaped subarrays. For this purpose a new mathematical model, new algorithm and optimization methods are developed. Application of those techniques showed significant advances in radiation characteristics, in particular sidelobe level. Also new features were enabled, for example, multi-beam radiation pattern forming.
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Structure of the Thesis

The thesis consists of chapters as follows.

The first chapter contains analysis of the field of phased antenna arrays together with the state-of-the-art. The actual problem is formulated. Also the topic of optimization is discussed on examples of several common tasks and various techniques are listed.

The second chapter describes development of the mathematical model of planar phased antenna arrays built of polyomino-shaped subarrays. Two optimization methods based on that model are also developed and analysed.

Chapter 3 describes the problem of application of the genetic algorithm and shows in details the algorithm for polyomino placement by Gwee and Lim. Then the “Snowball” algorithm is developed and compared to the Gwee—Lim algorithm with examples.

Chapter 4 is dedicated to the analysis of antenna array structures obtained by two algorithms. It shows advantages of the developed algorithm in terms of sidelobe level suppression.

Chapter 5 includes several examples and analysis of multi-beam radiation patterns obtained by structures with two shapes of subarrays. They show further enhancements of the array technology.
Chapter 1

Introduction and State-of-the-Art

1.1 Actuality of the problem of polyomino placement

The task of optimization of technological processes and solutions has always been a part of a technical thinking. Optimization is a process of finding an optimal solution. Optimal solution is the one that is more preferable than other according to some criteria [86].

Optimization of technological processes can be divided into four general groups.

- **Time optimization** means that the process should run as fast as possible. For example, the slowest part of a conveyor may need to be optimised to increase productivity of the whole assembly process.

- **Raw materials optimization** pursues the most effective usage of the needed raw materials. As an example one may consider optimization of a shape of a plastic cover of some unit to decrease the consumption of plastic [42].

- **Cost optimization** in opposite of raw materials optimization supposes minimization of all the costs including salary and equipment.

- **Quality optimization** has a goal of reaching the best quality in a pro-
cess. The example is manual potato cleaning instead of automated. The process becomes expensive and long but the quality increases.

In a similar way optimization of technological solutions is made in accordance with some set of criteria. The set may consist of one or more criteria. Under a technological solution may be considered a solution of some problem by applying an existing technology as well as some system in a broad sense. Optimization of a system may be focused on choosing the optimal components of the system, optimization of connections (including spatial) between them or all together.

Optimal placement of a set of objects in a limited space represents a wide class of optimization problems. Usually such space is a rectangular area on a plane while objects are geometrical shapes, real objects or even abstract objects represented in geometrical shapes. Further examples of such problems are listed. All of them belong to NP-hard class of problems.

Optimal packing problem. This problem is classical in such areas as system analysis, combinatorics and linear algebra. This problem can be formulated like: there is a container of a given shape in which the maximum number of objects again of given shapes should be placed. The objects may be of different shapes and sizes. Such a problem has been investigated in a one-dimensional [35], two-dimensional [80, 12], three-dimensional [87] and multidimensional variations. In figure 1.1 an example of a solution of such problem is shown.

Optimal cutting problem. The difference of this problem is that there are several shapes into which a sheet of some material should be cut. The point is to minimize the garbage from cutting, i.e. maximization of the density of the shape placement. This problem is studied in several well-known works [30, 29, 46].

The rucksack problem. This problem is different from the previous ones because it is multi-criterial by definition. The essence is in the fol-
lowing: there is a rucksack of a limited volume. There is a set of objects of given sizes and prices. It is needed to put in the rucksack such a set of objects so that their total cost would be maximal. There is a variation of this problem where instead of the limit of the volume there is a limitation of its load capacity and the objects have weight instead of price.

But along with the listed above problems there is an important task of optimization of the structures of phased antenna arrays built with irregular subarrays in order to increase their energy efficiency, communication range and electromagnetic interoperability. The topic of this work is in the area of optimization of a system that consists of a fuzzy set of components with particular properties and two types of connections — geometrical and electrodynamic. Both connections will be studied during the process of the mathematical model development.

First of all it is necessary to explain what is a phased antenna array and what is it used for. An antenna is a device for radiating or receiving electromagnetic waves. Antennas are the key elements in such well-known areas as wireless communication, radio location and radio astronomy. In recent years the research in wireless energy transfer has got an impulse.

Antennas can be of various types, shapes and sizes. But there are several basic parameters applicable for all of them:
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- radiation pattern (RP) — graphical representation of dependence of gain or directivity of the antenna on the direction in a given plane;

- gain — ratio of input power of the reference antenna to the input power of the given antenna given that both antennas produce the same electric field intensity in one direction at the same distance or same power flux density;

- directivity — ratio of squared electric field intensity produced by the antenna in a given direction to the average square of electric field intensity in all directions;

- sidelobe level (SLL) — relative (normalized to the maximum of RP) level of antenna radiation in direction of side lobes;

- front-to-back ratio (F/B) — ratio of the front radiation level to the back radiation level;

- beamwidth — angle within which the radiation level is higher than half of the level of the main beam (or in other words, less than the maximum for 3 dB or less).

In figure 1.2 a typical radiation pattern is shown in polar coordinates. It has a main beam and side lobes including a backside lobe.

In some cases there are special requirements for the antenna parameters, such as high gain or ability to change radiation pattern. In such cases phased antenna arrays (PAA) are used (figure 1.3). Antenna arrays are complex systems consisting of two or more equal antennas joined by one feeding network and functioning in coherence. Radiators belong to passive components. Phased arrays differ by having active components such as amplifiers and phase shifters. PAAs have the ability to apply amplitude and phase corrections at every radiator (array element) forming therefore the
needed radiation pattern. Sharp RP increases the quality of transmitting and receiving signals in a given direction decreasing the noise level coming from other directions. PAA may be linear, when all elements are aligned in one line, and planar, when elements lie in a plane.

In order to increase the throughput of wireless communication systems in recent years a shift towards wideband systems has been initiated [81, 43]. The feature of those systems is wide signal spectrum, i.e. a big set of frequencies of electromagnetic waves is used for signal transmission [77]. As it was said, PAA can change its radiation pattern, i.e. steer its main beam [71]. In case of wideband systems and/or large antenna array the phase shifters cannot handle the task of beam forming [49]. In this case time delay (TD) is required. Such arrays find their application in radio
location, radio astronomy and communication systems [32].

A PAA of $8 \times 8$ elements is shown in figure 1.4a. Every element has the same architecture behind it shown in figure 1.4b. A typical radiation pattern is presented in figure 1.5. The RP is shown in three-dimensional sine space (discussed in more details in chapter 3). The radiation level is expressed in decibels relatively to the main beam. The simulation was run with the beam steering to angle $(45^\circ; 45^\circ)$ that corresponds to sine space coordinates $(0, 5; 0, 5)$. As it is seen from RP, there is one strongly pronounced beam and two rows of weak side lobes in accordance with Taylor current distribution [82].

The problem of time delay components is that they are significantly more expensive, bigger and heavier than other components. If we don’t consider the cost, their application is still limited in satellite communications due to its weight. To solve this problem by sacrificing the performance
it was proposed to split PAA into subarrays and put one time delay component before subarray input, i.e. move time delays to the subarray level [79, 78]. Therefore, the number of needed time delays decreases proportionally to the number of elements grouped in one subarray. In figure 1.6 a $8 \times 8$ PAA is shown tiled with subarrays of $4 \times 2$ elements.

There is another problem with subarrays. The delay of a signal formed by the time delay is true only for that point of an array that it was calculated for. Let us consider that TD is placed under the central element of a subarray and the value of the delay is calculated for that element. In this case an error will be generated on all other elements of the subarray represented by a time shift of the signal. To be exact, it should be reminded that this effect occurs only for wideband systems. Every element receives its own error value and own time shift. That shift is the same for corresponding elements of neighbour subarrays. Consequently, the sig-
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Figure 1.5: Radiation pattern of PAA with no subarraying in the sine space

signal from those elements is coherently added and amplified. It turns out to be an error accumulation. This error is represented in grating lobes in the RP that happen to be side lobes [68]. Their existence is highly undesired because they lead to decrease in power of the main beam and affect the electromagnetic interoperability of a system. Note that the error accumulation from the corresponding elements happens due to the regular placement of subarrays in the array. The illustrative radiation pattern is shown in figure 1.8. Besides the main beam it has five strong side lobes with the highest level at $-9.5$ dB.

One of the ways to overcome the occurrence of strong side lobes is to use the subarrays of irregular shape, namely polyomino-shaped (figure 1.9) [56]. Character C defines the centre. Such shapes rotated by a multiple of 90 degrees allow to eliminate the regularity in the subarray placement and, therefore, prevent the error accumulation. Figure 1.10 shows the same $8 \times 8$ structure tiled this time with L-shaped octominoes. On the radiation
pattern (figure 1.11) it can be seen that the side lobes are spread over the whole space, decreasing therefore its maximum down to $-20,3 \text{ dB}$.

PAA of the same size in one and the same frequency band but with different structures, obviously, produce different level of side lobes. It is easy to estimate the minimal number of possible structures of size $M \times N$ elements tiled with polyomino with $q$ cells. Let us define the area of a
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Figure 1.7: Picture of a PAA tiled with rectangular subarrays: front view (a) and feeding network behind (b)

minimal rectangle completely tiled with such a polyomino as $S_{\text{min}}$. Inside this rectangle $S_{\text{min}}/q$ polyominoes are placed unambiguously. This rectangle can be rotated by 90 degrees or flipped. In total there are four possible minimal rectangles. Inside the structure there can be $M \times N/S_{\text{min}}$ such rectangles. So, we can say that the minimal number of various structures with full coverage is

$$N_K = \left( \frac{2S_{\text{min}}}{q} \right)^{\frac{M \times N}{S_{\text{min}}}}. \quad (1.1)$$

In table 1.1 this number has been calculated for some polyomino types. As it is seen, even the minimal estimation of the structures number prevents from using brute force search for the optimal structure larger than $8 \times 8$ according to some criteria. Therefore, an approximate method is needed.

Table 1.1: Minimal estimation of number of different structures for different polyominoes

<table>
<thead>
<tr>
<th></th>
<th>L-tromino</th>
<th>L-tetromino</th>
<th>L-octomino</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 $\times$ 8</td>
<td>2642246</td>
<td>6536</td>
<td>256</td>
</tr>
<tr>
<td>16 $\times$ 16</td>
<td>$4.87 \cdot 10^{25}$</td>
<td>$1.84 \cdot 10^{19}$</td>
<td>$4.29 \cdot 10^{9}$</td>
</tr>
<tr>
<td>32 $\times$ 32</td>
<td>$5.64 \cdot 10^{102}$</td>
<td>$1.16 \cdot 10^{77}$</td>
<td>$3.4 \cdot 10^{38}$</td>
</tr>
</tbody>
</table>

In papers by Mailloux [59, 61] such structures were composed manually
without any optimization. The question of choosing particular structure was not stated. So, there is an actual problem of optimization of phased antenna arrays structures tiled with polyomino-shaped subarrays.

Therefore, the actuality of the problem was shown. Practical application field was described in details, in which phased antenna arrays act as complex spatially distributed objects. Problems were shown that occur in design of large phased antenna arrays with polyomino-shaped subarraying.

1.2 Analysis of existing methods and approaches to the optimization of planar structures

In the previous section the urgency of the research topic was described. Now it is necessary to analyse the state of the art. Analysis of the achievements in the field will be performed from two sides. From one side, methods and algorithms for optimization of two-dimensional structures, tiled with
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![Polyomino shapes: L-shaped tromino (a), L-shaped tetromino (b), S-shaped tetromino (c), T-shaped tetromino (d), C-shaped octomino (e), L-shaped octomino (f), PU-shaped octomino (g).](image)

objects of irregular shape, would be considered. That is geometric or system component of the work will be analysed. From the other side, the analysis of sidelobe level suppression methods in phased antenna arrays will be performed.

There are analytical and empirical methods of packing objects in structures. For example, Chinn and Grimaldi in their work analytically pack polyominoes into rectangular areas of the smallest size, which then cover the structure [14].

Opting empirical methods was done for the following reasons:

1. Such evaluation criterion of a PAR structure as the sidelobe level is in the complex implicit dependence on the structure itself and can only be calculated by modelling the entire system. Thus, the optimization problem is finding the global maximum in the large discrete space of solutions [85].

2. number of structures that can be obtained by filling a large rectangular
area with polyominoes is so big that it is not possible to sort out all the options and model them.

Empirical methods include optimization, that implements search for solutions in some complex multidimensional space. There are a number of studies that have compared different optimization algorithms such as particle swarm optimization method with genetic algorithm [40, 31], evolutionary algorithms [4, 63] and ant colony optimization [73]. Some researchers are interested in combining particle swarm optimization with such genetic mechanisms as breeding and selection [55, 5, 65]. Many variations of the original method of particle swarm optimization were suggested. For example, parallel optimization of several smaller swarms [83, 75, 84], adding negative entropy for mixing the particles [91], dissemination of findings within a limited number of nearest neighbours [48, 50, 62, 47], variation of searching objects in time [3], application of the particle swarm optimization method for controlling mutation in the evolutionary methods [89], dispersal of clustered particles to increase diversity [54], application of fuzzy logic
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for adjusting the parameters of the algorithm [74]. Daniel Boeringer and
Douglas Werner compared particle swarm optimization with the genetic
algorithm [8] and showed that the latter has a better ability to beam form-
ing. There are examples of the use of genetic algorithm in electromagnetics
and antenna design [90, 2].

Among the empirical methods we have chosen the genetic algorithm
(GA) for the following reasons:

1. Independence from the task type. In this work the task is a battery
of many parameters for which the optimal value has to be found.

2. Discreteness of the nature of the task. Since PAAAs have regular grid
and polyominoes are placed in the nodes of that grid with strictly
defined possible orientations, the search space is discrete.

3. Continuous actual range of the cost function. In opposite to the search
space, the criteria that describe potential solutions are continuous

Figure 1.11: Radiation pattern of PAA tiled with L-shaped octomino subarrays

Figure 1.11: Radiation pattern of PAA tiled with L-shaped octomino subarrays
values. This concept fits well into the nature of genetic algorithms.

Now let us face the question of sidelobe level suppression. As it was mentioned, grating lobes appear due to the accumulation of the phase shift error among regularly placed subarrays. The subarrays and elements inside them could be placed within a periodic and an aperiodic grid. In the first case the array is called equidistant and in the second — non-equidistant. The shape of the subarrays can be rectangular and irregular. Accordingly, there are four domains of planar array subarraying.

The first domain represents the simplest case, when rectangular subarrays are put into a periodic grid. In other words, the array is being split into equal rectangle areas of several radiating elements. Although in this case the area of the array is simply and effectively filled (figure 1.6), the corresponding radiation pattern is characterized by poor radiation performance with grating lobes due to the periodicity of the structure (figure 1.8) [60].

Other three domains aim at breaking this periodicity in different ways. In the second domain the rectangular subarrays are arranged in an aperiodic grid, which results in small arbitrary relative displacements and/or rotations (figure 1.12) [51]. This is the simplest solution for breaking periodicity. This solution is still simple from the point of view of production process but the achieved sidelobe suppression is not high (around 11 dB) [52].

The third domain is represented by irregular subarrays that aperiodically tile the aperture of the array [76, 88]. Here subarrays of more than one irregular shape are used simultaneously and placed in an aperiodic order, thus in nodes of an irregular grid.

One of the examples is the “Danzer” structure by Thomas Spence and Douglas Werner [76]. Their structure consists of many various triangles each being a subarray (figure 1.13). Such an array produces sidelobes of
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Figure 1.12: Rectangular subarray placement on an irregular grid

$-17.3 \text{ dB}$.

Figure 1.13: The “Danzer” structure

Pierro with colleagues published a structure called “Penrose” [66] (figure 1.14). It also contains a lot of subarrays and suppresses SLL down to $-17 \text{ dB}$.

A very beautiful variant of an antenna array structure was shown by Viganó [88]. It is called “Sunflower” (figure 1.15) and also keeps SLL at level of $-17 \text{ dB}$.
CHAPTER 1. INTRODUCTION AND STATE-OF-THE-ART

Much better results are demonstrated by the way of subarrays placement called “Pinwheel” [69]. In their article Morabito and others declare SLL suppression to $-21.5$ dB.

Figure 1.14: The “Penrose” structure

Figure 1.15: The “Sunflower” structure
The results achieved in this domain are significant due to high irregularity of the array structures (also considering arbitrary placement of elements within a subarray) [64, 66]. Although, the structures become very complex and include a big number of elements, which leads to high costs of the arrays and their size and weight.

Accordingly, the fourth domain — the use of subarrays of irregular shapes placed onto a periodic grid — has been adopted to avoid the presence of grating lobes of the array factor [57]. This approach provides good sidelobe level suppression still keeping the structure feasible in terms of mass production (figure 1.11). Having one irregular shape of a subarray it is possible to produce them first and then use them to build the whole array, just rotating the shape. Circular polarization used in communication systems will not be ruined. The question that arises is how to obtain such a structure to meet particular requirements. In other words, the array structure has to be optimized. The problem of large array tiling with subarrays of irregular shape comes to finding subarray positions with minimal number of holes (i.e. uncovered cells), that decrease the gain, and avoiding periodicity in subarray placement in order to minimize the number and level of the side lobes [6].

Therefore, existing methods and approaches to the problem of optimization of planar structures were analysed. Separately the optimization methods for phased antenna array structures were considered. Disadvantages of those methods applied to antenna array design were indicated and the way of research was chosen.

1.3 Goals and tasks of research

After substantiating actuality and analysing present methods and approaches, the goal of the work was set to be an increase of operating efficiency
of phased antenna arrays, including sidelobe level suppression, by means of optimization of their structures composed of polyomino-shaped subarrays. The choice of the genetic algorithm is grounded on the features of the application field. Phased antenna array optimization is one of the ways to fulfil the growing requirements for wireless communication speed and electromagnetic interoperability. The following research tasks have been formulated:

1. To develop a mathematical model of a phased antenna array structure composed of polyomino-shaped subarrays. This model should join geometric properties of the system, common for all planar structures, and electrodynamic properties that are specific for antenna arrays. The development of the model lies in the base of the whole research and is a fundamental step for further activities.

2. To develop a optimization method for polyomino placement based on a criterion of estimation of irregularity of structures. The sidelobe level of an antenna array that is being optimized is connected with subarray placement in the structure, more exactly with their irregularity. Therefore, by the irregularity estimation of a structure it is possible to estimate the sidelobe level. This task plays an important role in universalization of the algorithm to be developed.

3. To develop an algorithm of a structural-parametric synthesis of structures of polyominoes. This is the main theoretical task of the work. The algorithm is meant to synthesize structures, optimized by given criteria applying developed methods.

4. To develop a software based on the proposed algorithm for solving the phased antenna array optimization problem. The task has both theoretical — parameters calibration — and practical sides — synthesis of
antenna array structures. The software is needed for testing the algorithm and running numerical simulations on the obtained structures.

5. To assess the efficiency of the proposed algorithm and obtained structures by the mathematical simulation. Using the software it is needed to get output results of the algorithm and to analyse them, proving that the goal is achieved.

1.4 Chapter 1 conclusions

1. The actuality of the problem was shown. Practical application field was described in details, in which phased antenna arrays act as complex spatially distributed objects. Problems were shown that occur in design of large phased antenna arrays with polyomino-shaped subarraying.

2. Existing methods and approaches to the problem of optimization of planar structures were analysed. Separately the optimization methods for phased antenna array structures were considered. Disadvantages of those methods applied to antenna array design were indicated and the way of research was chosen.

3. The goal of the work was formulated according to analysis of the state of the art in the field. The scientific tasks were stated that will lead to the goal achievement by a consistent progress.
Chapter 2

Development of mathematical model and optimization methods for rectangular structures of polyominoes

2.1 Development of a mathematical model of antenna array structures built of polyomino-shaped subarrays

First of all in order to solve the optimization problem it is necessary to formulate and describe it mathematically. Moreover, except for the static characteristics of the whole system it is required to describe the relations between the system components, as well as the characteristics of the components. This is called the development of a model of the system. The model reflects all the necessary properties of the system and its components and its response to external stimuli. Only having a correct model of the system one can develop methods and algorithms for optimization and be sure they are adequate. Main results of the chapter are published by the author in journals and conference proceedings [16, 18, 21, 70, 23].
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Thus, the model of the same system may be different for different applications. For example, for the calculation of the deformation forces of the bridge, a model is needed that takes into account the type, size and material of the structure. If we need a model for visualizing the same bridge, it will contain information about the shape, size and colour of the bridge.

The theme of this work is to optimize rectangular structures on the example of antenna arrays. Accordingly, it is necessary at first to consider the characteristics of the antenna arrays and to decide which criteria will be used in the optimization of the characteristics and which must be present in the model. Thereafter, these features must be combined into a single mathematical apparatus capable in terms of the laws of physics to reliably describe the antenna array.

In the first chapter it was mentioned that the antenna array is a system in which there are two types of inter-element relations: geometric and electromagnetic. Also there was a list with definitions of the main characteristics of antennas: radiation pattern, gain, directivity, sidelobe level, front-to-back ratio, beamwidth.

The usage of subarrays of different polyomino shapes (figure 1.9) in the design of the antenna array was originally aimed at the suppression of side lobes in the radiation pattern. However, the maximum suppression of SLL does not mean the maximum coverage of the array by subarrays. If a portion of the array is not included into any subarray, this means that in this area (which may consist of one or more elements) no radiating elements are set. Such areas are called holes. Large number of holes in the array reduces the antenna gain, which affects both the receiving and the transmission of signal. Thus, the optimization criteria selected are sidelobe level and geometric fullness of the array.

In this work planar rectangular equidistant antenna arrays are considered. They are rectangular planar structures consisting of equal-sized cells.
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The easiest way to represent this structure is a matrix. Let the structure have \( M \) rows and \( N \) columns and lies in the \( x - y \) plane, where rows are parallel to the axis \( x \), and the columns to axis \( y \) (Figure 2.1).

![Element location in the structure](image)

As was already mentioned, the antenna arrays consist of identical emitters. The distance between the centers of the elements in an equidistant array are the same too within the axes. Note that the physical dimensions of the radiators do not play an important role in the work and are not counted. It is supposed that the dimensions of the emitters are small enough to fit in a predetermined inter-element distance, which is set in the wavelengths at the central frequency of the bandwidth. Accordingly, we denote the inter-element distance along the axes \( x \) and \( y \) as \( dx \) and \( dy \).

An empty structure is represented by a zero-filled matrix [45]:

\[
A = \begin{pmatrix}
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0
\end{pmatrix}
\]  

(2.1)

As filling the structure with polyomino forms, matrix elements belonging to those polyominoes are assigned sequence numbers, starting with one.
Each shape of polyomino may be rotated inside the structure by an angle that is a multiple of 90 degrees. In addition, the polyomino can be flipped that adds four more orientations. In total there are eight orientations. Each of the orientations may be provided by a separate matrix with two columns and as many rows as the number of elements in polyomino without one. Matrix elements are the coordinates defining the location of each element relative to a pre-determined center of the polyomino. Each row of this matrix determines the shift of each element polyomino (except center) relative to the center. The first column specifies the offset for axis $y$, and the second for axis $x$. For example, the L-shaped octomino comprises eight elements. To describe its orientations we need to make eight matrices of $7 \times 2$ elements. Following are the eight orientations of L-octomino in accordance with figures 1.9 and 3.15:

$$
T^0 = \begin{pmatrix}
-2 & -1 \\
-1 & -1 \\
0 & -1 \\
0 & 1 \\
1 & -1 \\
1 & 0 \\
1 & 1 \\
\end{pmatrix}, \quad T^1 = \begin{pmatrix}
-1 & -1 \\
-1 & 0 \\
-1 & 1 \\
-1 & 2 \\
0 & -1 \\
1 & -1 \\
1 & 0 \\
\end{pmatrix}, \quad T^2 = \begin{pmatrix}
-1 & -1 \\
-1 & 0 \\
-1 & 1 \\
0 & -1 \\
0 & 1 \\
1 & 1 \\
2 & 1 \\
\end{pmatrix},
$$

$$
T^3 = \begin{pmatrix}
-1 & 0 \\
-1 & 1 \\
0 & 1 \\
1 & -2 \\
1 & -1 \\
1 & 0 \\
1 & 1 \\
\end{pmatrix}, \quad T^4 = \begin{pmatrix}
-2 & 1 \\
-1 & 1 \\
0 & -1 \\
0 & 1 \\
1 & -1 \\
1 & 0 \\
1 & 1 \\
\end{pmatrix}, \quad T^5 = \begin{pmatrix}
-1 & -1 \\
-1 & 0 \\
0 & -1 \\
0 & 1 \\
1 & 1 \\
1 & 0 \\
1 & 2 \\
\end{pmatrix}, \quad (2.2)
$$
These matrices are used by the program and stored in separate files. Possessing a structure matrix and polyomino orientations matrix, we can formulate the condition of possibility of polyominoes placement (in our example, L-octomino) at position \((x, y)\). It is understood that the center of polyomino is located at coordinates \((x, y)\) and the other elements — according to their relative shifts identified by vectors in an orientation matrix. Subarrays can not be superimposed on each other, respectively a polyomino can not be put in the structure, if at least one element of it is in already occupied place. It is easy to figure it out. It is enough to compute the sum of elements of the structure matrix, found in the coordinates from the orientation matrix. Here also a ban is included on crossing border of the structure — all polyominoes must be located entirely within the structure:

\[
Y_\mu(x, y) = \begin{cases} 
A_{x,y} + \sum_{i=1}^{q-1} A_{x_1,y_1}, & 0 \leq x_1 < N \land 0 \leq y_1 < M; \\
1, & x_1 < 0 \lor x_1 \geq N \lor y_1 < 0 \lor y_1 \geq M; 
\end{cases} 
\]

\[
x_1 = x + T_{i,2}^\mu, \\
y_1 = y + T_{i,1}^\mu, 
\]

where \(\mu\) — orientation of polyomino, \(q\) — number of elements in polyomino.

If \(Y = 0\) then the placement of the polyomino at a given location is considered possible (and the location is considered suitable). Let us give
an example of placement of the first L-octomino with orientation number zero (matrix $T^0$) into an empty structure of size $8 \times 8$ at the center with coordinates $(4, 4)$:

\[
A = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\] (2.4)

Therefore, we have a model of a structure (array matrix), model of polyominoes (orientation matrices) and conditions for polyomino placement. This set lets us to describe and consider geometric relations between the elements in a system.

As well as geometric, we need to consider electrodynamic relations to compute the radiation pattern. It is well known that the far field of an antenna array $E(\theta, \phi)$ is derived from the field of a single element:

\[
E(\theta, \phi) = E_1(\theta, \phi) \times AF(\theta, \phi),
\] (2.5)

where $\theta$ and $\phi$ — spherical coordinates, $E_1$ — single element field, $AF$ — array factor. For ease, instead of spherical coordinates they use sine space coordinates [67]:

\[
u = \sin \theta \cos \phi,
\]

\[
u = \sin \theta \sin \phi.
\] (2.6)

The array factor characterizes the interference of radiation from single elements taking into account given amplitude distribution and phase shifts.
The standard notation is the following:

\[ AF(\theta, \phi) = \sum_{m=1}^{M} \sum_{n=1}^{N} a_{mn} e^{-jk[md_x(u-u_0)+nd_y(v-v_0)]}, \]

(2.7)

where \( a_{mn} \) — amplitude coefficient that sets amplitude distribution, \( k = \frac{2\pi}{\lambda} \) — wave number, \( \lambda \) — wave length, \( u_0 \) and \( v_0 \) — steering angle of the main beam. The exponent defines the phase shift from phase shifter. Figure 2.2 shows a simplified scheme of phase shift forming in a linear antenna array composed of three subarrays with four elements in each. The \( y \) axis measures the signal phase of each element. Linear phase distribution through the array provides the forming of the main beam in the desired direction.

Equation (2.7) supposes that beneath each element in the array there is an amplifier and a phase shifter (figure 1.4a). In case of subarraying that equation should be rewritten. We shall start with rectangular subarrays.
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Let the array of size $M \times N$ be completely filled with rectangular subarrays of size $M_0 \times N_0$ (figure 1.6a) with architecture according to figure 1.6b. Subarray factor will be written as:

$$
SAF(\theta, \phi) = \sum_{m=1}^{M_0} \sum_{n=1}^{N_0} a_{mn} e^{-jk[md_x(u-u_0)+nd_y(v-v_0)]}.
$$

(2.8)

Array factor will be expressed through subarrays as:

$$
AF(\theta, \phi) = \sum_{m=0}^{M/M_0} \sum_{n=0}^{N/N_0} SAF(\theta, \phi)e^{-j2\pi f \tau_{m_0n_0}},
$$

(2.9)

where $f$ — frequency, $\tau$ — time delay value from the time delay element, that can be calculated for rectangular subarrays placed regularly:

$$
\tau_{m_0n_0} = \frac{1}{c} [c_m + (m_0 - 1)M_0d_x](u - u_0) + \frac{1}{c} [c_n + (n_0 - 1)N_0d_y](v - v_0),
$$

(2.10)

where $c$ — speed of light and $c_m$ and $c_n$ — subarray center coordinates relatively to top left corner.

In case of polyomino-shaped subarrays the situation becomes more complicated, because polyominoes and their centres are located not regularly. Actually, for this they are used. However, they can also be described mathematically, meaning that we know all the orientations matrices and centre coordinates for each of them. Subarray factor will be expressed as:

$$
SAF(\theta, \phi) = \sum_{i=1}^{q-1} a_i e^{-jk[T_{i,2}^du(u-u_0)+T_{i,1}^dv(v-v_0)]}.
$$

(2.11)

In the calculation of the factor of the entire array composed of polyomino-shaped subarrays, it is also needed to know positions and orientations of all the polyomino in the structure:

$$
AF(\theta, \phi) = \sum_{i=1}^{N} SAF_i(\theta, \phi)e^{-j2\pi f \tau_i},
$$

(2.12)
where \( N \) — number of subarrays in the array. Delay \( \tau_i \) can also be calculated from the subarray centre coordinates in the array [13]:

\[
\tau_i = \frac{1}{c} [x_i d_x] (u - u_0) + \frac{1}{c} [y_i d_y] (v - v_0),
\]

(2.13)

where \( x_i \) and \( y_i \) — coordinates of the centre of \( i \)-th subarray in the array.

Having all these equations one can compute the field of a phased antenna array and measure the sidelobe level. At the same time there is no need to put into equation (2.5) a field of a particular radiator: radiation pattern of a radiating element itself is not optimized in this work, and so instead of a real radiator we can use expression for the ideal isotropic radiator:

\[
E_1(r, \theta, \phi) = \frac{e^{-jkr}}{4\pi r} \hat{r}(\theta, \phi),
\]

(2.14)

where \( r \) — distance to the measuring point, \( \hat{r} \) — unit vector. In such called far field \( r \gg \frac{\lambda}{2\pi} \), therefore (2.14) can be simplified significantly by normalizing the amplitude to some value in the far field:

\[
E_1 = 1.
\]

(2.15)

So, a mathematical model of a structure of polyominoes, representing a phased antenna array, was developed that describes and joins geometrical and electrodynamic relations between the elements. The model takes into account technical features of radiating structures. Radiation properties of the structures are described by array factor.

### 2.2 Development of the optimization method based on the structure irregularity estimation

In this work the optimization of phased antenna arrays acts as the application area for the optimization methods and algorithms being developed. Among different parameters of antenna arrays in this work optimization is
focused on gain and sidelobe level. The gain is optimized by implication by the increase of geometric fullness of the structure. But the sidelobe level is not connected with evident dependence only to the geometric part of the structure and requires experiments or numerical simulation for its obtaining.

For obvious reasons it is impossible to run hardware experiments during the optimization of an antenna array. There are software libraries for numerical simulations of the sidelobe level. Depending on the sizes of the array and accuracy the simulation may take from half a second up to several minutes. This time multiplied by the number of iterations of the genetic algorithm and population size grows to hours spent on one experiment. In order to solve this problem a task was set to find another optimization criterion that could replace the sidelobe level and be quicker to calculate.

In works of Mailloux [59, 61] it is stated that the sidelobe suppression is proportional to the irregularity of the array structure tiled with subarrays. Therefore, we should search for a criterion that could estimate the irregularity of a structure.

Two attempts were made to find such a criterion. The first one uses the colour filtering method. This way did not show good results and so another attempt was done based on calculation of the autocorrelation function of the structure scanning. The second approach has shown good results and was used in the examples provided in the fourth chapter. Further the two methods are described in more details.

Irregularity of a structure tiled with polyominoes may mean that it does not have patterns repeated with some spatial periodicity. At the same time a pattern can be represented by a single polyomino as well as a group of two, three or more. So, it is important to consider uniform distribution of not only all eight orientations of the polyomino, but also groups of such polyominoes. For this purpose it was proposed to use the principle of colour
filtering. Its essence is in the following.

According to the RGB model, all the colours can be obtained by mixing three basic colours: red, green and blue (figure 2.3). The basic colours are orthogonal to each other: they cannot be obtained by mixing two other colours.

![RGB model: three basic and three secondary colours](image)

If we mix each pair of basic colours in equal proportion we will get three secondary colours:

- red + green = yellow
- red + blue = magenta
- green + blue = cyan

In total we can use these six colours. We paint polyominoes in the structure with these colours. Each colour is associated with one orientation. In figure 2.4 a structure is shown where all the polyominoes are painted in their colours.

Now let us describe colour channels. Colour channels correspond to the basic colours of the model. In RGB it is red, green and blue. They say a colour is visible in a channel if the corresponding basic colour is used to obtain it. Therefore, in the red channel among our six colours we will see red, yellow and magenta. In the green channel it is green, yellow and cyan.
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Figure 2.4: Example of a structure in which polyominoes are painted in colours according to orientations

while in blue channel — blue, cyan and magenta.

Now, if we “turn on” only one channel we will see only those polyominoes in the structure that are painted in the corresponding visible colours. Figure 2.5 shows the initial structure in each of three channels.

But we ought to remember that every polyomino in the structure has eight orientations, while there are only six basic and secondary colours. Black colour is used to designate invisible polyominoes and holes that are invisible in any channel. White colour is useless because it is visible in all channels.

It is impossible to find four orthogonal colours. But we can abstract our mind from colours and transfer the same principle (mixing and elicitation) to other objects. In this work the prime numbers have been chosen as such objects. Four imaginary colours act as basic: \( C_2 \), \( C_3 \), \( C_5 \) and \( C_7 \). They are orthogonal and they don’t divide by one another. Their multiplication will represent mixing. Since the numbers are prime, every product will be divisible by only the numbers that represent basic colours. In total there
Figure 2.5: Views of the structure in red (a), green (b) and blue (c) channels are six secondary colours:

\[
C_2 + C_3 = C_6, \\
C_2 + C_5 = C_{10}, \\
C_2 + C_7 = C_{14}, \\
C_3 + C_5 = C_{15}, \\
C_3 + C_7 = C_{21}, \\
C_5 + C_7 = C_{35}.
\]

We will use only two basic colours ($C_2$ and $C_3$) and six secondary to paint eight orientations of polyominoes.
2.2. DEVELOPMENT OF THE OPTIMIZATION METHOD BASED ON THE STRUCTURE IRREGULARITY ESTIMATION

Then we need somehow to estimate the uniformity of visible elements in the structure in each channel. For that we calculate the number of visible elements in all the rows and columns and their standard deviation (separately among rows and columns). The average value is set exactly to the number of elements in a row/column per one channel. In channels $C_2$ and $C_3$ four colours are visible, while in channels $C_5$ and $C_7$ only three. Therefore we divide the number of elements in a row/column by 3.5 to obtain the average:

$$\langle U^{(C)} \rangle = \frac{N}{3.5},$$

$$\langle V^{(C)} \rangle = \frac{M}{3.5},$$

$$\sigma_C^i = \sqrt{\frac{1}{M} \sum_{i=1}^{M} \left( V_i^{(C)} - \langle V^{(C)} \rangle \right)^2},$$

$$\sigma_C^- = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( U_i^{(C)} - \langle U^{(C)} \rangle \right)^2},$$

where $\sigma_C^i$, $\sigma_C^-$ — standard deviation of visible elements in a row and column in channel $C$, $U_i^{(C)}$ and $V_i^{(C)}$ — number of visible elements in the $i$-th row or column in channel $C$, $M$ and $N$ — number of rows and columns in the structure.

By this the information about the uniformity of the elements distribution for each colour channel is extracted. Then all the standard deviations are summed up forming a numerical value of the irregularity of the structure $R$:

$$R = \sum_C \left( \sigma_C^i \sigma_C^- \right).$$

The optimization criterion in this case will be positive minimization down to zero, meaning uniform distribution of visible elements among rows.
and columns in all the channels and, therefore, absence of repeated patterns inside the structure.

Next we present several experiments to identify the dependence between sidelobe level and calculated value of irregularity of structures.

2.2.1 Example values of irregularity by colour filtration method

Here two examples of structures of $32 \times 32$ elements are presented for which irregularity values are calculated by the colour filtering method as well as sidelobe levels. In the first example the structure is tiled with L-shaped trominoes, in the second — L-shaped octominoes. These examples are listed for understanding the range of values of irregularity. According to the formulae, those values can be non-integer. In the first example it is 346.36 and in the second — 370.54. At the same time sidelobe level differ slightly: 8.5 dB for bandwidth $r = 1.3$ and 11 dB for bandwidth $r = 1.818$. 
Example 1: structure $32 \times 32$, L-tromino

Input parameters:

- structure size: $M = N = 32$;
- polyomino type: L-tromino.

Figure 2.6 shows the structure, numerical results are given in table 2.1.

![Array structure in the first example](image)

Table 2.1: Output data of the first example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes</td>
<td>363</td>
</tr>
<tr>
<td>Fullness of the structure $A, %$</td>
<td>100</td>
</tr>
<tr>
<td>Irregularity $R$</td>
<td>346.36</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ for $r = 1.300$, dB</td>
<td>$-28.43$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ for $r = 1.818$, dB</td>
<td>$-21.76$</td>
</tr>
</tbody>
</table>
Example 2: structure $32 \times 32$, L-octomino

Input parameters:

- structure size: $M = N = 32$;
- polyomino type: L-octomino.

Figure 2.7 shows the structure, numerical results are given in table 2.2.

![Array structure in the second example](image)

**Table 2.2: Output data of the second example**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes</td>
<td>144</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>98.63</td>
</tr>
<tr>
<td>Irregularity $R$</td>
<td>370.54</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ for $r = 1.300$, dB</td>
<td>$-19.97$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ for $r = 1.818$, dB</td>
<td>$-10.76$</td>
</tr>
</tbody>
</table>

Below the analysis of the method is provided from the point of view of stability of values and correspondence to the sidelobe level.
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2.2.2 Colour filtering method analysis

Figure 2.8 shows graphs of irregularity calculated by the colour filtering method and sidelobe level obtained by simulation for bandwidth $r_{\text{sim}} = 1.3$. The experiments were run for structures of different sizes tiled with L-tromino. Numerical data is presented in table 2.3.

![Graph showing irregularity and sidelobe level](image)

Figure 2.8: Irregularity and sidelobe level of structures of different sizes, tiled with L-trominoes

<table>
<thead>
<tr>
<th>Structure size $M = N$</th>
<th>Irregularity $R$</th>
<th>SLL, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>144.32</td>
<td>-11.75</td>
</tr>
<tr>
<td>25</td>
<td>198.80</td>
<td>-13.30</td>
</tr>
<tr>
<td>30</td>
<td>242.85</td>
<td>-16.25</td>
</tr>
<tr>
<td>35</td>
<td>279.09</td>
<td>-20.20</td>
</tr>
<tr>
<td>40</td>
<td>362.88</td>
<td>-19.39</td>
</tr>
<tr>
<td>45</td>
<td>509.85</td>
<td>-21.76</td>
</tr>
<tr>
<td>50</td>
<td>545.69</td>
<td>-21.24</td>
</tr>
</tbody>
</table>
Similar analysis for structures tiled with L-octominoes is shown on figure 2.9 and table 2.4.

From this graphs it can be seen that the irregularity value behaves in opposite to the sidelobe level. Despite that the value of irregularity can be inverted and scaled, beforehand we need to make sure that values are stable, i.e. see how do they differ for structures with similar SLL.

![Graph showing irregularity and sidelobe level of structures of different sizes, tiled with L-octominoes](image)

**Figure 2.9: Irregularity and sidelobe level of structures of different sizes, tiled with L-octominoes**

<table>
<thead>
<tr>
<th>Structure size $M = N$</th>
<th>Irregularity $R$</th>
<th>SLL, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>124.71</td>
<td>−11.38</td>
</tr>
<tr>
<td>25</td>
<td>196.14</td>
<td>−11.94</td>
</tr>
<tr>
<td>30</td>
<td>206.15</td>
<td>−10.63</td>
</tr>
<tr>
<td>35</td>
<td>283.20</td>
<td>−12.51</td>
</tr>
<tr>
<td>40</td>
<td>329.16</td>
<td>−14.90</td>
</tr>
<tr>
<td>45</td>
<td>442.91</td>
<td>−15.33</td>
</tr>
<tr>
<td>50</td>
<td>549.38</td>
<td>−16.21</td>
</tr>
</tbody>
</table>
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Further there are graphs, comparing irregularity values with sidelobe level of structures obtained with different random generator seeds. SLL was simulated for $r_{sim} = 1.3$ and $r_{sim} = 1.818$. The structures are of equal sizes $32 \times 32$. Figure 2.10 shows the graph for structures tiled with L-trominoes while figure 2.11 presents the graph for structures of L-octominoes.

From the graphs it can be seen that the irregularity values are not only unstable and allow a deviation of $\pm 25$ with SLL being more or less the same, but also demonstrates ungrounded tendency (figure 2.11). Considering this we can say that the developed method is not suitable as a replacement for sidelobe level in cost function.

Nevertheless, the method has proved its capacity. It can be studied further and applied to other fields of research dealing with planar discrete structures. For example, the method can be used for calculation of image hashes,

![Graph showing irregularity and sidelobe level of structures](image)

Figure 2.10: Irregularity and sidelobe level of structures of same size tiled with L-tromino

Therefore, a colour filtering method has been developed that provides
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Figure 2.11: Irregularity and sidelobe level of structures of same size tiled with L-octomino numerical estimation of irregularity of a structure. The method was implemented and analysed. As a result of the analysis it was found out that the method cannot be used for PAA optimization, because the derivable irregularity estimation does not correlate with the sidelobe level.

2.3 Development of an optimization method based on estimation of structure’s self-similarity

Experiments with colour filtering method showed that the calculated value of irregularity has almost nothing to do with the simulated value of the sidelobe level. We had to find a new approach for the optimization criterion that could replace SLL.

Since we talk about irregularity of some structure, it makes sense to apply the concept of autocorrelation. Autocorrelation function expresses the degree of self-similarity of a function at a certain shift of the argument.
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There is a two-dimensional expression of the autocorrelation function, but its computing time grows exponentially with the growth of the area of two-dimensional domain of the function (in this case, the area of the structure). It was therefore decided to use the one-dimensional expression.

In order to calculate one-dimensional autocorrelation function from a two-dimensional function one has to reduce the dimensionality of it. In other words, obtain its scanning. The structure contains a finite number of discrete elements, therefore the scanning will also be discrete and finite. There are several different scannings. The simplest one — serial scanning which joins rows or columns of a structure in series (figure 2.12). But conformably to our task the recursive Hilbert scanning is of special interest [39, 26].

The Hilbert scanning represents a continuous line, that passes all elements in the structure [72]. Depending on the size of the structure, various number of iterations is needed (figure 2.13). At the same time the size of a structure covered by the scanning is a power of two.

Let the structure have \( M \times N \) elements. The length of the Hilbert curve for it will be:

\[
l_h = M \times N.
\]  

(2.21)

The Hilbert scanning of such a structure will return a vector \( \vec{s} \), consisting of
orientations of polyominoes to which the elements belong. Autocorrelation function from function \( f(t) \) in general is expressed in the following way:

\[
\Psi(\tau) = \int f(t)f(t - \tau)dt. \tag{2.22}
\]

For a discrete vector it can be rewritten as a sum:

\[
\Psi(\tau) = \sum_{i=\tau}^{l_h} [\vec{s}(i) \times \vec{s}(i - \tau)]. \tag{2.23}
\]

In order to calculate self-similarity of the vector we have to compute an integral from the autocorrelation function for all \( \tau \):

\[
R = \int \Psi(\tau)\,d\tau. \tag{2.24}
\]

Return back to the sum:

\[
R = \sum_{\tau=1}^{l_h} \sum_{i=\tau}^{l_h} [\vec{s}(i) \times \vec{s}(i - \tau)]. \tag{2.25}
\]
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Here we need to describe the multiplication of vectors more exactly. First of all, the vector contains orientations of not all the elements, but only centres of polyominoes. But it does not become shorter: all other elements are set equal to \(-1\). Secondly, we want to find not the product of numbers of orientations, but the number of their coincidences. That is why multiplication is replaced with conditional intersection. Sidelobe level suppression is inversely proportional to self-similarity of the structure. In order to make SLL and self-similarity directly proportional the minus sign is added:

\[
R = - \sum_{\tau=1}^{l_h} \sum_{i=\tau}^{l_h} \left[ \vec{s}(i) \otimes \vec{s}(i - \tau) \right],
\]  
(2.26)

\[
\vec{s}(i) \otimes \vec{s}(j) = \begin{cases} 
1, & \vec{s}(i) = \vec{s}(j) \\
0, & \vec{s}(i) \neq -1 \\
\end{cases}
\]  
(2.27)

2.3.1 Examples of self-similarity values by the autocorrelation method

Below two examples of 32 × 32 structures are provided, for which the values of self-similarity and sidelobe levels are calculated.
Example 1: structure $32 \times 32$, L-tromino

Input parameters:

- structure size: $M = N = 32$;
- polyomino type: L-tromino.

Figure 2.14 shows the structure, numerical results are provided in table 2.5.

![Structure of an array in the first example](image)

Figure 2.14: Structure of an array in the first example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>363</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>100</td>
</tr>
<tr>
<td>Self-similarity $R$</td>
<td>$-7527$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at band $r = 1.300$, dB</td>
<td>$-28.43$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at band $r = 1.818$, dB</td>
<td>$-21.76$</td>
</tr>
</tbody>
</table>
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Example 2: structure $32 \times 32$, L-octomino

Input parameters:

- structure size: $M = N = 32$;
- polyomino type: L-octomino.

Figure 2.15 shows the structure, numerical results are provided in table 2.6.

![Structure of an array in the second example](image)

Figure 2.15: Structure of an array in the second example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>144</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>98.63</td>
</tr>
<tr>
<td>Self-similarity $R$</td>
<td>$-902$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at band $r = 1.300$, dB</td>
<td>$-19.97$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at band $r = 1.818$, dB</td>
<td>$-10.76$</td>
</tr>
</tbody>
</table>
2.3.2 Autocorrelation method analysis

Autocorrelation method analysis will be done over two criteria. Firstly, the dependence will be analysed of the sidelobe level on the structure self-similarity. Secondly, the stability of the self-similarity value will be judged, i.e. how much does it vary for similar structures.

Figure 2.16 shows graphs of the self-similarity value calculated by the autocorrelation method and the sidelobe level obtained by numerical simulation for band $r_{sim} = 1.3$. The experiments were run for structures of $32 \times 32$ elements, tiled with polyominoes of different types. Numerical data is presented in table 2.7.

![Figure 2.16: Self-similarity and sidelobe level of 32×32 structures of different polyominoes](image)

Similar analysis for structures $64 \times 64$ is shown on graph 2.17 and in table 2.8.

It can be seen from the graphs that the self-similarity value behaves very similarly to the sidelobe level. Now we need to investigate, how much do the values vary for the similar structures, i.e. for the structures with
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Table 2.7: Self-similarity and SLL of $32 \times 32$ structures of different polyominoes

<table>
<thead>
<tr>
<th>Polyomino type</th>
<th>Self-similarity $R$</th>
<th>SLL at $r_{sim} = 1.3$, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-tromino</td>
<td>−7527</td>
<td>−28.43</td>
</tr>
<tr>
<td>L-tetromino</td>
<td>−4196</td>
<td>−24.22</td>
</tr>
<tr>
<td>S-tetromino</td>
<td>−4146</td>
<td>−22.35</td>
</tr>
<tr>
<td>T-tetromino</td>
<td>−4042</td>
<td>−22.78</td>
</tr>
<tr>
<td>L-octomino</td>
<td>−902</td>
<td>−19.97</td>
</tr>
<tr>
<td>Pu-octomino</td>
<td>−885</td>
<td>−20.09</td>
</tr>
</tbody>
</table>

Table 2.8: Self-similarity and SLL of $64 \times 64$ structures of different polyominoes

<table>
<thead>
<tr>
<th>Polyomino type</th>
<th>Self-similarity $R$</th>
<th>SLL at $r_{sim} = 1.3$, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-tromino</td>
<td>−118749</td>
<td>−32.76</td>
</tr>
<tr>
<td>L-tetromino</td>
<td>−66907</td>
<td>−28.67</td>
</tr>
<tr>
<td>S-tetromino</td>
<td>−66491</td>
<td>−28.83</td>
</tr>
<tr>
<td>T-tetromino</td>
<td>−62545</td>
<td>−29.21</td>
</tr>
<tr>
<td>L-octomino</td>
<td>−15444</td>
<td>−25.01</td>
</tr>
<tr>
<td>Pu-octomino</td>
<td>−15208</td>
<td>−26.33</td>
</tr>
</tbody>
</table>

more or less the same SLL. For this purpose experiments were run with different seeds of the pseudo random number generator.

Below the graphs are listed that compare self-similarity with sidelobe level of structures, built with different seeds. SLL was simulated for bands $r_{sim} = 1.3$ and $r_{sim} = 1.818$. Structures have equal sizes of $32 \times 32$. Figure 2.18 shows the graph for structures tiled with L-tromino while figure 2.19 — for structures tiled with L-octomino.

It can be seen from the graphs that the self-similarity values are stable, i.e. little deviations of SLL correspond to little deviations of self-similarity. This means that the value of self-similarity can be used as a replacement for SLL.

Still we see that different sizes of structures and different polyomino types produce different ranges of self-similarity values. To make use of this value in the cost function it should be normalized. Table 2.9 provides...
Figure 2.17: Self-similarity and sidelobe level of $64 \times 64$ structures of different polyominoes

normalizing denominators for different structure sizes and types of polyominoes. In the cost function this component will be added in a form of a weighted normalized value:

$$\psi_R \frac{R(\tilde{s})}{\rho}$$  \hspace{1cm} (2.28)

Therefore, an autocorrelation method has been developed, that allows estimation of self-similarity of structures. Provided analysis of the method showed that self-similarity values correlate with computed values of side-
2.4. CHAPTER 2 CONCLUSIONS

![Graph showing self-similarity and sidelobe level of structures of same size tiled with L-trominoes]

Figure 2.18: Self-similarity and sidelobe level of structures of same size tiled with L-trominoes

lobes levels. This lets us use this method during the process of optimization of phased antenna arrays.

2.4 Chapter 2 conclusions

1. A mathematical model of a structure of polyominoes, representing a phased antenna array, was developed that describes and joins geometrical and electrodynamic relations between the elements. The model takes into account technical features of radiating structures. Radiation properties of the structures are described by array factor.

2. A colour filtering method has been developed that provides numerical estimation of irregularity of a structure. The method was implemented and analysed. As a result of the analysis it was found out that the method cannot be used for PAA optimization, because the derivable
irregularity estimation does not correlate with the sidelobe level.

3. An autocorrelation method has been developed, that allows estimation of self-similarity of structures. Provided analysis of the method showed that self-similarity values correlate with computed values of sidelobe levels. This lets us use this method during the process of optimization of phased antenna arrays.
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Chapter 3

Development of an optimization algorithm based on the genetic algorithm

3.1 Problem of the genetic algorithm application

In recent years, genetic algorithm proved to be a powerful way of solving problems. Strategy of the GA is based on the principle of natural selection and genetic recombination. GA starts with an initial population of individual chromosomes. Each chromosome with its cost function value is a separate solution in the search space. For each generation chromosomes are being selected from the previous population according to a probability that is proportional to their cost function value. These chromosomes undergo genetic operations to get the new population. During the formation of a new generation, the best chromosomes are recombined in order to produce even better offspring.

The first empirical study of GA in optimization was done by Holland [41] for two-armed bandit problem. Since then, GA was applied to many complex optimization problems in various fields, especially in those where the search space is poorly understood. Some examples of GA for practical
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engineering tasks include monitoring gas pipes [36], robotics control [27], scheduling [28], medical image analysis [37] and designing adaptive fuzzy controllers logic [44, 53]. There are several studies on the use of GA in the optimal packing [9, 10].

Success of the GA depends on many factors. It is important that the solution could be represented as a binary string, suitable for manipulation using various genetic operations inside GA. Selecting string structure depends largely on the characteristics of the optimization problem. Such a representation should ideally cover all the search space without violating constraints. In the case of polyomino placement it is more efficient to encode configuration of polyominoes by changing the position of the corresponding gene in the string, especially for large structures.

When determining points of global optimality in the search space, GA does not use any additional information. So no matter whether a task is uni-modal, multi-modal or combinatorial. Necessary information is encoded in the cost function. Basically, the cost function is used to calculate the suitability of solutions. Suitability is the basis for deciding which chromosomes in the population will produce offspring in the next generation. This is a quality score of possible solutions to the problem. Thus, the choice of an appropriate cost function, which expresses the suitability of a potential solution is critical.

Figure 3.1 shows a flow-chart that indicates the steps of optimal placement problem adaptation for GA. In general, the scheme reflects a implementation methodology for GA from a problem formulation to obtaining a complex object-oriented algorithm.

To state the problem to the algorithm clearly, it is necessary to own all the necessary information regarding the specifics of the area and restrictions on the search. This applies, among other things, also systems including the human factor [33]. In the polyomino placement problem
this information should include the number of polyominoes for placement, shape and orientation of each polyomino, area of the structure and all the criteria that must be met under restrictions. The next step is to choose a suitable coding scheme.

After choosing a coding scheme, optimization criteria are considered. They are used during search by the cost function. In the formulation of the objective function all the criteria are converted into maximizations of the functions of some system variables. Then their combination forms the objective function, which is used in the search. For this purpose it is proposed to merge all of the criteria to form a single scalar objective function. The idea is to get a set of weighting coefficients for all system variables. Once the objective function is formulated, the object-oriented GA is ready. Various genetic operators and parameters are carefully calibrated to meet the applicable limitations and problems.
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Next will be given a description of a polyominoes placement algorithm for rectangular areas, developed by Gwee and Lim [38], which is the basis for the algorithm developed in this work. Chromosome decoding, cost function choosing and calibration of GA parameters will be addressed. At the end of this section the results of implementation of the algorithm in the program code with examples of structures and their characteristics will be provided. Main results from this chapter are published by the author in journals and conference proceedings [19, 22, 20, 25, 24, 15].

3.1.1 Circular placement principle

In the GA choice of a binary interpretation depends on the characteristics of the optimization problem. Consider the case of placing \( m \) polyomino on two-dimensional chessboard. We can encode the position of a polyomino by rearrangements in chromosome, where each gene is a unique number to identify a particular polyomino. Position of a gene in a chromosome dictates a polyomino position on the chessboard. Let \( \vec{x} \) denote a chromosome representing positions of \( m \) polyominoes. Structure of the string \( \vec{x} \) can be written as a concatenation of the following:

\[
\vec{x} = (\mu_1 \, \mu_2 \, \ldots \, \mu_m), \tag{3.1}
\]

where \( \mu_i \) represents \( i \)-th gene of the chromosome \( \vec{x} \), \( 1 \leq \mu_i \leq m \).

Two requirements should be met to decode a chromosome with arranged genes:

- polyominoes should not overlap;
- all polyominoes should be placed on the board.

These restrictions mean that in the search for the optimal placement, each polyomino is located on a chessboard without overlapping other poly-
ominoes. Optimal solution is achieved when all polyominoes successfully placed without overlapping.

As a general example of a circular placement, figure 3.2 shows how to organize polyominoes designated as \( \mu_1, \mu_2, \ldots, \mu_m \). As shown in the figure, \( \mu_1 \) with its orientation is placed as close as possible to the upper left corner. After that \( \mu_2, \mu_3 \) and \( \mu_4 \) with their orientations are placed in the lower left, lower right and upper right corners respectively. Similarly, the others are pushed towards the corresponding polyomino boundaries according to the arrows. Each polyomino during placement should not overlap existing polyominoes. Figure 3.3 shows a tree diagram that corresponds to the implied sequence of placing polyominoes in quadrangular region [11]. The number of branches in the diagram corresponds to the number of corners. Circular placement works not only with quadrangular area, it may be efficient also when the object is placed on a plane defined by the polygon.

![Circular placement of the Gwee—Lim algorithm](image)

Figure 3.2: Circular placement of the Gwee—Lim algorithm

Extraction technique of polyomino positions on the chessboard from the
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The chromosome is called circular placement. The idea is to place polyominoes with a predetermined orientations from the corners towards the centre in a counter-clockwise direction. Given the rotation and flipping, there are eight different orientations for polyominoes. It is believed that the orientation of each polyomino contributes the largest number of common sides. Number of common edges between the two polyominoes equals the number of cells of the first polyomino, which lie next to the cells of the second polyomino. Those edges of polyominoes that are in contact with the borders are considered as common edges too. Border edges can be easily understood if we consider border as an imaginary frame around the area.

Circular placement has some advantages over other methods of placing polyominoes, such as top to down or left to right. For them, the configuration is being built starting from a certain point. Changing positions of previously established polyomino entails significant changes in the whole structure. This problem is less likely for a circular placement where poly-
ominoes are positioned from four corners. Circular placement first puts polyominoes, suitable for placement in corners. During the search, groups of polyominoes are made up from corners. For the direction of arrangement from the corners to the centre, the method is called centripetal circular placement.

3.1.2 Fitness function

Measure of fitness of the chromosome is determined by the fitness function. It is a measure of optimality of a possible solution represented in a chromosome. Generally speaking, the more fit chromosome suggests a better configuration, in which polyominoes are located closely to each other. Although the study of the best region in the search space is performed using a selection mechanism, the effectiveness of search is heavily dependent on the formulation of the objective function for evaluation of the quality of chromosomes. It provides the necessary control over the direction of the search towards the best of the region during GA search.

The objective function can be used to interpret complex tasks when there is more than one optimization criterion. In order to obtain optimal solutions that satisfy all the criteria it is necessary to consider all of them in the formation of the target function. For the problem of locating $m$ polyominoes, three system variables are used to represent the problem:

- $\alpha$ — number of polyominoes successfully placed in the structure without overlapping;
- $\beta$ — number of border edges;
- $\omega$ — number of common edges among all polyominoes.

These variables are used in the formulation of the objective function. Value $\alpha$ is the number of non-overlapping polyominoes that have been
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successfully placed in the structure. The maximum value of \( \alpha \) is \( m \), i.e. the total number of polyominoes for arrangement. Likewise, for any given configuration, \( \beta \) — number of edges of polyominoes that are in contact with the border of the structure. This allows us to determine the suitability of polyominoes for insertion into a corner. To get the \( \omega \), the number of common edges of polyominoes in the entire configuration is added to \( \beta \). A common side is one that is between two elements of the neighbouring polyominoes. Together, the three system variables allow us to estimate the overall quality of the filling, defining suitable polyominoes for border area, the compatibility between the polyominoes and proximity to the goal of placing all polyominoes.

As an illustration of how these variables are calculated, consider figure 3.4, which shows part of the configuration with three polyominoes: C-octomino, L-tetromino and L-octomino. C-octomino has 7 border edges indicated by the numbers 1, 2, 3, 11, 12, 13 and 14 in the upper left corner and 14 common sides, numbered 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13 and 14. Note that the border edges are considered as common sides too.

Simple way to formulate the objective function is to combine all relevant system variables into a scalar function. However, the difference in the values of the variables can seriously distort the distribution of chromosomes.
in the search space, if they are combined without scaling. To avoid such inadvertent systematic errors, all the variables are scaled to range from 0 to 1. This is achieved by normalization of the variables by $\alpha_{\text{max}}$, $\beta_{\text{max}}$ and $\omega_{\text{max}}$ — maximum values of $\alpha$, $\beta$ and $\omega$ accordingly. Let us define normalized variables as $\bar{\alpha}$, $\bar{\beta}$ and $\bar{\omega}$ in the following way:

$$
\bar{\alpha}(\vec{x}) = \frac{\alpha(\vec{x})}{\alpha_{\text{max}}},
$$
$$
\bar{\beta}(\vec{x}) = \frac{\beta(\vec{x})}{\beta_{\text{max}}},
$$
$$
\bar{\omega}(\vec{x}) = \frac{\omega(\vec{x})}{\omega_{\text{max}}},
$$

(3.2)

where $\vec{x}$ corresponds to the given configuration of a set of polyominoes.

Thus, the objective function is formulated in relation to the three relevant criteria of polyomino placement. Objective function can be described as the maximization of some linear combination of these criteria:

$$
\uparrow C(\vec{x}) = [\bar{\alpha}(\vec{x}), \bar{\beta}(\vec{x}), \bar{\omega}(\vec{x})]
$$

(3.3)

For all of these criteria to be considered equal, each criterion is assigned a weighting factor. Thus, the optimization can be performed based on a common target function. It is calculated as a linear combination of criteria. Importance of each criterion is adjusted in the expression by its weight. The general expression for the objective function for the problem of polyomino placement will be written as:

$$
C(\vec{x}) = \psi_\alpha \bar{\alpha}(\vec{x}) + \psi_\beta \bar{\beta}(\vec{x}) + \psi_\omega \bar{\omega}(\vec{x}),
$$

(3.4)

where $\psi_\alpha$, $\psi_\beta$ and $\psi_\omega$ are the weighting coefficients. It should be noted that relevant and not absolute values of $\psi_\alpha$, $\psi_\beta$ and $\psi_\omega$ will affect the search. Still, without any knowledge of how these criteria are interconnected, it is difficult to choose appropriate set of weighting coefficients in order to formulate well the cost function.
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Gwee and Lim in their work run a series of experiments and obtain optimal values for weighting coefficients [38]:

\[
\begin{align*}
\psi_\alpha &= 0.22, \\
\psi_\beta &= 0.45, \\
\psi_\omega &= 0.33.
\end{align*}
\] (3.5)

3.1.3 Calibration of GA parameters

GA has stochastic nature and its efficiency depends on values of several special parameters. For each particular task there is an optimal set of those parameters that provides the best convergence. That includes probability of crossover \( p_c \), probability of mutation \( p_m \) and probability of mutation of a bit \( p_{bm} \). In this paragraph we will describe the process of calibration of these parameters in order to achieve the maximal efficiency of the algorithm [34].

In [90] Weile and Michielssen say that, because of the incomplete nature of genetic algorithm theory, much knowledge about successful implementation of GA comes from experience and experiment. Thanks to this experience, they achieve the best ranges of values for each parameter of the GA. In our implementation we only invert the ranges between \( p_m \) and \( p_{bm} \) with respect to [90]:

\[
\begin{align*}
0.6 < p_c < 0.9, \\
0.1 < p_m < 0.3, \\
0.001 < p_{bm} < 0.1.
\end{align*}
\] (3.6)

We should try all possible combinations of these three parameters and then choose the combination which gives the best value of fitness function. Trying all possible combinations is too much expensive in terms of time. The larger the size of the array, more time is required by the tiling
algorithm. Hence, we divide each interval in steps where we evaluate the fitness function:

\[ p_c \in \{0.6, 0.7, 0.8, 0.9\}, \]
\[ p_m \in \{0.1, 0.2, 0.3\}, \]
\[ p_{bm} \in \{0.001, 0.01, 0.1\}. \]  

Performing the tests for all those combinations, we achieve 36 test results (table 3.1). Figure 3.5 shows the generic initial calibration tests space, where the parameters are the axes of the coordinates system. As you can see, red points represent the tests computed: for each test, the parameters correspond to the coordinates of the point. Numbers in purple define the cubes index.

GAs are stochastic algorithms which generate and use random variables. We are dealing with a pseudo random number generator (PRNG)
which should be initialized to a starting state using a particular value called seed. If PRNG is initialized always with the same seed value, it will produce always the same sequence of random values. For this reason, we compute tests with different values of seed for each point of the initial calibration space. We use $N_s = 10$ different values of $s$: $s \in \{10, 20, \ldots, 100\}$. In total we get $N_s$ solutions for each point $i$ in the space: $\Phi_i^s \in \{\Phi_i^{10}, \Phi_i^{20}, \ldots, \Phi_i^{100}\}$. Then, for each point of the initial calibration space we compute the average fitness value (3.8) and standard deviation (3.9):

\[
\Phi_i^{avg} = \frac{\sum_{k=1}^{N_s} \Phi_i^{s_k}}{S}, \tag{3.8}
\]

\[
\sigma_i = \sqrt{\frac{\sum_{k=1}^{N_s} (\Phi_i^{s_k} - \Phi_i^{avg})^2}{S}}. \tag{3.9}
\]
For more accurate calibration we use a zooming approach. Initial calibration space is divided into 12 cubes. The average value of the fitness function $\Phi_{cj}$ is calculated among 8 vertices belonging to the same cube $j$, where $j = 1, \ldots, 12$. The a cube $j_M$ is selected with the highest average value $\Phi_{cjM} \geq \Phi_{cj} \forall j$ and considered as a calibration space for the second step.

Let the chosen cube be defined by intervals $p_c \in [a_c; b_c]$, $p_m \in [a_m; b_m]$, $p_{bm} \in [a_{bm}; b_{bm}]$. Parameter ranges for the second step will be expressed as follows:

$$p_c \in \left\{a_c; \frac{a_c+b_c}{2}; b_c\right\},$$

$$p_m \in \left\{a_m; \frac{a_m+b_m}{2}; b_m\right\},$$

$$p_{bm} \in \left\{a_{bm}; \frac{a_{bm}+b_{bm}}{2}; b_{bm}\right\}.$$ 

(3.10)

---

### Table 3.1: Average fitness function values at the first step of GLA calibration

<table>
<thead>
<tr>
<th>$i$</th>
<th>$\Phi_i$</th>
<th>$\sigma_i$</th>
<th>$p_c$</th>
<th>$p_m$</th>
<th>$p_{bm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8580</td>
<td>0.0125</td>
<td>0.6</td>
<td>0.1</td>
<td>0.001</td>
</tr>
<tr>
<td>2</td>
<td>0.8660</td>
<td>0.0092</td>
<td>0.6</td>
<td>0.1</td>
<td>0.01</td>
</tr>
<tr>
<td>3</td>
<td>0.8610</td>
<td>0.0070</td>
<td>0.6</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>0.8600</td>
<td>0.0100</td>
<td>0.6</td>
<td>0.2</td>
<td>0.001</td>
</tr>
<tr>
<td>5</td>
<td>0.8670</td>
<td>0.0110</td>
<td>0.6</td>
<td>0.2</td>
<td>0.01</td>
</tr>
<tr>
<td>6</td>
<td>0.8630</td>
<td>0.0064</td>
<td>0.6</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>7</td>
<td>0.8680</td>
<td>0.0075</td>
<td>0.6</td>
<td>0.3</td>
<td>0.001</td>
</tr>
<tr>
<td>8</td>
<td>0.8630</td>
<td>0.0078</td>
<td>0.6</td>
<td>0.3</td>
<td>0.01</td>
</tr>
<tr>
<td>9</td>
<td>0.8580</td>
<td>0.0040</td>
<td>0.6</td>
<td>0.3</td>
<td>0.1</td>
</tr>
<tr>
<td>10</td>
<td>0.8510</td>
<td>0.0070</td>
<td>0.7</td>
<td>0.1</td>
<td>0.001</td>
</tr>
<tr>
<td>11</td>
<td>0.8640</td>
<td>0.0080</td>
<td>0.7</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>12</td>
<td>0.8650</td>
<td>0.0103</td>
<td>0.7</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>13</td>
<td>0.8560</td>
<td>0.0092</td>
<td>0.7</td>
<td>0.2</td>
<td>0.001</td>
</tr>
<tr>
<td>14</td>
<td>0.8620</td>
<td>0.0060</td>
<td>0.7</td>
<td>0.2</td>
<td>0.01</td>
</tr>
<tr>
<td>15</td>
<td>0.8630</td>
<td>0.0046</td>
<td>0.7</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>16</td>
<td>0.8600</td>
<td>0.0100</td>
<td>0.7</td>
<td>0.3</td>
<td>0.001</td>
</tr>
<tr>
<td>17</td>
<td>0.8670</td>
<td>0.0064</td>
<td>0.7</td>
<td>0.3</td>
<td>0.01</td>
</tr>
<tr>
<td>18</td>
<td>0.8640</td>
<td>0.0080</td>
<td>0.7</td>
<td>0.3</td>
<td>0.1</td>
</tr>
<tr>
<td>19</td>
<td>0.8550</td>
<td>0.0103</td>
<td>0.8</td>
<td>0.1</td>
<td>0.001</td>
</tr>
<tr>
<td>20</td>
<td>0.8610</td>
<td>0.0054</td>
<td>0.8</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>21</td>
<td>0.8620</td>
<td>0.0098</td>
<td>0.8</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>22</td>
<td>0.8610</td>
<td>0.0104</td>
<td>0.8</td>
<td>0.2</td>
<td>0.001</td>
</tr>
<tr>
<td>23</td>
<td>0.8670</td>
<td>0.0110</td>
<td>0.8</td>
<td>0.2</td>
<td>0.01</td>
</tr>
<tr>
<td>24</td>
<td>0.8650</td>
<td>0.0128</td>
<td>0.8</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>25</td>
<td>0.8630</td>
<td>0.0078</td>
<td>0.8</td>
<td>0.3</td>
<td>0.001</td>
</tr>
<tr>
<td>26</td>
<td>0.8620</td>
<td>0.0087</td>
<td>0.8</td>
<td>0.3</td>
<td>0.01</td>
</tr>
<tr>
<td>27</td>
<td>0.8620</td>
<td>0.0060</td>
<td>0.8</td>
<td>0.3</td>
<td>0.1</td>
</tr>
<tr>
<td>28</td>
<td>0.8590</td>
<td>0.0083</td>
<td>0.9</td>
<td>0.1</td>
<td>0.001</td>
</tr>
<tr>
<td>29</td>
<td>0.8620</td>
<td>0.0060</td>
<td>0.9</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>30</td>
<td>0.8630</td>
<td>0.0078</td>
<td>0.9</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>31</td>
<td>0.8630</td>
<td>0.0078</td>
<td>0.9</td>
<td>0.2</td>
<td>0.001</td>
</tr>
<tr>
<td>32</td>
<td>0.8660</td>
<td>0.0092</td>
<td>0.9</td>
<td>0.2</td>
<td>0.01</td>
</tr>
<tr>
<td>33</td>
<td>0.8670</td>
<td>0.0046</td>
<td>0.9</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>34</td>
<td>0.8690</td>
<td>0.0092</td>
<td>0.9</td>
<td>0.3</td>
<td>0.001</td>
</tr>
<tr>
<td>35</td>
<td>0.8710</td>
<td>0.0083</td>
<td>0.9</td>
<td>0.3</td>
<td>0.01</td>
</tr>
<tr>
<td>36</td>
<td>0.8630</td>
<td>0.0078</td>
<td>0.9</td>
<td>0.3</td>
<td>0.1</td>
</tr>
</tbody>
</table>
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Table 3.2: Average fitness function values of cubes at the first step of GLA calibration

<table>
<thead>
<tr>
<th>$j$</th>
<th>$\Phi_{cji}^{avg}$</th>
<th>$a_c \div b_c$</th>
<th>$a_m \div b_m$</th>
<th>$a_{bm} \div b_{bm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8605</td>
<td>0.6 $\div$ 0.7</td>
<td>0.1 $\div$ 0.2</td>
<td>0.001 $\div$ 0.01</td>
</tr>
<tr>
<td>2</td>
<td>0.8596</td>
<td>0.7 $\div$ 0.8</td>
<td>0.1 $\div$ 0.2</td>
<td>0.001 $\div$ 0.01</td>
</tr>
<tr>
<td>3</td>
<td>0.8618</td>
<td>0.8 $\div$ 0.9</td>
<td>0.1 $\div$ 0.2</td>
<td>0.001 $\div$ 0.01</td>
</tr>
<tr>
<td>4</td>
<td>0.8629</td>
<td>0.6 $\div$ 0.7</td>
<td>0.2 $\div$ 0.3</td>
<td>0.001 $\div$ 0.01</td>
</tr>
<tr>
<td>5</td>
<td>0.8623</td>
<td>0.7 $\div$ 0.8</td>
<td>0.2 $\div$ 0.3</td>
<td>0.001 $\div$ 0.01</td>
</tr>
<tr>
<td>6</td>
<td>0.8653</td>
<td>0.8 $\div$ 0.9</td>
<td>0.2 $\div$ 0.3</td>
<td>0.001 $\div$ 0.01</td>
</tr>
<tr>
<td>7</td>
<td>0.8639</td>
<td>0.6 $\div$ 0.7</td>
<td>0.1 $\div$ 0.2</td>
<td>0.01 $\div$ 0.1</td>
</tr>
<tr>
<td>8</td>
<td>0.8636</td>
<td>0.7 $\div$ 0.8</td>
<td>0.1 $\div$ 0.2</td>
<td>0.01 $\div$ 0.1</td>
</tr>
<tr>
<td>9</td>
<td>0.8641</td>
<td>0.8 $\div$ 0.9</td>
<td>0.1 $\div$ 0.2</td>
<td>0.01 $\div$ 0.1</td>
</tr>
<tr>
<td>10</td>
<td>0.8634</td>
<td>0.6 $\div$ 0.7</td>
<td>0.2 $\div$ 0.3</td>
<td>0.01 $\div$ 0.1</td>
</tr>
<tr>
<td>11</td>
<td>0.8640</td>
<td>0.7 $\div$ 0.8</td>
<td>0.2 $\div$ 0.3</td>
<td>0.01 $\div$ 0.1</td>
</tr>
<tr>
<td>12</td>
<td>0.8654</td>
<td>0.8 $\div$ 0.9</td>
<td>0.2 $\div$ 0.3</td>
<td>0.01 $\div$ 0.1</td>
</tr>
</tbody>
</table>

Now there are $3 \times 3 \times 3 = 27$ points. As before, the fitness function is calculated at every point with 10 different seeds. The average values are computed and the one with the highest average is chosen. Its coordinates will be the optimal parameters of GA.

All the experiments use the following parameters:

- number of elements along axis $x$: $M = 64$;
- number of elements along axis $y$: $N = 64$;
- type of polyomino: L-shaped octomino;
- number of individuals: $P = 10$;
- number of iterations: $K = 100$.

Figure 3.6 shows the values of the fitness function at each point of the initial calibration space. Table 3.2 provides average values of the fitness function for each of the 12 cubes.
The average fitness values of each cube are slightly different from each other. Anyway, we can see that cube number 12 has the best average fitness function value: $\Phi_{avg}^{c_{12}} = 0.8654$. We compute more detailed tests for the chosen cube number 12, following the rules described above. For each point of the new calibration space, we compute the fitness value with different seed values, the average fitness value and the standard deviation value (table 3.3). Figure 3.7 shows average values for all points of the second calibration space.

Point number 25 has the highest average value of the fitness function $\Phi_{avg}^{25} = 0.871$. It corresponds to the set of parameters $p_c = 0.9$, $p_m = 0.3$, $p_{bm} = 0.01$. Those are the calibrated GA parameters for the Gwee—Lim algorithm. Therefore, the optimal GA parameters such as crossover probability, mutation probability and bit mutation probability have been
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Table 3.3: Average values of the fitness function at the second step of calibration of GLA

<table>
<thead>
<tr>
<th></th>
<th>$\Phi_i$</th>
<th>$\sigma_i$</th>
<th>$p_c$</th>
<th>$p_m$</th>
<th>$p_{bm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.867</td>
<td>0.0110</td>
<td>0.80</td>
<td>0.20</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>0.866</td>
<td>0.0102</td>
<td>0.80</td>
<td>0.20</td>
<td>0.05</td>
</tr>
<tr>
<td>3</td>
<td>0.865</td>
<td>0.0128</td>
<td>0.80</td>
<td>0.20</td>
<td>0.10</td>
</tr>
<tr>
<td>4</td>
<td>0.865</td>
<td>0.0067</td>
<td>0.80</td>
<td>0.25</td>
<td>0.01</td>
</tr>
<tr>
<td>5</td>
<td>0.869</td>
<td>0.0070</td>
<td>0.80</td>
<td>0.25</td>
<td>0.05</td>
</tr>
<tr>
<td>6</td>
<td>0.865</td>
<td>0.0067</td>
<td>0.80</td>
<td>0.25</td>
<td>0.10</td>
</tr>
<tr>
<td>7</td>
<td>0.862</td>
<td>0.0087</td>
<td>0.80</td>
<td>0.30</td>
<td>0.01</td>
</tr>
<tr>
<td>8</td>
<td>0.865</td>
<td>0.0050</td>
<td>0.80</td>
<td>0.30</td>
<td>0.05</td>
</tr>
<tr>
<td>9</td>
<td>0.862</td>
<td>0.0060</td>
<td>0.80</td>
<td>0.30</td>
<td>0.10</td>
</tr>
<tr>
<td>10</td>
<td>0.867</td>
<td>0.0064</td>
<td>0.85</td>
<td>0.20</td>
<td>0.01</td>
</tr>
<tr>
<td>11</td>
<td>0.863</td>
<td>0.0046</td>
<td>0.85</td>
<td>0.20</td>
<td>0.05</td>
</tr>
<tr>
<td>12</td>
<td>0.866</td>
<td>0.0080</td>
<td>0.85</td>
<td>0.20</td>
<td>0.10</td>
</tr>
<tr>
<td>13</td>
<td>0.868</td>
<td>0.0087</td>
<td>0.85</td>
<td>0.25</td>
<td>0.01</td>
</tr>
<tr>
<td>14</td>
<td>0.866</td>
<td>0.0066</td>
<td>0.85</td>
<td>0.25</td>
<td>0.05</td>
</tr>
</tbody>
</table>

obtained for the Gwee—Lim algorithm.

3.1.4 Examples of structures by the Gwee—Lim algorithm

In this section we provide four experiments as examples of work of the Gwee—Lim algorithm. The experiments are done with different structure sizes and various polyomino shapes. Following parameters were used:

- number of iterations: $K = 50$;
- population size: $P = 10$;
- seed: $s = 37$.

We used the calibrated values of $p_c$, $p_m$ and $p_{bm}$. Figures 3.8 and 3.9 show the graphs of fitness function and its components in the first and second examples.
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Figure 3.8: Fitness function in the first example

Figure 3.9: Fitness function in the second example
3.1. PROBLEM OF THE GENETIC ALGORITHM APPLICATION

Example 1: Structure $16 \times 16$, L-tromino

Input parameters:

- structure size: $M = N = 16$;
- polyomino type: L-tromino.

Figure 3.10 shows the structure obtained by GLA with those parameters. Numerical results are provided in table 3.4.

![Figure 3.10: Structure of the array in the first example](image)

Table 3.4: Output data of the first example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>80</td>
</tr>
<tr>
<td>Number of boundary edges $\beta$</td>
<td>59</td>
</tr>
<tr>
<td>Number of common edges $\omega$</td>
<td>263</td>
</tr>
<tr>
<td>Number of holes $H$</td>
<td>16</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>93.75</td>
</tr>
</tbody>
</table>

Algorithm shows fair fullness of the structure.
Example 2: Structure $16 \times 16$, L-octomino

Input parameters:

- structure size: $M = N = 16$;
- polyomino type: L-octomino.

Figure 3.11 shows the structure obtained by GLA with those parameters. Numerical results are provided in table 3.5.

Figure 3.11: Structure of the array in the second example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>27</td>
</tr>
<tr>
<td>Number of boundary edges $\beta$</td>
<td>61</td>
</tr>
<tr>
<td>Number of common edges $\omega$</td>
<td>113</td>
</tr>
<tr>
<td>Number of holes $H$</td>
<td>40</td>
</tr>
<tr>
<td>Fullness of the structure $A, %$</td>
<td>84.38</td>
</tr>
</tbody>
</table>

Larger size of polyominoes led to decrease in the fullness of the structure.
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Example 3: Structure $32 \times 32$, L-tromino

Input parameters:

- structure size: $M = N = 32$;
- polyomino type: L-tromino.

Figure 3.12 shows the structure obtained by GLA with those parameters. Numerical results are provided in table 3.6.

![Structure of the array in the third example](image)

Table 3.6: Output data of the third example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>322</td>
</tr>
<tr>
<td>Number of boundary edges $\beta$</td>
<td>113</td>
</tr>
<tr>
<td>Number of common edges $\omega$</td>
<td>1130</td>
</tr>
<tr>
<td>Number of holes $H$</td>
<td>58</td>
</tr>
<tr>
<td>Fullness of the structure $A, %$</td>
<td>94.34</td>
</tr>
</tbody>
</table>

In this example the fullness by L-tromino got higher because their relative dimensions became smaller.
Example 4: Structure $32 \times 32$, L-octomino

Input parameters:

- structure size: $M = N = 32$;
- polyomino type: L-octomino.

Figure 3.13 shows the structure obtained by GLA with those parameters. Numerical results are provided in table 3.7.

![Structure of the array in the fourth example](image)

**Figure 3.13: Structure of the array in the fourth example**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>111</td>
</tr>
<tr>
<td>Number of boundary edges $\beta$</td>
<td>110</td>
</tr>
<tr>
<td>Number of common edges $\omega$</td>
<td>560</td>
</tr>
<tr>
<td>Number of holes $H$</td>
<td>136</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>86.72</td>
</tr>
</tbody>
</table>

Table 3.7: Output data of the fourth example

Similarly, the fullness of the structure has increased but still it is lower than 90%.
3.2 Development of the “Snowball” algorithm for optimization of structures of polyominoes

Thus, the questions were described that arise with application of the genetic algorithm and sequence of solving provided. The Gwee—Lim algorithm for tiling rectangular structures with polyominoes was described in details including circular placement principle and fitness function. Parameters have been calibrated and example results shown. The analysis of the examples revealed that this algorithm is not able to fill structures with polyominoes well and that it is necessary to develop another algorithm to solve this problem.

From the examples by the Gwee—Lim algorithm it can be seen that the fullness of structures composed of octominoes does not exceed 90%. In other words, more than 10% of the structures remains unused. With respect to the antenna arrays, this means a reduction of electrical dimensions, thus reducing the directivity. Using octominoes is also important, since grouping of elements in the subarrays of eight cells reduces the number of delay lines, respectively, eight times.

If we analyse the structure in figure 3.11, we can see that octominoes are relatively large polyominoes. In a limited space they begin to interfere with each other. With centripetal circular placement it is especially evident in the central region of the structures, where colonies of polyominoes growing from different angles meet.

In this regard, an attempt was made to develop another algorithm capable to overcome the above drawbacks.
3.2.1 Mathematical formulation

In this work we consider planar arrays which dimensions are defined as $M \times N$ elements on the $x$-$y$ plane and inter-element spacing $d_x$ and $d_y$ along the $x$ and $y$ axis. The aperture is being tiled with subarrays of $q$ elements, the maximum number of subarrays that can be used to tile the whole aperture is $Q = \frac{M \times N}{q}$. A set $\mathcal{S}$ of $Q$ or less polyominoes with defined positions and orientations represent a particular structure of the array or, in other words, one of the possible solutions. Optimal solution $\mathcal{S}_{opt}$ in our case is the one that provides good filling of the aperture of the array together with low sidelobe level. The genetic algorithm works with chromosomes during search of the optimal solution, the final result is represented by a chromosome as well. A chromosome $\vec{x}$ is a vector of binary numbers. Evaluation of a fitness of a solution is performed by computation of the value of a fitness function $C$.

The algorithm uses such a term as a fitness effect $\Delta C$. The fitness of a solution is the value of the fitness function given that solution:

\[ C = f(\vec{x}). \quad (3.11) \]

Let us call the $\vec{x}_n$ a solution containing only $n$ first polyominoes. The corresponding fitness value will be:

\[ C_n = f(\vec{x}_n). \quad (3.12) \]

The fitness effect of $m$-th polyomino is defined as:

\[ \Delta C_m = C_m - C_{m-1}. \quad (3.13) \]

It can be shown that the sum of all the fitness effects is equal to the fitness of a whole solution. Let us assume that there are $\alpha$ polyominoes in a whole solution:

\[ \vec{x} = \vec{x}_\alpha, \quad (3.14) \]
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\[ C = f(\vec{x}) = f(\vec{x}_\alpha) = C_\alpha. \]  \hspace{1cm} (3.15)

\[ \sum_{i=1}^{\alpha} \Delta C_i = \Delta C_1 + \ldots + \Delta C_\alpha = (C_1 - 0) + \ldots + (C_\alpha - C_{\alpha-1}) = C_\alpha = C. \]  \hspace{1cm} (3.16)

In order to evaluate the fitness function, the solution represented by a chromosome should first be decoded. In our case each solution is a particular structure of an array tiled with given shape of irregular polyomino. So the task is to transform a binary vector into a tiled structure. The decoding strategy and fitness function are two main components of our approach called “Snowball” algorithm (SA).

### 3.2.2 Decoding strategy

The decoding strategy is similar to one proposed by Gwee and Lim [38]. The main novelty of their strategy is a technique called circular placement. They assume that any tiling structure can be represented by a set of orientations \( \vec{S} = \{\mu_1, \mu_2, \ldots \mu_Q\} \) of polyominos which then are being placed using a predefined rule. Since we use a rectangular grid, there are 4 possible orientations of a polyomino. Also the polyomino can be flipped. Therefore, an asymmetric polyomino can have \( N_\mu = 8 \) orientations. A symmetric polyomino will have 4 orientations repeated twice. We dedicate \( L_\mu = \log_2 N_\mu = 3 \) bits to code \( N_\mu \) orientations. The tiling strategy can be described in three steps. Corresponding flowchart can be seen in figure 3.14, where \( P \) — size of population, \( i_{\text{max}} \) — number of iterations. Let us consider a chromosome of length \( L = L_\mu \times Q \):

\[ \vec{x} = 100 \ 001 \ 011 \ 111 \ 010 \ \ldots. \]  \hspace{1cm} (3.17)

**Step 1 — Extraction of genes**

We assume, that the chromosome is a concatenation of orientations in a binary notation. Parts of the chromosomes (genes) that correspond to
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Figure 3.14: Flowchart of the “Snowball” algorithm

Each particular polyomino should be extracted. We split the chromosome in blocks of $L_g$ bits and convert them into orientations $\mu_i$. As a result we obtain a vector of orientations, one per polyomino $\mu = \{4, 1, 3, 7, 2, \ldots\}$. As an example, 8 orientations of an L-shaped octomino are shown in figure 3.15.
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Figure 3.15: Orientations of L-shaped octomino with corresponding numbers

Step 2 — Placing the first polyomino

The main difference of SA is the order of polyomino placement in structure. In order to provide good tiling, polyominoes are placed starting from center towards borders. Such placement method got name centrifugal placement. The first polyomino is put in the center of the area. The coordinates of the barycentre of the first polyomino in case of $M \times N$ array are defined as:

$$X_C = \left\lfloor \frac{M}{2} \right\rfloor,$$  \hspace{1cm} (3.18)

$$Y_C = \left\lfloor \frac{N}{2} \right\rfloor.$$  \hspace{1cm} (3.19)

Step 3 — Placing other polyominoes

We place other polyominoes close to the first one and choose the position depending on the fitness effect (3.13). Each polyomino is being checked at all positions (to be correct, the barycentre of a polyomino is being put at all the possible positions) in a defined order (figure 3.16). This order is based on the rule that the priority in tiling is given to the central part
of the array. If a position is suitable, the fitness effect is calculated. A suitable position means that the polyomino does not cross the borders of the array and does not overlap any existing polyominoes. The polyomino is put at the position with the largest fitness effect.

![Array centre](image)

![Margin](image)

**Figure 3.16: Search order of suitable positions**

For better tiling of the periphery we introduce margins of $B = 2$ elements around the array (figure 3.16). Margins allow the algorithm to put additional polyominoes into the structure, that will cover those areas which can’t accommodate the whole polyomino. New size of the array becomes $M = (M + 2B)$, $N = (N + 2B)$. After tiling all the elements placed outside the border are eliminated. Eliminating or cutting the elements may not suit all practical areas, but it does not affect badly the performance of the antenna arrays. Our chromosome example (3.17) will result in a structure shown in figure 3.17.
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3.2.3 Fitness function

For the snowball algorithm we use a similar fitness function to one proposed by Gwee and Lim (3.4). Since the polyominoes can cross the border there is no need to consider the number of boundary edges. Two criteria are left:

- $\alpha$ — number of polyominoes successfully placed in the structure without overlapping;
- $\omega$ — number of common edges between all polyominoes.

For solution $\vec{x}$ the fitness function is:

$$ C (\vec{x}) = \psi_\alpha \bar{\alpha} (\vec{x}) + \psi_\omega \bar{\omega} (\vec{x}), $$

(3.20)

Values of weighting coefficients are chosen proportionally to ones proposed by Gwee and Lim:

$$ \psi_\alpha = 0.4, $$

$$ \psi_\omega = 0.6. $$

(3.21)
3.2.4 Calibration of GA parameters

Likewise the Gwee—Lim algorithm, it is needed to perform a calibration of parameters of the genetic algorithm for the snowball algorithm. That includes probability of crossover $p_c$, probability of mutation $p_m$ and probability of mutation of a bit $p_{bm}$. In this paragraph we will describe the process of calibration of these parameters in order to achieve the maximal efficiency of the algorithm [34].

We consider same ranges recommended by Weile and Michielssen [90], as for GLA: $0.6 < p_c < 0.9$, $0.1 < p_m < 0.3$, $0.001 < p_{bm} < 0.1$, and use the same calibration space (figure 3.5). The calibration process runs in two steps at different scales. At first step, in order to walk through all the combinations of parameters, the ranges were discretized with bigger intervals:

$$p_c \in \{0.6, 0.7, 0.8, 0.9\},$$
$$p_m \in \{0.1, 0.2, 0.3\},$$
$$p_{bm} \in \{0.001, 0.01, 0.1\}.$$

(3.22)

Performing the tests for all those combinations, we achieve 36 test results (table 3.8). We are dealing with a pseudo random number generator (PRNG) which should be initialized to a starting state using a particular value called seed $s$. If PRNG is initialized always with the same seed value, it will produce always the same sequence of random values. For this reason, we compute tests with different values of seed for each point of the initial calibration space. We use $N_s = 10$ different values of $s$: $s \in \{10, 20, \ldots, 100\}$. In total we get $N_s$ solutions for each point $i$ in the space: $\Phi_i \in \{\Phi_i^{10}, \Phi_i^{20}, \ldots, \Phi_i^{100}\}$. Then, for each point of the initial calibration space we compute the average fitness value (3.8) and standard deviation (3.9):

For more accurate calibration we use a zooming approach. Initial calibration space is divided into 12 cubes. The average value of the fitness
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function $\Phi_{c_j}^{avg}$ is calculated among 8 vertices belonging to the same cube $j$, where $j = 1, \ldots, 12$. The a cube $j_M$ is selected with the highest average value $\Phi_{c_jM}^{avg} \geq \Phi_{c_j}^{avg} \forall j$ and considered as a calibration space for the second step.

Let the chosen cube be defined by intervals $p_c \in [a_c; b_c]$, $p_m \in [a_m; b_m]$, $p_{bm} \in [a_{bm}; b_{bm}]$. Parameter ranges for the second step will be expressed as follows:

$$
\begin{align*}
p_c & \in \left\{ a_c; \frac{a_c+b_c}{2}; b_c \right\}, \\
p_m & \in \left\{ a_m; \frac{a_m+b_m}{2}; b_m \right\}, \\
p_{bm} & \in \left\{ a_{bm}; \frac{a_{bm}+b_{bm}}{2}; b_{bm} \right\}.
\end{align*}
$$

(3.23)

Now there are $3 \times 3 \times 3 = 27$ points. As before, the fitness function is calculated at every point with 10 different seeds. The average values are computed and the one with the highest average is chosen. Its coordinates will be the optimal parameters of GA.
## Table 3.8: Average fitness function values at the first step of SA calibration

<table>
<thead>
<tr>
<th>$i$</th>
<th>$\Phi_i$</th>
<th>$\sigma_i$</th>
<th>$p_c$</th>
<th>$p_m$</th>
<th>$p_{bm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8920</td>
<td>0.0040</td>
<td>0.6</td>
<td>0.1</td>
<td>0.001</td>
</tr>
<tr>
<td>2</td>
<td>0.8900</td>
<td>0.0000</td>
<td>0.6</td>
<td>0.1</td>
<td>0.01</td>
</tr>
<tr>
<td>3</td>
<td>0.8910</td>
<td>0.0030</td>
<td>0.6</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>0.8920</td>
<td>0.0040</td>
<td>0.6</td>
<td>0.2</td>
<td>0.001</td>
</tr>
<tr>
<td>5</td>
<td>0.8920</td>
<td>0.0040</td>
<td>0.6</td>
<td>0.2</td>
<td>0.01</td>
</tr>
<tr>
<td>6</td>
<td>0.8920</td>
<td>0.0040</td>
<td>0.6</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>7</td>
<td>0.8940</td>
<td>0.0049</td>
<td>0.6</td>
<td>0.3</td>
<td>0.001</td>
</tr>
<tr>
<td>8</td>
<td>0.8920</td>
<td>0.0040</td>
<td>0.6</td>
<td>0.3</td>
<td>0.01</td>
</tr>
<tr>
<td>9</td>
<td>0.8910</td>
<td>0.0030</td>
<td>0.6</td>
<td>0.3</td>
<td>0.1</td>
</tr>
<tr>
<td>10</td>
<td>0.8920</td>
<td>0.0040</td>
<td>0.7</td>
<td>0.1</td>
<td>0.001</td>
</tr>
<tr>
<td>11</td>
<td>0.8930</td>
<td>0.0046</td>
<td>0.7</td>
<td>0.1</td>
<td>0.01</td>
</tr>
<tr>
<td>12</td>
<td>0.8910</td>
<td>0.0030</td>
<td>0.7</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>13</td>
<td>0.8930</td>
<td>0.0046</td>
<td>0.7</td>
<td>0.2</td>
<td>0.001</td>
</tr>
<tr>
<td>14</td>
<td>0.8940</td>
<td>0.0049</td>
<td>0.7</td>
<td>0.2</td>
<td>0.01</td>
</tr>
<tr>
<td>15</td>
<td>0.8910</td>
<td>0.0030</td>
<td>0.7</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>16</td>
<td>0.8910</td>
<td>0.0030</td>
<td>0.7</td>
<td>0.3</td>
<td>0.001</td>
</tr>
<tr>
<td>17</td>
<td>0.8910</td>
<td>0.0030</td>
<td>0.7</td>
<td>0.3</td>
<td>0.01</td>
</tr>
<tr>
<td>18</td>
<td>0.8930</td>
<td>0.0046</td>
<td>0.7</td>
<td>0.3</td>
<td>0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$i$</th>
<th>$\Phi_i$</th>
<th>$\sigma_i$</th>
<th>$p_c$</th>
<th>$p_m$</th>
<th>$p_{bm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>0.8900</td>
<td>0.0045</td>
<td>0.8</td>
<td>0.1</td>
<td>0.001</td>
</tr>
<tr>
<td>20</td>
<td>0.8930</td>
<td>0.0046</td>
<td>0.8</td>
<td>0.1</td>
<td>0.01</td>
</tr>
<tr>
<td>21</td>
<td>0.8900</td>
<td>0.0000</td>
<td>0.8</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>22</td>
<td>0.8900</td>
<td>0.0000</td>
<td>0.8</td>
<td>0.2</td>
<td>0.001</td>
</tr>
<tr>
<td>23</td>
<td>0.8920</td>
<td>0.0040</td>
<td>0.8</td>
<td>0.2</td>
<td>0.01</td>
</tr>
<tr>
<td>24</td>
<td>0.8910</td>
<td>0.0030</td>
<td>0.8</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>25</td>
<td>0.8910</td>
<td>0.0070</td>
<td>0.8</td>
<td>0.3</td>
<td>0.001</td>
</tr>
<tr>
<td>26</td>
<td>0.8920</td>
<td>0.0040</td>
<td>0.8</td>
<td>0.3</td>
<td>0.01</td>
</tr>
<tr>
<td>27</td>
<td>0.8910</td>
<td>0.0030</td>
<td>0.8</td>
<td>0.3</td>
<td>0.1</td>
</tr>
<tr>
<td>28</td>
<td>0.8920</td>
<td>0.0040</td>
<td>0.9</td>
<td>0.1</td>
<td>0.001</td>
</tr>
<tr>
<td>29</td>
<td>0.8920</td>
<td>0.0040</td>
<td>0.9</td>
<td>0.1</td>
<td>0.01</td>
</tr>
<tr>
<td>30</td>
<td>0.8900</td>
<td>0.0000</td>
<td>0.9</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>31</td>
<td>0.8920</td>
<td>0.0060</td>
<td>0.9</td>
<td>0.2</td>
<td>0.001</td>
</tr>
<tr>
<td>32</td>
<td>0.8930</td>
<td>0.0046</td>
<td>0.9</td>
<td>0.2</td>
<td>0.01</td>
</tr>
<tr>
<td>33</td>
<td>0.8920</td>
<td>0.0040</td>
<td>0.9</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>34</td>
<td>0.8930</td>
<td>0.0064</td>
<td>0.9</td>
<td>0.3</td>
<td>0.001</td>
</tr>
<tr>
<td>35</td>
<td>0.8920</td>
<td>0.0040</td>
<td>0.9</td>
<td>0.3</td>
<td>0.01</td>
</tr>
<tr>
<td>36</td>
<td>0.8910</td>
<td>0.0030</td>
<td>0.9</td>
<td>0.3</td>
<td>0.1</td>
</tr>
</tbody>
</table>

All the experiments use the following parameters:

- number of elements along axis $x$: $M = 64$;
- number of elements along axis $y$: $N = 64$;
- type of polyomino: L-shaped octomino;
- number of individuals: $P = 10$;
- number of iterations: $K = 100$.

Figure 3.18 shows the values of the fitness function at each point of the initial calibration space. Table 3.9 provides average values of the fitness function for each of the 12 cubes.
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Table 3.9: Average fitness function values of cubes at the first step of SA calibration

<table>
<thead>
<tr>
<th>j</th>
<th>$\Phi_{avg}^{c_j}$</th>
<th>$a_c \div b_c$</th>
<th>$a_m \div b_m$</th>
<th>$a_{bm} \div b_{bm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8922</td>
<td>0.6 \div 0.7</td>
<td>0.1 \div 0.2</td>
<td>0.1 \div 0.01</td>
</tr>
<tr>
<td>2</td>
<td>0.8921</td>
<td>0.7 \div 0.8</td>
<td>0.1 \div 0.2</td>
<td>0.1 \div 0.01</td>
</tr>
<tr>
<td>3</td>
<td>0.8917</td>
<td>0.8 \div 0.9</td>
<td>0.1 \div 0.2</td>
<td>0.1 \div 0.01</td>
</tr>
<tr>
<td>4</td>
<td>0.8923</td>
<td>0.6 \div 0.7</td>
<td>0.1 \div 0.3</td>
<td>0.1 \div 0.01</td>
</tr>
<tr>
<td>5</td>
<td>0.8917</td>
<td>0.7 \div 0.8</td>
<td>0.1 \div 0.3</td>
<td>0.1 \div 0.01</td>
</tr>
<tr>
<td>6</td>
<td>0.8919</td>
<td>0.8 \div 0.9</td>
<td>0.1 \div 0.3</td>
<td>0.1 \div 0.01</td>
</tr>
<tr>
<td>7</td>
<td>0.8917</td>
<td>0.6 \div 0.7</td>
<td>0.1 \div 0.2</td>
<td>0.1 \div 0.1</td>
</tr>
<tr>
<td>8</td>
<td>0.8919</td>
<td>0.7 \div 0.8</td>
<td>0.1 \div 0.2</td>
<td>0.1 \div 0.1</td>
</tr>
<tr>
<td>9</td>
<td>0.8916</td>
<td>0.8 \div 0.9</td>
<td>0.1 \div 0.2</td>
<td>0.1 \div 0.1</td>
</tr>
<tr>
<td>10</td>
<td>0.8920</td>
<td>0.6 \div 0.7</td>
<td>0.1 \div 0.3</td>
<td>0.1 \div 0.1</td>
</tr>
<tr>
<td>11</td>
<td>0.8919</td>
<td>0.7 \div 0.8</td>
<td>0.1 \div 0.3</td>
<td>0.1 \div 0.1</td>
</tr>
<tr>
<td>12</td>
<td>0.8918</td>
<td>0.8 \div 0.9</td>
<td>0.1 \div 0.3</td>
<td>0.1 \div 0.1</td>
</tr>
</tbody>
</table>

The average fitness values of each cube are slightly different from each other. Anyway, we can see that cube number 4 has the best average fitness function value: $\Phi_{avg}^{c_4} = 0.8923$. We compute more detailed tests for the chosen cube number 4, following the rules described above. For each point of the new calibration space, we compute the fitness value with different seed values, the average fitness value and the standard deviation value (table 3.10). Figure 3.19 shows average values for all points of the second calibration space.

Point number 11 has the highest average value of the fitness function $\Phi_{avg}^{c_{11}} = 0.8950$. It corresponds to the set of parameters $p_c = 0.65$, $p_m = 0.2$, $p_{bm} = 0.005$. Those are the calibrated GA parameters for the snowball algorithm. Therefore, the optimal GA parameters such as crossover probability, mutation probability and bit mutation probability have been obtained for the snowball algorithm. Those values will be used in further experiments. The accuracy of values is enough for this kind of tasks, because the fitness function will contain a criterion, nonlinearly connected with the structure.
Its existence will decrease current values of the weighting coefficients by such criteria, as number of successfully placed polyominoes in a structure and number of common edges.

3.2.5 Examples of structures by the “Snowball” algorithm

In this section we provide four experiments as examples of work of the snowball algorithm. The experiments are done with different structure sizes and various polyomino shapes. We used the calibrated values of $p_c$, $p_m$ and $p_{bm}$. Figure 3.20 shows the graph of a fitness function and its components in the fourth example.
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Table 3.10: Average values of the fitness function at the second step of calibration of SA

<table>
<thead>
<tr>
<th>i</th>
<th>$\Phi_i$</th>
<th>$\sigma_i$</th>
<th>$p_c$</th>
<th>$p_m$</th>
<th>$p_{bm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.892</td>
<td>0.001</td>
<td>0.60</td>
<td>0.20</td>
<td>0.001</td>
</tr>
<tr>
<td>2</td>
<td>0.892</td>
<td>0.001</td>
<td>0.60</td>
<td>0.20</td>
<td>0.005</td>
</tr>
<tr>
<td>3</td>
<td>0.892</td>
<td>0.001</td>
<td>0.60</td>
<td>0.20</td>
<td>0.01</td>
</tr>
<tr>
<td>4</td>
<td>0.893</td>
<td>0.006</td>
<td>0.60</td>
<td>0.25</td>
<td>0.001</td>
</tr>
<tr>
<td>5</td>
<td>0.893</td>
<td>0.005</td>
<td>0.60</td>
<td>0.25</td>
<td>0.005</td>
</tr>
<tr>
<td>6</td>
<td>0.890</td>
<td>0.005</td>
<td>0.60</td>
<td>0.25</td>
<td>0.01</td>
</tr>
<tr>
<td>7</td>
<td>0.894</td>
<td>0.005</td>
<td>0.60</td>
<td>0.30</td>
<td>0.001</td>
</tr>
<tr>
<td>8</td>
<td>0.891</td>
<td>0.003</td>
<td>0.60</td>
<td>0.30</td>
<td>0.005</td>
</tr>
<tr>
<td>9</td>
<td>0.892</td>
<td>0.004</td>
<td>0.60</td>
<td>0.30</td>
<td>0.01</td>
</tr>
<tr>
<td>10</td>
<td>0.892</td>
<td>0.004</td>
<td>0.65</td>
<td>0.20</td>
<td>0.001</td>
</tr>
<tr>
<td>11</td>
<td>0.895</td>
<td>0.005</td>
<td>0.65</td>
<td>0.20</td>
<td>0.005</td>
</tr>
<tr>
<td>12</td>
<td>0.891</td>
<td>0.003</td>
<td>0.65</td>
<td>0.20</td>
<td>0.01</td>
</tr>
<tr>
<td>13</td>
<td>0.890</td>
<td>0.005</td>
<td>0.65</td>
<td>0.25</td>
<td>0.001</td>
</tr>
<tr>
<td>14</td>
<td>0.892</td>
<td>0.004</td>
<td>0.65</td>
<td>0.25</td>
<td>0.005</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>i</th>
<th>$\Phi_i$</th>
<th>$\sigma_i$</th>
<th>$p_c$</th>
<th>$p_m$</th>
<th>$p_{bm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0.892</td>
<td>0.004</td>
<td>0.65</td>
<td>0.25</td>
<td>0.01</td>
</tr>
<tr>
<td>16</td>
<td>0.891</td>
<td>0.005</td>
<td>0.65</td>
<td>0.30</td>
<td>0.001</td>
</tr>
<tr>
<td>17</td>
<td>0.893</td>
<td>0.005</td>
<td>0.65</td>
<td>0.30</td>
<td>0.005</td>
</tr>
<tr>
<td>18</td>
<td>0.892</td>
<td>0.004</td>
<td>0.65</td>
<td>0.30</td>
<td>0.01</td>
</tr>
<tr>
<td>19</td>
<td>0.893</td>
<td>0.005</td>
<td>0.70</td>
<td>0.20</td>
<td>0.001</td>
</tr>
<tr>
<td>20</td>
<td>0.893</td>
<td>0.005</td>
<td>0.70</td>
<td>0.20</td>
<td>0.005</td>
</tr>
<tr>
<td>21</td>
<td>0.894</td>
<td>0.005</td>
<td>0.70</td>
<td>0.20</td>
<td>0.01</td>
</tr>
<tr>
<td>22</td>
<td>0.891</td>
<td>0.003</td>
<td>0.70</td>
<td>0.25</td>
<td>0.001</td>
</tr>
<tr>
<td>23</td>
<td>0.890</td>
<td>0.001</td>
<td>0.70</td>
<td>0.25</td>
<td>0.005</td>
</tr>
<tr>
<td>24</td>
<td>0.892</td>
<td>0.004</td>
<td>0.70</td>
<td>0.25</td>
<td>0.01</td>
</tr>
<tr>
<td>25</td>
<td>0.891</td>
<td>0.003</td>
<td>0.70</td>
<td>0.30</td>
<td>0.001</td>
</tr>
<tr>
<td>26</td>
<td>0.892</td>
<td>0.004</td>
<td>0.70</td>
<td>0.30</td>
<td>0.005</td>
</tr>
<tr>
<td>27</td>
<td>0.891</td>
<td>0.004</td>
<td>0.70</td>
<td>0.30</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Figure 3.20: Fitness function in the fourth example
Example 1: Structure 16×16, L-tromino

Input parameters:

- structure size: \( M = N = 16 \);
- polyomino type: L-tromino.

Figure 3.21 shows the structure obtained by GLA with those parameters. Numerical results are provided in table 3.11.

![Figure 3.21: Structure of the array in the first example without (a) and with margins (b)](image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes ( \alpha )</td>
<td>96</td>
</tr>
<tr>
<td>Number of common edges ( \omega )</td>
<td>320</td>
</tr>
<tr>
<td>Number of holes ( H )</td>
<td>0</td>
</tr>
<tr>
<td>Fullness of the structure ( A, % )</td>
<td>100</td>
</tr>
</tbody>
</table>

In this example the algorithm was able to fill the structure completely.
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Example 2: Structure 16×16, L-octomino

Input parameters:

- structure size: \( M = N = 16 \);
- polyomino type: L-octomino.

Figure 3.22 shows the structure obtained by GLA with those parameters. Numerical results are provided in table 3.12.

![Structure without margins](image)

![Structure with margins](image)

Figure 3.22: Structure of the array in the second example without (a) and with margins (b)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes ( \alpha )</td>
<td>40</td>
</tr>
<tr>
<td>Number of common edges ( \omega )</td>
<td>202</td>
</tr>
<tr>
<td>Number of holes ( H )</td>
<td>3</td>
</tr>
<tr>
<td>Fullness of the structure ( A, % )</td>
<td>98.83</td>
</tr>
</tbody>
</table>

Table 3.12: Output data of the second example

This example shows only three holes that is 13 times less then in a similar example by GLA.
Example 3: Structure 32×32, L-tromino

Input parameters:

- structure size: \( M = N = 32 \);
- polyomino type: L-tromino.

Figure 3.23 shows the structure obtained by GLA with those parameters. Numerical results are provided in table 3.13.

![Structure of the array in the third example without (a) and with margins (b)](image)

Table 3.13: Output data of the third example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes ( \alpha )</td>
<td>363</td>
</tr>
<tr>
<td>Number of common edges ( \omega )</td>
<td>1323</td>
</tr>
<tr>
<td>Number of holes ( H )</td>
<td>0</td>
</tr>
<tr>
<td>Fullness of the structure ( A ), %</td>
<td>100</td>
</tr>
</tbody>
</table>

In this example too use of L-trominoes avoided any uncovered cells.
Example 4: Structure 32×32, L-octomino

Input parameters:

- structure size: \( M = N = 32 \);
- polyomino type: L-octomino.

Figure 3.24 shows the structure obtained by GLA with those parameters. Numerical results are provided in table 3.14.

![Structure of the array in the fourth example without (a) and with margins (b)](image)

Table 3.14: Output data of the fourth example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes ( \alpha )</td>
<td>144</td>
</tr>
<tr>
<td>Number of common edges ( \omega )</td>
<td>835</td>
</tr>
<tr>
<td>Number of holes ( H )</td>
<td>14</td>
</tr>
<tr>
<td>Fullness of the structure ( A ), %</td>
<td>98.63</td>
</tr>
</tbody>
</table>

In the fourth there are 14 holes, that is less than 2% of the structure.
Therefore, the “Snowball” algorithm was developed, that differs by the way of polyomino placement that provides better structure filling in comparison with the Gwee—Lim algorithm. Parameters of the algorithm have been calibrated. Examples have been obtained and shown. Analysis of the examples shows that structure fullness grew up to 98–100%.

3.3 Comparison of the Gwee—Lim and “Snowball” algorithms by the fullness of structures

In this paragraph we show the comparison of the functioning of the Gwee—Lim and “Snowball” algorithms. The following parameters were used:

- structure size: $M = N = \{20, 25, 30, 35, 40, 45, 50, 55, 60\}$;
- number of iterations: $K = 50$;
- population size: $P = 10$;
- elitism: on;
- seed: $s = \{10, 20, 30, 40, 50, 60, 70\}$.

Obtained fullness values for each structure size was averaged over seven different seeds of PRNG. Each algorithm used its calibrated parameters.

Figure 3.25 shows the graph of the average fullness of structures by L-trominoes. Numerical data is provided in table 3.15. It can be seen that unlike GLA, SA demonstrates constantly high fullness of structures regardless its size.

Figure 3.26 shows the graph of the average fullness of structures by L-octominoes. Numerical data is provided in table 3.16. Due to big size of L-octominoes the fullness of both algorithms decreased, but the difference between GLA and SA only increased, which says about advantage of the SA in structure tiling.
3.3. COMPARISON OF THE GWEE—LIM AND “SNOWBALL” ALGORITHMS BY THE FULLNESS OF STRUCTURES

As the final comparison of GLA and SA we list several test cases on tiling a square structure of $32 \times 32$ elements with polyominoes of different types, shown in figure 1.9. Figure 3.27 presents the graph of average fullness of structures with different polyominoes. Numerical data is provided in table 3.17.

As it is seen from the graph, the Gwee—Lim algorithm tends to decrease the fullness with the growth of the polyomino size. Again, SA shows better results. There is an evident problem with tiling by C-shaped octominoes. Figures 3.28 and 3.29 show examples of such structures with C-octominoes. It is visible, that the “C” shape does not let polyominoes to lie close to each other and leads to many holes. In the upper part of figure 3.29 there is a tiled area of high density, but it is characterized by repeated patterns of polyominoes’ relevant placement. In the fourth chapter it will be shown, that such patterns have negative effect on the radiation pattern leading to grating lobes. Therefore, using C-octominoes does not seem prospective.
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Table 3.15: Fullness of structures of different sizes by L-trominoes

<table>
<thead>
<tr>
<th>Structure size $M = N$</th>
<th>Fullness by GLA, %</th>
<th>Fullness by SA, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>93.4</td>
<td>99.9</td>
</tr>
<tr>
<td>25</td>
<td>94.2</td>
<td>99.9</td>
</tr>
<tr>
<td>30</td>
<td>94.9</td>
<td>99.9</td>
</tr>
<tr>
<td>35</td>
<td>95.2</td>
<td>99.8</td>
</tr>
<tr>
<td>40</td>
<td>95.6</td>
<td>99.9</td>
</tr>
<tr>
<td>45</td>
<td>96.0</td>
<td>99.9</td>
</tr>
<tr>
<td>50</td>
<td>96.6</td>
<td>99.9</td>
</tr>
<tr>
<td>55</td>
<td>96.8</td>
<td>99.9</td>
</tr>
<tr>
<td>60</td>
<td>96.9</td>
<td>99.9</td>
</tr>
</tbody>
</table>

Table 3.16: Fullness of structures of different sizes by L-octominoes

<table>
<thead>
<tr>
<th>Structure size $M = N$</th>
<th>Fullness by GLA, %</th>
<th>Fullness by SA, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>86.2</td>
<td>98.6</td>
</tr>
<tr>
<td>25</td>
<td>86.1</td>
<td>98.1</td>
</tr>
<tr>
<td>30</td>
<td>87.1</td>
<td>98.0</td>
</tr>
<tr>
<td>35</td>
<td>87.2</td>
<td>98.2</td>
</tr>
<tr>
<td>40</td>
<td>87.7</td>
<td>98.0</td>
</tr>
<tr>
<td>45</td>
<td>87.7</td>
<td>97.9</td>
</tr>
<tr>
<td>50</td>
<td>88.2</td>
<td>97.8</td>
</tr>
<tr>
<td>55</td>
<td>88.4</td>
<td>97.9</td>
</tr>
<tr>
<td>60</td>
<td>88.7</td>
<td>97.9</td>
</tr>
</tbody>
</table>

and will not be considered further.

Table 3.17: Fullness of a $32 \times 32$ structure with different polyominoes

<table>
<thead>
<tr>
<th>Polyomino type</th>
<th>Fullness by GLA, %</th>
<th>Fullness by SA, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-tromino</td>
<td>95.0</td>
<td>99.9</td>
</tr>
<tr>
<td>L-tetromino</td>
<td>90.6</td>
<td>99.5</td>
</tr>
<tr>
<td>S-tetromino</td>
<td>89.8</td>
<td>99.4</td>
</tr>
<tr>
<td>T-tetromino</td>
<td>89.7</td>
<td>97.7</td>
</tr>
<tr>
<td>L-octomino</td>
<td>86.9</td>
<td>98.0</td>
</tr>
<tr>
<td>C-octomino</td>
<td>70.3</td>
<td>84.9</td>
</tr>
<tr>
<td>Pu-octomino</td>
<td>84.1</td>
<td>96.6</td>
</tr>
</tbody>
</table>
3.4 Tiling with two shapes of polyominoes simultaneously

In order to increase the fullness of structures, tiled with large polyominoes, in this work we propose to tile structures with two shapes of polyominoes simultaneously. The first shape appears to be a large polyomino, mainly octomino. The second shape is a smaller polyomino, for example, tromino or tetromino. The use of two shapes in the process of filling the geometric structure leads to geometric symbiosis of polyominoes, when small polyominoes fill hard to reach areas and large ones at the same time get more...
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Figure 3.27: Fullness of a $32 \times 32$ structure with different polyominoes

Figure 3.28: A $32 \times 32$ structure, tiled by GLA with C-octominoes
options for placement.

The selection of one of two shapes is done by the genetic algorithm. For this reason the length of genes was increased from 3 to 4 bits, where the fourth bit defines the shape of polyomino (figure 3.30).

Further, examples of structures obtained by two algorithms with two shapes of polyominoes are listed. At the end, the analysis of results is done and the optimal pair is being chosen.
3.4.1 Examples of structures by GLA with two shapes of polyominoes

In this paragraph we present four experiments as examples of structures by the Gwee—Lim algorithm with two shapes of polyominoes. Experiments were held with different structure sizes and different pairs of polyominoes.

We used calibrated values of $p_c$, $p_m$ and $p_{bm}$. Figure 3.31 shows fitness function and its components for the second example.

![Fitness function in the second example](image)
Example 1: Structure $16 \times 16$, L-tromino and L-octomino

Input parameters:

- structure size: $M = N = 16$;
- polyomino type: L-tromino and L-octomino.

Figure 3.32 shows the structure obtained by the GLA with these parameters. Numerical results are provided in table 3.18.

![Array structure in the first example](image)

Table 3.18: Output data of the first example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>50</td>
</tr>
<tr>
<td>Number of boundary edges $\beta$</td>
<td>61</td>
</tr>
<tr>
<td>Number of common edges $\omega$</td>
<td>211</td>
</tr>
<tr>
<td>Number of holes $H$</td>
<td>11</td>
</tr>
<tr>
<td>Fullness of structure $A$, %</td>
<td>95.70</td>
</tr>
</tbody>
</table>

Structure fullness has grown in comparison with structure of only L-octominoes.
Example 2: Structure $16 \times 16$, L-tetromino and L-octomino

Input parameters:

- structure size: $M = N = 16$;
- polyomino type: L-tetromino and L-octomino.

Figure 3.33 shows the structure obtained by the GLA with these parameters. Numerical results are provided in table 3.19.

![Array structure in the second example](image)

Table 3.19: Output data of the second example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>43</td>
</tr>
<tr>
<td>Number of boundary edges $\beta$</td>
<td>61</td>
</tr>
<tr>
<td>Number of common edges $\omega$</td>
<td>194</td>
</tr>
<tr>
<td>Number of holes $H$</td>
<td>16</td>
</tr>
<tr>
<td>Fullness of structure $A, %$</td>
<td>93.75</td>
</tr>
</tbody>
</table>

The fullness decreased, because tetrominoes are larger than trominoes.
Example 3: Structure $32 \times 32$, L-tromino and L-octomino

Input parameters:

- structure size: $M = N = 32$;
- polyomino type: L-tromino and L-octomino.

Figure 3.34 shows the structure obtained by the GLA with these parameters. Numerical results are provided in table 3.20.

![Figure 3.34: Array structure in the third example](image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>183</td>
</tr>
<tr>
<td>Number of boundary edges $\beta$</td>
<td>124</td>
</tr>
<tr>
<td>Number of common edges $\omega$</td>
<td>791</td>
</tr>
<tr>
<td>Number of holes $H$</td>
<td>70</td>
</tr>
<tr>
<td>Fullness of structure $A, %$</td>
<td>93.16</td>
</tr>
</tbody>
</table>

The decrease in fullness of larger structures indicates that GLA is not efficient in working with two shapes.
Example 4: Structure $32 \times 32$, L-tetromino and L-octomino

Input parameters:

- structure size: $M = N = 32$;
- polyomino type: L-tetromino and L-octomino.

Figure 3.35 shows the structure obtained by the GLA with these parameters. Numerical results are provided in table 3.21.

![Array structure in the fourth example](image)

Figure 3.35: Array structure in the fourth example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>167</td>
</tr>
<tr>
<td>Number of boundary edges $\beta$</td>
<td>116</td>
</tr>
<tr>
<td>Number of common edges $\omega$</td>
<td>782</td>
</tr>
<tr>
<td>Number of holes $H$</td>
<td>88</td>
</tr>
<tr>
<td>Fullness of structure $A$, %</td>
<td>91.41</td>
</tr>
</tbody>
</table>

Table 3.21: Output data of the fourth example

In case of tetrominoes we also see a decrease in fullness of a larger structure.
3.4. TILING WITH TWO SHAPES OF POLYOMINOES SIMULTANEOUSLY

3.4.2 Examples of structures by SA with two shapes of polyominoes

In this paragraph we present four experiments as examples of structures by the snowball algorithm with two shapes of polyominoes. Experiments were held with different structure sizes and different pairs of polyominoes. The following parameters were used:

- number of iterations: \( K = 50 \);
- population size: \( P = 10 \);

We used calibrated values of \( p_c \), \( p_m \) and \( p_{bm} \) with seed \( s = 37 \). Figure 3.36 shows fitness function and its components for the fourth example. It is seen that the fitness function possesses lower values. That is because the maximal number of common edges in a structure is normalized by the biggest such number, that is achievable by only the smaller polyomino.

![Figure 3.36: Fitness function in the first example](image-url)
Example 1: Structure $16 \times 16$, L-tromino and L-octomino

Input parameters:

- structure size: $M = N = 16$;
- polyomino type: L-tromino and L-octomino.

Figure 3.37 shows the structure obtained by the SA with these parameters. Numerical results are provided in table 3.22.

![Array structure in the first example without (a) and with (b) margins](image)

Table 3.22: Output data of the first example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>68</td>
</tr>
<tr>
<td>Number of common edges $\omega$</td>
<td>263</td>
</tr>
<tr>
<td>Number of holes $H$</td>
<td>0</td>
</tr>
<tr>
<td>Fullness of structure $A, %$</td>
<td>100</td>
</tr>
</tbody>
</table>

Using two shapes, SA was able to fill the structure completely.
3.4. TILING WITH TWO SHAPES OF POLYOMINOES SIMULTANEOUSLY

Example 2: Structure $16 \times 16$, L-tetromino and L-octomino

Input parameters:

- structure size: $M = N = 16$;
- polyomino type: L-tetromino and L-octomino.

Figure 3.38 shows the structure obtained by the SA with these parameters. Numerical results are provided in table 3.23.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>58</td>
</tr>
<tr>
<td>Number of common edges $\omega$</td>
<td>241</td>
</tr>
<tr>
<td>Number of holes $H$</td>
<td>4</td>
</tr>
<tr>
<td>Fullness of structure $A, %$</td>
<td>98.44</td>
</tr>
</tbody>
</table>

In this example four holes appeared in the structure due to tetrominoes.
Example 3: Structure $32 \times 32$, L-tromino and L-octomino

Input parameters:

- structure size: $M = N = 32$;
- polyomino type: L-tromino and L-octomino.

Figure 3.39 shows the structure obtained by the SA with these parameters. Numerical results are provided in table 3.24.

![Array structure in the third example without (a) and with (b) margins](image)

Table 3.24: Output data of the third example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>216</td>
</tr>
<tr>
<td>Number of common edges $\omega$</td>
<td>1003</td>
</tr>
<tr>
<td>Number of holes $H$</td>
<td>5</td>
</tr>
<tr>
<td>Fullness of structure $A, %$</td>
<td>99.51</td>
</tr>
</tbody>
</table>

This example shows that as the structure size grows, the probability of holes increases.
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Example 4: Structure $32 \times 32$, L-tetromino and L-octomino

Input parameters:

- structure size: $M = N = 32$;
- polyomino type: L-tetromino and L-octomino.

Figure 3.40 shows the structure obtained by the SA with these parameters. Numerical results are provided in table 3.25.

![Figure 3.40](image)

(a) Array structure in the fourth example without (a) and with (b) margins

Table 3.25: Output data of the fourth example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>194</td>
</tr>
<tr>
<td>Number of common edges $\omega$</td>
<td>986</td>
</tr>
<tr>
<td>Number of holes $H$</td>
<td>8</td>
</tr>
<tr>
<td>Fullness of structure $A, %$</td>
<td>99.22</td>
</tr>
</tbody>
</table>

In the fourth example with tetromino the number of holes increased.

Thus, we have described tiling of structures with two shapes of polyominoes simultaneously and corresponding adjustments in the algorithms.
Examples of structures by both algorithms were shown. Use of two shapes increased fullness of structures for both algorithms.

3.5 Comparison of the Gwee—Lim and “Snowball” algorithms by the fullness of structures with two shapes of polyominoes

In this paragraph we show the comparison of the functioning of the Gwee—Lim and “Snowball” algorithms with two shapes of polyominoes. The following parameters were used:

- structure size: \( M = N = \{20, 25, 30, 35, 40, 45, 50, 55, 60\} \);
- number of iterations: \( K = 50 \);
- population size: \( P = 10 \);
- elitism: on;
- seed: \( s = \{10, 20, 30, 40, 50, 60, 70\} \).

Obtained fullness values for each structure size was averaged over seven different seeds of PRNG. Each algorithm used its calibrated parameters.

Figure 3.41 shows the graph of the average fullness of structures by L-trominoes and L-octominoes. For comparison the graph also contains results obtained by tiling with one shape of polyomino (figures 3.25 and 3.26). We can see, that structures tiled with L-trominoes and L-octominoes at the same time take intermediate position at fullness between the structures, tiled with each of those polyominoes separately. And SA demonstrates less dispersion than GLA. Numerical data is provided in table 3.26.

Figure 3.42 shows the graph of the average fullness of structures by L-octominoes and L-tetrominoes. Numerical data is provided in table 3.26. Fullness of structures by SA is higher than those by GLA by 7–9%.
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As the final analysis of polyomino pairs, we list several test cases on tiling a square structure of $32 \times 32$ elements with different pairs of polyominoes. Figure 3.43 presents the graph of average fullness of structures with different pairs of polyominoes. Numerical data is provided in table 3.27.

![Graph of average fullness of structures with different pairs of polyominoes](image)

Figure 3.41: Fullness of structures of different sizes by L-trominoes and L-octominoes

The graph shows that both algorithms demonstrate the best tiling by using L-tromino and L-octomino in pair. For this reason, further in the work only this pair will be considered while synthesizing antenna arrays with two shapes of subarrays.

Therefore, the comparative analysis of results by Gwee—Lim and snowball algorithms was performed from the point of view of structure fullness by tiling with two shapes of polyominoes simultaneously. The comparison showed that the snowball algorithm fills structures by 6–10% better than Gwee—Lim algorithm.
Table 3.26: Fullness of structures of different sizes with different pairs of polyominoes

<table>
<thead>
<tr>
<th>Structure size</th>
<th>L-tromino and L-octomino</th>
<th>L-tetromino and L-octomino</th>
</tr>
</thead>
<tbody>
<tr>
<td>M = N</td>
<td>Fullness by GLA, %</td>
<td>Fullness by SA, %</td>
</tr>
<tr>
<td>20</td>
<td>93.5</td>
<td>99.6</td>
</tr>
<tr>
<td>25</td>
<td>92.6</td>
<td>99.1</td>
</tr>
<tr>
<td>30</td>
<td>93.4</td>
<td>99.2</td>
</tr>
<tr>
<td>35</td>
<td>93.4</td>
<td>99.3</td>
</tr>
<tr>
<td>40</td>
<td>92.9</td>
<td>99.2</td>
</tr>
<tr>
<td>45</td>
<td>93.6</td>
<td>99.3</td>
</tr>
<tr>
<td>50</td>
<td>93.6</td>
<td>99.2</td>
</tr>
<tr>
<td>55</td>
<td>93.6</td>
<td>99.3</td>
</tr>
<tr>
<td>60</td>
<td>93.8</td>
<td>99.3</td>
</tr>
</tbody>
</table>

Table 3.27: Fullness of a 32 × 32 structure with different pairs of polyominoes

<table>
<thead>
<tr>
<th>Polyomino type</th>
<th>Fullness by GLA, %</th>
<th>Fullness by SA, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-tromino and L-octomino</td>
<td>93.2</td>
<td>99.2</td>
</tr>
<tr>
<td>L-tromino and Pu-octomino</td>
<td>90.8</td>
<td>98.9</td>
</tr>
<tr>
<td>L-tetromino and L-octomino</td>
<td>90.5</td>
<td>98.8</td>
</tr>
<tr>
<td>L-tetromino and Pu-octomino</td>
<td>88.8</td>
<td>98.5</td>
</tr>
<tr>
<td>S-tetromino and L-octomino</td>
<td>87.6</td>
<td>98.5</td>
</tr>
<tr>
<td>S-tetromino and Pu-octomino</td>
<td>87.2</td>
<td>98.4</td>
</tr>
<tr>
<td>T-tetromino and L-octomino</td>
<td>87.7</td>
<td>97.8</td>
</tr>
<tr>
<td>T-tetromino and Pu-octomino</td>
<td>87.7</td>
<td>97.6</td>
</tr>
</tbody>
</table>

3.6 Chapter 3 conclusions

1. The questions were described that arise with application of the genetic algorithm and sequence of solving provided. The Gwee—Lim algorithm for tiling rectangular structures with polyominoes was described in details including circular placement principle and fitness function. Parameters have been calibrated and example results shown. The analysis of the examples revealed that this algorithm is not able
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Figure 3.42: Fullness of structures of different sizes by L-tetrominoes and L-octominoes

to fill structures with polyominoes well and that it is necessary to develop another algorithm to solve this problem.

2. The “Snowball” algorithm was developed, that differs by the way of polyomino placement that provides better structure filling in comparison with the Gwee—Lim algorithm. Parameters of the algorithm have been calibrated. Examples have been obtained and shown. Analysis of the examples shows that structure fullness grew up to 98–100%.

3. The comparative analysis of functioning of two algorithms has been performed from the point of view of fullness of the obtained structures. The comparison has shown that the snowball algorithm tiles the structures in average 10% better, than the Gwee—Lim algorithm.

4. We have described tiling of structures with two shapes of polyominoes simultaneously and corresponding adjustments in the algorithms. Examples of structures by both algorithms were shown. Use of two
CHAPTER 3. DEVELOPMENT OF AN OPTIMIZATION ALGORITHM BASED ON THE GENETIC ALGORITHM

5. The comparative analysis of results by Gwee—Lim and snowball algorithms was performed from the point of view of structure fullness by tiling with two shapes of polyominoes simultaneously. The comparison showed that the snowball algorithm fills structures by 6–10% better than Gwee—Lim algorithm.

![Graph showing structure fullness comparison between GLA and SA algorithms](image)

Figure 3.43: Fullness of a 32 × 32 structure with different pairs of polyominoes shapes increased fullness of structures for both algorithms.
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Chapter 4

Application of the optimization algorithms to antenna array design

In this chapter we apply the developed methods and algorithms for the design of phased arrays structures. First we show examples of radiation patterns of structures obtained using the Gwee—Lim algorithm. Similar experiments were carried out with the “Snowball” algorithm. Then, a comparative analysis of the two algorithms in terms of the characteristics of antenna arrays is presented. Main results of the chapter are published by author in journals and conference proceedings [17, 7, 1].

All results of this chapter, namely the structures of arrays, their fullness, patterns and sidelobe levels are obtained using the developed software. Software implements the developed mathematical model, describing the structure of phased arrays composed of subarrays in shape of polyominoes, developed optimization method for polyomino placement in structure by calculating the autocorrelation function, the snowball algorithm and the Gwee—Lim algorithm. The software contains a procedural engine that simulates the radiation patterns of PAA. Figure 4.1 shows the structure of the developed software. Arrows denote data exchange between the blocks. Software is written in C language and has a command line interface.
4.1 Applying Gwee—Lim algorithm to phased antenna array optimization

In this paragraph we present examples of radiation patterns of those arrays, which were obtained by the Gwee—Lim algorithm. In total there are four examples with the following parameters:

- number of iterations: $K = 50$;
- population size: $P = 10$;
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- elitism: on;
- seed: $s = 37$;
- SLL optimization: $r = 1.3$.

Calibrated values $p_c$, $p_m$ and $p_{bm}$ were used. Figure 4.2 shows the graph of the fitness function in the second example.

![Figure 4.2: Fitness function in the second example](image)
4.1. APPLYING GWEE—LIM ALGORITHM TO PHASED ANTENNA ARRAY OPTIMIZATION

Example 1: Structure 16 × 16, L-tromino

Input parameters:

- structure size: \( M = N = 16 \);
- polyomino type: L-tromino;

Figure 4.3 shows the radiation pattern obtained by GLA with those parameters. Numerical results are provided in table 4.1.

![Radiation pattern in the first example at \( r = 1.3 \)](image)

Table 4.1: Output data of the first example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes ( \alpha )</td>
<td>79</td>
</tr>
<tr>
<td>Fullness of the structure ( A, % )</td>
<td>92.58</td>
</tr>
<tr>
<td>Sidelobe level ( \gamma ) at ( r = 1.300 ), dB</td>
<td>-21.13</td>
</tr>
<tr>
<td>Sidelobe level ( \gamma ) at ( r = 1.818 ), dB</td>
<td>-16.86</td>
</tr>
</tbody>
</table>
Example 2: Structure $16 \times 16$, L-octomino

Input parameters:

- structure size: $M = N = 16$;
- polyomino type: L-octomino;

Figure 4.4 shows the radiation pattern obtained by GLA with those parameters. Numerical results are provided in table 4.2.

![ Radiation pattern in the second example at $r = 1.3$ ]

Table 4.2: Output data of the second example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>26</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>81.25</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-18.16$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
<td>$-10.10$</td>
</tr>
</tbody>
</table>
Example 3: Structure 32 × 32, L-tromino

Input parameters:

- structure size: $M = N = 32$;
- polyomino type: L-tromino;

Figure 4.5 shows the radiation pattern obtained by GLA with those parameters. Numerical results are provided in table 4.3.

**Table 4.3: Output data of the third example**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>323</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>94.63</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-27.65$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
<td>$-20.96$</td>
</tr>
</tbody>
</table>
Example 4: Structure $32 \times 32$, L-octomino

Input parameters:

- structure size: $M = N = 32$;
- polyomino type: L-octomino;

Figure 4.6 shows the radiation pattern obtained by GLA with those parameters. Numerical results are provided in table 4.4.

![Radiation pattern](image)

Figure 4.6: Radiation pattern in the fourth example at $r = 1.3$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>106</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>82.81</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-21.45$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
<td>$-13.51$</td>
</tr>
</tbody>
</table>
4.2 Applying “Snowball” algorithm to phased antenna array optimization

Therefore, examples of radiation patterns and parameters of antenna arrays were listed, which were obtained by the Gwee—Lim algorithm. The analysis shows that sidelobe level at band $r = 1.818$ is too high for structures tiled with L-octomino.

In this paragraph we present examples of radiation patterns of those arrays, which were obtained by the snowball algorithm. In total there are four examples. The same parameters were used as in the previous paragraph.

Figure 4.7 shows the graph of fitness function and its components in the second example.

![Figure 4.7: Fitness function in the second example](image-url)
Example 1: Structure $16 \times 16$, L-tromino

Input parameters:

- structure size: $M = N = 16$;
- polyomino type: L-tromino;

Figure 4.8 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 4.5.

Figure 4.8: Radiation pattern in the first example at $r = 1.3$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>92</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>98.83</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-25.08$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
<td>$-17.85$</td>
</tr>
</tbody>
</table>
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Example 2: Structure 16 × 16, L-octomino

Input parameters:

- structure size: $M = N = 16$;
- polyomino type: L-octomino;

Figure 4.9 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 4.6.

![Radiation pattern](image)

Figure 4.9: Radiation pattern in the second example at $r = 1.3$

<table>
<thead>
<tr>
<th>Table 4.6: Output data of the second example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>------------------------------</td>
</tr>
<tr>
<td>Number of polyominoes $\alpha$</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
</tr>
</tbody>
</table>
Example 3: Structure $32 \times 32$, L-tromino

Input parameters:

- structure size: $M = N = 32$;
- polyomino type: L-tromino;

Figure 4.10 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 4.7.

![Radiation pattern in the third example at $r = 1.3$.](image)

**Table 4.7: Output data of the third example**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>360</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>99.71</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-29.18$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
<td>$-22.36$</td>
</tr>
</tbody>
</table>
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Example 4: Structure $32 \times 32$, L-octomino

Input parameters:

- structure size: $M = N = 32$;
- polyomino type: L-octomino;

Figure 4.11 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 4.8.

![Radiation Pattern](image)

Figure 4.11: Radiation pattern in the fourth example at $r = 1.3$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>142</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>97.17</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-23.18$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
<td>$-16.18$</td>
</tr>
</tbody>
</table>
Therefore, examples of radiation patterns and parameters of antenna arrays were listed, which were obtained by the snowball algorithm. The analysis shows that the snowball algorithm can synthesize structures with better sidelobe level suppression in the radiation pattern.

### 4.3 Comparison of the Gwee—Lim and “Snowball” algorithms by the sidelobe level

In this paragraph we perform a comparison of the Gwee—Lim and “Snowball” algorithms from the point of view of radiation pattern forming. The following parameters were used:

- structure size: \( M = N = \{20, 25, 30, 35, 40, 45, 50, 55, 60\} \);
- number of iterations: \( K = 50 \);
- population size: \( P = 10 \);
- elitism: on;
- seed: \( s = \{10, 20, 30, 40, 50, 60, 70\} \).

Obtained value of the sidelobe level for each structure size was averaged over seven different seeds of PRNG. Each algorithm used its calibrated parameters.

Figure 4.12 shows the graph of average sidelobe level of structures tiled with L-trominoes. SLL was optimized for \( r = 1.3 \). A graph of SLL for the same structures but optimized for \( r = 1.818 \) is shown in figure 4.13. Numerical data is provided in table 4.10. It is seen that SA demonstrates better SLL for structures of all sizes.

Figure 4.14 shows the graph of average sidelobe level of structures tiled with L-octominoes. SLL was optimized for \( r = 1.3 \). A graph of SLL for
4.3. COMPARISON OF THE GWEE—LIM AND “SNOWBALL” ALGORITHMS BY THE SIDELOBE LEVEL

the same structures but optimized for \( r = 1.818 \) is shown in figure 4.15. Numerical data is provided in table 4.12. Here again SA outperforms GLA and results for \( r = 1.818 \) got better.

![Figure 4.12: SLL of structures tiled with L-trominoes, \( r_{opt} = 1.3 \)](image)

![Table 4.9: SLL of structures tiled with L-trominoes, \( r_{opt} = 1.3 \)](table)

<table>
<thead>
<tr>
<th>Structure size</th>
<th>GLA, ( r_{sim} = 1.3 ), dB</th>
<th>GLA, ( r_{sim} = 1.818 ), dB</th>
<th>SA, ( r_{sim} = 1.3 ), dB</th>
<th>SA, ( r_{sim} = 1.818 ), dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>-23.8</td>
<td>-17.8</td>
<td>-25.9</td>
<td>-18.7</td>
</tr>
<tr>
<td>25</td>
<td>-25.2</td>
<td>-19.2</td>
<td>-27.2</td>
<td>-20.1</td>
</tr>
<tr>
<td>30</td>
<td>-26.3</td>
<td>-20.1</td>
<td>-28.0</td>
<td>-21.0</td>
</tr>
<tr>
<td>35</td>
<td>-27.5</td>
<td>-20.8</td>
<td>-29.1</td>
<td>-22.3</td>
</tr>
<tr>
<td>40</td>
<td>-28.6</td>
<td>-22.0</td>
<td>-30.2</td>
<td>-23.0</td>
</tr>
<tr>
<td>45</td>
<td>-29.7</td>
<td>-22.7</td>
<td>-30.7</td>
<td>-23.7</td>
</tr>
<tr>
<td>50</td>
<td>-30.4</td>
<td>-24.0</td>
<td>-31.6</td>
<td>-24.5</td>
</tr>
<tr>
<td>55</td>
<td>-31.0</td>
<td>-24.5</td>
<td>-32.2</td>
<td>-25.0</td>
</tr>
<tr>
<td>60</td>
<td>-32.1</td>
<td>-25.2</td>
<td>-33.0</td>
<td>-25.9</td>
</tr>
</tbody>
</table>
This analysis is the main and final in the research work. It proves several important points that have been stated in previous chapters:

1. The developed snowball algorithm is able to optimize complex struc-
4.3. COMPARISON OF THE GWEE—LIM AND “SNOWBALL” ALGORITHMS BY THE SIDELOBE LEVEL

![Graph showing SLL of structures tiled with L-octominoes, $r_{opt} = 1.3$](image)

Table 4.11: SLL of structures tiled with L-octominoes, $r_{opt} = 1.3$

<table>
<thead>
<tr>
<th>Structure size</th>
<th>GLA, $r_{sim} = 1.3$, dB</th>
<th>GLA, $r_{sim} = 1.818$, dB</th>
<th>SA, $r_{sim} = 1.3$, dB</th>
<th>SA, $r_{sim} = 1.818$, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>-19.3</td>
<td>-12.1</td>
<td>-21.9</td>
<td>-13.1</td>
</tr>
<tr>
<td>25</td>
<td>-19.6</td>
<td>-11.4</td>
<td>-22.2</td>
<td>-13.1</td>
</tr>
<tr>
<td>30</td>
<td>-20.6</td>
<td>-12.9</td>
<td>-22.9</td>
<td>-14.0</td>
</tr>
<tr>
<td>35</td>
<td>-21.7</td>
<td>-13.2</td>
<td>-24.5</td>
<td>-16.1</td>
</tr>
<tr>
<td>40</td>
<td>-23.0</td>
<td>-15.5</td>
<td>-24.5</td>
<td>-16.5</td>
</tr>
<tr>
<td>45</td>
<td>-23.5</td>
<td>-15.6</td>
<td>-25.4</td>
<td>-17.2</td>
</tr>
<tr>
<td>50</td>
<td>-24.1</td>
<td>-16.3</td>
<td>-25.9</td>
<td>-17.2</td>
</tr>
<tr>
<td>55</td>
<td>-24.8</td>
<td>-16.7</td>
<td>-26.6</td>
<td>-18.2</td>
</tr>
<tr>
<td>60</td>
<td>-25.3</td>
<td>-17.4</td>
<td>-27.0</td>
<td>-18.4</td>
</tr>
</tbody>
</table>

Figures tiled with polyominoes. At the same time fullness of structures increases as well as side lobes are suppressed better in the radiation pattern.
2. SA outperforms GLA by all values for all structure sizes.

3. Sidelobe level decreases with the growth of structure size.

4. At a wider band $r = 1.818$ SLL is higher than at band $r = 1.3$ for one
4.3. COMPARISON OF THE GWEE—LIM AND “SNOWBALL” ALGORITHMS BY THE SIDELOBE LEVEL

and the same structure.

Finally, figure 4.16 shows the graph that compares averaged values of sidelobe levels by Gwee—Lim algorithm, snowball algorithm and results obtained by Robert Mailloux [59, 58] for L-octomino.

![Graph showing SLL comparison for structures of different sizes of L-octominoes, obtained by GLA, SA and R. Mailloux [59]](image)

Figure 4.16: SLL comparison for structures of different sizes of L-octominoes, obtained by GLA, SA and R. Mailloux [59]

Therefore, there was done the final comparative analysis of the Gwee—Lim algorithm and the “Snowball” algorithm. The analysis from the point of view of radiation pattern forming and level of sidelobes has shown that the developed algorithm is able to synthesize antenna arrays with characteristics, outperforming existing analogues, including ones by the GLA.
4.4 Analysis of steering capabilities

In this paragraph we present examples of radiation patterns of arrays, obtained by Snowball and steered at different angles. In total there are six examples. The following settings were applied:

- aperture size: \( M = N = 32 \);
- polyomino type: L-octomino;
- number of iterations: \( K = 50 \);
- population size: \( P = 20 \);
- seed: \( s = 37 \).

Calibrated values of \( p_c \), \( p_m \) and \( p_{bm} \) were used. Figure 4.17 shows the graph of fitness function and its components in the first example.

![Figure 4.17: Fitness function in the first example](image)
4.4. ANALYSIS OF STEERING CAPABILITIES

Example 1: steering at \((0^\circ; 0^\circ)\)

Input parameters:

- steering: \((0^\circ; 0^\circ)\);
- SLL optimization: \(r = 1.3\).

![Radiation pattern in the first example at \(r = 1.3\)](image)

Figure 4.18: Radiation pattern in the first example at \(r = 1.3\)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes (\alpha)</td>
<td>140</td>
</tr>
<tr>
<td>Fullness of the structure (A,%)</td>
<td>98.93</td>
</tr>
<tr>
<td>Sidelobe level (\gamma) at (r = 1.300), dB</td>
<td>(-47.22)</td>
</tr>
</tbody>
</table>
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Example 2: steering at $(15^\circ; 15^\circ)$

Input parameters:

- steering: $(15^\circ; 15^\circ)$;
- SLL optimization: $r = 1.3$.

Figure 4.19: Radiation pattern in the second example at $r = 1.3$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>140</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>97.95</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-25.20$</td>
</tr>
</tbody>
</table>
Example 3: steering at $(30^\circ; 30^\circ)$

Input parameters:

- steering: $(30^\circ; 30^\circ)$;
- SLL optimization: $r = 1.3$.

Figure 4.20: Radiation pattern in the third example at $r = 1.3$

Table 4.15: Output data of the third example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>141</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>97.27</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-28.00$</td>
</tr>
</tbody>
</table>
Example 4: steering at \(45^\circ; 45^\circ\)

Input parameters:

- steering: \(45^\circ; 45^\circ\);
- SLL optimization: \(r = 1.3\).

![Figure 4.21: Radiation pattern in the fourth example at \(r = 1.3\)](image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes (\alpha)</td>
<td>142</td>
</tr>
<tr>
<td>Fullness of the structure (A), %</td>
<td>98.44</td>
</tr>
<tr>
<td>Sidelobe level (\gamma) at (r = 1.300), dB</td>
<td>-25.05</td>
</tr>
</tbody>
</table>
4.4. ANALYSIS OF STEERING CAPABILITIES

Example 5: steering at \((60^\circ; 60^\circ)\)

Input parameters:

- steering: \((60^\circ; 60^\circ)\);
- SLL optimization: \(r = 1.3\).

![Radiation pattern in the fifth example at r = 1.3](image)

Figure 4.22: Radiation pattern in the fifth example at \(r = 1.3\)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes (\alpha)</td>
<td>139</td>
</tr>
<tr>
<td>Fullness of the structure (A, %)</td>
<td>96.88</td>
</tr>
<tr>
<td>Sidelobe level (\gamma) at (r = 1.300), dB</td>
<td>-23.08</td>
</tr>
</tbody>
</table>

Table 4.17: Output data of the fifth example
CHAPTER 4. APPLICATION OF THE OPTIMIZATION ALGORITHMS TO ANTENNA ARRAY DESIGN

Example 6: steering at $(75^\circ; 75^\circ)$

Input parameters:

- steering: $(75^\circ; 75^\circ)$;
- SLL optimization: $r = 1.3$.

![Radiation pattern](image)

Figure 4.23: Radiation pattern in the sixth example at $r = 1.3$

Table 4.18: Output data of the sixth example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>143</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>97.36</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-20.59$</td>
</tr>
</tbody>
</table>
4.5. ANALYSIS OF BANDWIDTH CAPABILITIES

Next, figure 4.24 presents the graph of sidelobe levels for $32 \times 32$ structures, averaged over seven different seeds $s = 10, 20, \ldots, 70$. The graph demonstrates a logarithmic rise of SLL.

![Graph of Sidelobe Levels](image)

Figure 4.24: SLL at different steering angles

4.5 Analysis of bandwidth capabilities

In this paragraph we present examples of radiation patterns of $32 \times 32$ arrays, obtained by Snowball, optimized and simulated at different bandwidths. In total there are eight examples. The following settings were applied:

- polyomino type: L-tromino;
- number of iterations: $K = 50$;
- population size: $P = 20$;
- seed: $s = 37$. 
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Calibrated values of $p_c$, $p_m$ and $p_{bm}$ were used.

**Example 1: bandwidth 2:1**

Input parameters:

- SLL optimization: $r = 1.333$.

Figure 4.25 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 4.19.

![Radiation pattern in the first example](image)

Figure 4.25: Radiation pattern in the first example at $r = 1.333$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>364</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>99.90</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.333$, dB</td>
<td>$-28.34$</td>
</tr>
</tbody>
</table>
4.5. ANALYSIS OF BANDWIDTH CAPABILITIES

Example 2: bandwidth 3:1

Input parameters:

- SLL optimization: \( r = 1.500 \).

Figure 4.26 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 4.20.

![Radiation pattern](image)

Figure 4.26: Radiation pattern in the second example at \( r = 1.500 \)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes ( \alpha )</td>
<td>362</td>
</tr>
<tr>
<td>Fullness of the structure ( A, % )</td>
<td>99.71</td>
</tr>
<tr>
<td>Sidelobe level ( \gamma ) at ( r = 1.500 ), dB</td>
<td>-26.03</td>
</tr>
</tbody>
</table>
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Example 3: bandwidth 4:1

Input parameters:

- SLL optimization: \( r = 1.600 \).

Figure 4.27 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 4.21.

![Radiation pattern in the third example at \( r = 1.600 \)](image)

Table 4.21: Output data of the third example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes ( \alpha )</td>
<td>363</td>
</tr>
<tr>
<td>Fullness of the structure ( A, % )</td>
<td>100.00</td>
</tr>
<tr>
<td>Sidelobe level ( \gamma ) at ( r = 1.600 ), dB</td>
<td>-25.19</td>
</tr>
</tbody>
</table>
4.5. ANALYSIS OF BANDWIDTH CAPABILITIES

Example 4: bandwidth 5:1

Input parameters:

- SLL optimization: \( r = 1.667 \).

Figure 4.28 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 4.22.

![Radiation pattern in the fourth example at \( r = 1.667 \)](image)

Table 4.22: Output data of the fourth example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes ( \alpha )</td>
<td>359</td>
</tr>
<tr>
<td>Fullness of the structure ( A, % )</td>
<td>99.90</td>
</tr>
<tr>
<td>Sidelobe level ( \gamma ) at ( r = 1.667 ), dB</td>
<td>(-24.10)</td>
</tr>
</tbody>
</table>
Example 5: bandwidth 7:1

Input parameters:

- SLL optimization: \( r = 1.750 \).

Figure 4.29 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 4.23.

![Radiation pattern in the fifth example at \( r = 1.750 \)](image)

Table 4.23: Output data of the fifth example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes ( \alpha )</td>
<td>364</td>
</tr>
<tr>
<td>Fullness of the structure ( A, % )</td>
<td>99.61</td>
</tr>
<tr>
<td>Sidelobe level ( \gamma ) at ( r = 1.750, \text{dB} )</td>
<td>-23.03</td>
</tr>
</tbody>
</table>
4.5. ANALYSIS OF BANDWIDTH CAPABILITIES

Example 6: bandwidth 10:1

Input parameters:

- SLL optimization: \( r = 1.818 \).

Figure 4.30 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 4.24.

![Radiation pattern](image)

Figure 4.30: Radiation pattern in the sixth example at \( r = 1.818 \)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes ( \alpha )</td>
<td>363</td>
</tr>
<tr>
<td>Fullness of the structure ( A, % )</td>
<td>99.90</td>
</tr>
<tr>
<td>Sidelobe level ( \gamma ) at ( r = 1.818 ), dB</td>
<td>-22.24</td>
</tr>
</tbody>
</table>
Example 7: bandwidth 15:1

Input parameters:

- SLL optimization: $r = 1.875$.

Figure 4.31 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 4.25.

![Radiation pattern](image)

Figure 4.31: Radiation pattern in the sixth example at $r = 1.875$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>366</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>100.00</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.875$, dB</td>
<td>$-22.27$</td>
</tr>
</tbody>
</table>
4.5. ANALYSIS OF BANDWIDTH CAPABILITIES

Example 8: bandwidth 20:1

Input parameters:

- SLL optimization: $r = 1.905$.

Figure 4.32 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 4.26.

![Radiation pattern in the sixth example at $r = 1.905$](image)

Table 4.26: Output data of the sixth example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>362</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>99.71</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.905$, dB</td>
<td>$-22.01$</td>
</tr>
</tbody>
</table>
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Next, figure 4.33 presents the graph of sidelobe levels for $32 \times 32$ structures, averaged over seven different seeds $s = 10, 20, \ldots, 70$. The graph demonstrates the upper limit of SLL to which it tends at wide bands.

![Graph of Sidelobe Levels](image)

**Figure 4.33: SLL at different bandwidths**

### 4.6 Chapter 4 conclusions

1. Examples of radiation patterns and parameters of antenna arrays were listed, which were obtained by the Gwee—Lim algorithm. The analysis shows that sidelobe level at band $r = 1.818$ is too high for structures tiled with L-octomino.

2. Examples of radiation patterns and parameters of antenna arrays were listed, which were obtained by the snowball algorithm. The analysis shows that the snowball algorithm can synthesize structures with better sidelobe level suppression in the radiation pattern.
3. There was done the final comparative analysis of the Gwee—Lim algorithm and the “Snowball” algorithm. The analysis from the point of view of radiation pattern forming and level of sidelobes has shown that the developed algorithm is able to synthesize antenna arrays with characteristics, outperforming existing analogues, including ones by the Gwee—Lim algorithm.

4. Analysis of steering and bandwidth capacities of the resulting structures has been done. Steering analysis shows, that $32 \times 32$ structures are able to scan up to $\pm 30^\circ$ from broad sight at a bandwidth of 10:1 and up to $\pm 75^\circ$ at a bandwidth of 2:1.

5. The bandwidth analysis has shown that the upper limit for SLL in a $32 \times 32$ structures tiled with L-trominoes is $-15$ dB.
Chapter 5

Multi-beam features of phased antenna arrays

In this chapter we unveil and make preliminary analysis of another important feature of phased antenna arrays: multi-beam radiation patterns. It means that the array can have more than one main beam in its radiation pattern. Those beams can be controlled electronically and independently, making possible two spatially separated channels or two scanning lobes for radar.

Although it is possible to achieve this feature with structures tiled with one type of subarrays, we will use two shapes of subarrays simultaneously as a trade-off between number of subarrays and performance. In this case subarrays of one shape will act to form the beam in one direction.

Figure 5.1 shows such a structure. All L-octominoes are steered to angle $(45^\circ; 45^\circ)$ while all L-tetrominoes as steered to $(-135^\circ; 45^\circ)$. The corresponding radiation pattern is shown in figure 5.2.

This chapter includes analysis of sidelobe level for different angles between the lobes. The final part is dedicated to providing examples of power management among the beams. In the first case the control of lobe power is assigned by the genetic algorithm, and in the second these lobes are rigidly aligned.
Figure 5.1: Structure of the array in the first example

Figure 5.2: Radiation pattern for structure in figure 5.1 at $r = 1.3$
5.1 Analysis of SLL for different angles between two beams

This paragraph presents examples and analysis of radiation patterns of 32 × 32 arrays, obtained by Snowball, having two main beams pointed at different angles. In total there are five examples. The following settings were applied:

- polyomino type: L-octomino and L-tetromino;
- number of iterations: $K = 50$;
- population size: $P = 20$;
- seed: $s = 37$.

Calibrated values of $p_c$, $p_m$ and $p_{bm}$ were used. Figure 5.3 shows the graph of fitness function and its components in the seventh example.

![Figure 5.3: Fitness function in the first example](image-url)
5.1. ANALYSIS OF SLL FOR DIFFERENT ANGLES BETWEEN TWO BEAMS

Example 1: angle $30^\circ$

Input parameters:

- beam 1 direction: $(0.25; 0.06)$;
- beam 2 direction: $(-0.25; -0.06)$.

Figure 5.4 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 5.1.

![Radiation pattern](image)

**Figure 5.4: Radiation pattern in the first example at $r = 1.300$**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>212</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>98.73</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-19.05$</td>
</tr>
<tr>
<td>Beam power difference at $r = 1.300$, dB</td>
<td>$3.25$</td>
</tr>
</tbody>
</table>
Example 2: angle $60^\circ$

Input parameters:

- beam 1 direction: $(0.43; 0.25)$;
- beam 2 direction: $(-0.43; -0.25)$.

Figure 5.5 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 5.2.

![Figure 5.5: Radiation pattern in the second example at $r = 1.300$](image)

<table>
<thead>
<tr>
<th>Table 5.2: Output data of the second example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Number of polyominoes $\alpha$</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
</tr>
<tr>
<td>Beam power difference at $r = 1.300$, dB</td>
</tr>
</tbody>
</table>
5.1. ANALYSIS OF SLL FOR DIFFERENT ANGLES BETWEEN TWO BEAMS

Example 3: angle $90^\circ$

Input parameters:

- beam 1 direction: $(0.5; 0.5)$;
- beam 2 direction: $(-0.5; -0.5)$.

Figure 5.6 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 5.3.

![Radiation pattern](image)

Figure 5.6: Radiation pattern in the third example at $r = 1.300$

<table>
<thead>
<tr>
<th>Table 5.3: Output data of the third example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Number of polyominoes $\alpha$</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
</tr>
<tr>
<td>Beam power difference at $r = 1.300$, dB</td>
</tr>
</tbody>
</table>
Example 4: angle $120^\circ$

Input parameters:

- beam 1 direction: $(0.433; 0.75)$;
- beam 2 direction: $(-0.433; -0.75)$.

Figure 5.7 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 5.4.

![Radiation pattern image]

Figure 5.7: Radiation pattern in the fourth example at $r = 1.300$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>212</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>99.12</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-15.38$</td>
</tr>
<tr>
<td>Beam power difference at $r = 1.300$, dB</td>
<td>0.00</td>
</tr>
</tbody>
</table>
5.1. ANALYSIS OF SLL FOR DIFFERENT ANGLES BETWEEN TWO BEAMS

Example 5: angle $150^\circ$

Input parameters:

- beam 1 direction: $(0.251; 0.93)$;
- beam 2 direction: $(-0.251; -0.93)$.

Figure 5.8 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 5.5.

![Figure 5.8: Radiation pattern in the fifth example at $r = 1.300$](image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>207</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>98.34</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-15.03$</td>
</tr>
<tr>
<td>Beam power difference at $r = 1.300$, dB</td>
<td>0.00</td>
</tr>
</tbody>
</table>
CHAPTER 5. MULTI-BEAM FEATURES OF PHASED ANTENNA ARRAYS

Figure 5.9 presents the graph of sidelobe levels and beam power differences for $32 \times 32$ structures, averaged over seven different seeds $s = 10, 20, \ldots, 70$. The graph demonstrates that power difference is mainly zero, while SLL rises too high for wide angles.

![Graph of Sidelobe Levels and Beam Power Differences](image)

Figure 5.9: SLL and beam power difference for various angles

5.2 Application of the developed algorithm to two beams forming

As it is known, the amount of radiated power is proportional to the number of emitters. In the first set of six examples algorithm decides itself how many polyominoes of each shape should be there in the structure. So, it can be seen that the main lobe levels slightly differ.

In the second six examples it is hard-coded in the algorithm that the number of subarrays in shape of L-tetromino must be twice the number of subarrays in the shape of L-octomino. This is done for having equal areas
5.2. APPLICATION OF THE DEVELOPED ALGORITHM TO TWO BEAMS FORMING emitting in every direction. Accordingly, the lobes have the same power.

The following parameters were used:

- polyomino type (1 — 6): L-octomino and L-tromino;
- polyomino type (7 — 12): L-octomino and L-tetromino;
- number of iterations: $K = 50$;
- population size: $P = 10$;
- elitism: on;
- seed: $s = 37$;
- SLL optimization: none, $r = 1.3, r = 1.818$;
- steering: $(45^\circ; 45^\circ)$ and $(135^\circ; 45^\circ)$.

Figure 5.10 shows the graph of the fitness function in the fourth example.

![Fitness function graph](image)

Figure 5.10: Fitness function in the fourth example
Example 1: Structure $32 \times 32$, L-octomino and L-tromino

Input parameters:

- structure size: $M = N = 32$;
- SLL optimization: no.

Figure 5.11 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 5.6.

![Radiation pattern](image)

Figure 5.11: Radiation pattern in the first example at $r = 1.3$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>225</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>99.02</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-12.63$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
<td>$-9.84$</td>
</tr>
</tbody>
</table>
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Example 2: Structure $64 \times 64$, L-octomino and L-tromino

Input parameters:

- structure size: $M = N = 64$;
- SLL optimization: no.

Figure 5.12 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 5.7.

![Radiation Pattern](image)

Figure 5.12: Radiation pattern in the second example at $r = 1.3$

<table>
<thead>
<tr>
<th>Table 5.7: Output data of the second example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Number of polyominoes $\alpha$</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
</tr>
</tbody>
</table>
Example 3: Structure 32 $\times$ 32, L-octomino and L-tromino

Input parameters:

- structure size: $M = N = 32$;
- SLL optimization: $r = 1.3$.

Figure 5.13 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 5.8.

![Radiation pattern](image)

Figure 5.13: Radiation pattern in the third example at $r = 1.3$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>198</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>98.93</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-18.02$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
<td>$-10.79$</td>
</tr>
</tbody>
</table>
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Example 4: Structure $64 \times 64$, L-octomino and L-tromino

Input parameters:

- structure size: $M = N = 64$;
- SLL optimization: $r = 1.3$.

Figure 5.14 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 5.9.

![Radiation pattern](image)

Figure 5.14: Radiation pattern in the fourth example at $r = 1.3$

<table>
<thead>
<tr>
<th>Table 5.9: Output data of the fourth example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Number of polyominoes $\alpha$</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
</tr>
</tbody>
</table>
Example 5: Structure 32 × 32, L-octomino and L-tromino

Input parameters:

- structure size: $M = N = 32$;
- SLL optimization: $r = 1.818$.

Figure 5.15 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 5.10.

![Radiation Pattern](image)

Figure 5.15: Radiation pattern in the fifth example at $r = 1.818$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>199</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>98.14</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-17.78$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
<td>$-13.25$</td>
</tr>
</tbody>
</table>
Example 6: Structure $64 \times 64$, L-octomino and L-tromino

Input parameters:

- structure size: $M = N = 64$;
- SLL optimization: $r = 1.818$.

Figure 5.16 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 5.11.

![Radiation pattern in the sixth example at $r = 1.818$](image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>784</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>99.07</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-20.48$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
<td>$-16.09$</td>
</tr>
</tbody>
</table>
Example 7: Structure $32 \times 32$, L-octomino and L-tetromino

Input parameters:

- structure size: $M = N = 32$;
- SLL optimization: no.

Figure 5.17 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 5.12.

![Radiation pattern](image)

**Figure 5.17: Radiation pattern in the seventh example at $r = 1.3$**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>213</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>99.02</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-10.78$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
<td>$-5.37$</td>
</tr>
</tbody>
</table>
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Example 8: Structure 64 × 64, L-octomino and L-tetromino

Input parameters:

- structure size: \( M = N = 64 \);
- SLL optimization: no.

Figure 5.18 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 5.13.

![Radiation pattern](image)

Figure 5.18: Radiation pattern in the eighth example at \( r = 1.3 \)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes ( \alpha )</td>
<td>794</td>
</tr>
<tr>
<td>Fullness of the structure ( A ), %</td>
<td>99.22</td>
</tr>
<tr>
<td>Sidelobe level ( \gamma ) at ( r = 1.300 ), dB</td>
<td>−18.38</td>
</tr>
<tr>
<td>Sidelobe level ( \gamma ) at ( r = 1.818 ), dB</td>
<td>−12.85</td>
</tr>
</tbody>
</table>
Example 9: Structure $32 \times 32$, L-octomino and L-tetromino

Input parameters:

- structure size: $M = N = 32$;
- SLL optimization: $r = 1.3$.

Figure 5.19 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 5.14.

![Radiation pattern](image)

Figure 5.19: Radiation pattern in the ninth example at $r = 1.3$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>207</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>98.54</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-15.26$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
<td>$-8.87$</td>
</tr>
</tbody>
</table>
Example 10: Structure $64 \times 64$, L-octomino and L-tetromino

Input parameters:

- structure size: $M = N = 64$;
- SLL optimization: $r = 1.3$.

Figure 5.20 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in Table 5.15.

Figure 5.20: Radiation pattern in the tenth example at $r = 1.3$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>794</td>
</tr>
<tr>
<td>Fullness of the structure $A, %$</td>
<td>99.22</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-18.38$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
<td>$-12.85$</td>
</tr>
</tbody>
</table>
Example 11: Structure $32 \times 32$, L-octomino and L-tetromino

Input parameters:

- structure size: $M = N = 32$;
- SLL optimization: $r = 1.818$.

Figure 5.21 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 5.16.

![Radiation pattern](image)

Figure 5.21: Radiation pattern in the eleventh example at $r = 1.818$

<table>
<thead>
<tr>
<th>Table 5.16: Output data of the eleventh example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Number of polyominoes $\alpha$</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
</tr>
</tbody>
</table>
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Example 12: Structure $64 \times 64$, L-octomino and L-tetromino

Input parameters:

- structure size: $M = N = 64$;
- SLL optimization: $r = 1.818$.

Figure 5.22 shows the radiation pattern obtained by SA with those parameters. Numerical results are provided in table 5.17.

![Radiation pattern](image)

**Figure 5.22: Radiation pattern in the twelfth example at $r = 1.818$**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of polyominoes $\alpha$</td>
<td>793</td>
</tr>
<tr>
<td>Fullness of the structure $A$, %</td>
<td>99.05</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.300$, dB</td>
<td>$-18.65$</td>
</tr>
<tr>
<td>Sidelobe level $\gamma$ at $r = 1.818$, dB</td>
<td>$-14.64$</td>
</tr>
</tbody>
</table>

Table 5.17: Output data of the twelfth example
CHAPTER 5. MULTI-BEAM FEATURES OF PHASED ANTENNA ARRAYS

5.3 Chapter 5 conclusions

1. Examples of antenna arrays synthesis is shown, which are able to form two beams in radiation pattern for receiving and transmitting signals in two directions simultaneously.

2. Analysis of angle between the two main lobes was done. It showed, obviously, that SLL grows with the angle and reaches inappropriately high values.

3. Examples demonstrate ability of the algorithm to control the power radiated in each direction, considering structure size and polyomino type. Algorithm is able to make the beams equal in power. Otherwise, the difference due to SLL suppression may reach 8 dB.
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Chapter 6

Conclusions

1. The mathematical model of the antenna array structure was developed, that describes geometrical and electrodynamic connections between the elements. The model is based on the matrix representation of polyomino orientations, differs by using the modified array factor and allows describing arrays tiled with polyomino-shaped subarrays.

2. The optimization method was developed, based on calculation of the integral of the autocorrelation function, different by using the Hilbert curve and allowing performing multicriteria optimization considering the irregularity of structures of polyominoes. Analysis of the method has shown that estimation of irregularity of a structure correlates with computed value of sidelobe level and can be used in the process of optimization of phased antenna arrays.

3. The “Snowball” algorithm for synthesis of structures of polyominoes was developed, based on the evolutionary principle, different by way of polyomino placement in the structure and producing structures with fullness up to 98–100%. Parameters of the algorithm have been calibrated.

4. The software was developed based on the proposed algorithm for solv-
ing the task of antenna array structure optimization. Software made it possible to conduct numerical simulations of structures of phased antenna arrays.

5. The results of simulations were shown, demonstrating efficiency of the proposed algorithm and structures of arrays obtained by it. Optimization led to suppression of sidelobe levels by more than 3 times in comparison with other researchers’ results.
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