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Thesis Overview

This thesis investigated the crossmodal interactions occurringe®ethearing and touch.
Chapters 1 to 6 present the background to this topic and an intmduotithe underlying
mechanisms of crossmodal perception. Chapter 1 provides a historipakaven the pioneering
studies in this issue, whereas in the successive ones the manobedizevidence on is described.
Specific aspects are presented across the chapters, with IChgptesenting the studies using
detection/discrimination tasks, intensity tasks, or investigatirture perception or crossmodal
sensory illusions and pseudosynaesthetic correspondences. In the subsbapeerts, more
specific aspects are taken into consideration, such as the ten({@begiter 3) and the spatial
(Chapter 4) constraints characterizing audiotactile interactian€hapter 5, special attention is
given to the neural substrates of the audiotactile sensory mfeipl both humans and monkeys.
Since there is considerable evidence showing that visual deprivafloences how touch and
hearing interact, Chapter 6 will be devoted to explore this topic in more detail.

The following chapters present the experimental studies desigreedgirically investigate
different aspects of audiotactile interactions. Chapter 7 eceon&dperimental studies examining the
potential existence of a sensory dominance between hearing and liguaolestigating different
portions of the peripersonal space and/or spatial arrangementspintind. Chapter 8 is focused on
evaluate the capability of humans in matching the frequency patfeauditory, tactile and
crossmodal stimuli. The spatial factors affecting audiotactiteractions will be explored in
Chapter 9, by evaluating how the perception of apparent motion in one maslddiased by the
presentation of apparent moving stream in the other modality. Thetigates of crossmodal
compatibility effects is the topic of Chapter 10. Since visual idafpon has been proved to
influence how touch and hearing interact, the last chapter (CHePtavill be devoted to compare
either spatial or temporal perception, as well as the consimuat frames of reference for tactile

processing - in relation with auditory stimulation- in blind and sdhtindividuals.



Audiotactile interactions: Spatiotemporal factors and role of visual experience



Audiotactile interactions: Spatiotemporal factors and role of visual experience

PART 1: Theoretical background

Chapter 1.

Multisensory integration and audiotactile interactions: an overview

1.1. Introduction

The aim of the present dissertation is to investigate - frorh botheoretical and an
empirical perspective - the crossmodal interactions occurring betveaendpand touch.

Human individuals continuously interact with an environment providing a kErgaunt of
sensory information. Research has widely documented that the ohglivsred by the different
sensory channels tend to be bound together by our brain. The processyhghiuman nervous
system tends to merge together the available pieces of irtfforma unique events is commonly
known as ‘multisensory integration’ (see Calvert, Spence & Stein, 2004, for a yeview

The process of combining sensory inputs is governed by specificgbeimtineuronal level,
which will be described in more details in the Chapter 5, and detesmbenefits which are
behaviourally observable. The most paradigmatic example is probapigseated by the
shortening of the interval between sensory encoding and motor-commaratidor, which in turn
speeds sensory processing itself. The final outcome is theggpense to multisensory events has a
significantly shorter latency than the response to either ofitieensory components (cf. Miller,
1982). In addition to altering the salience of cross-modal eventssandtry integration involves
the maintenance of the representation of unitary perceptual exqeevieh thus follows that the
process of integrating information from different senses mustwapgwo orders of complexities,
those inherent each sensory modality, but also the fact that ezglit;m has its own unique
subjective impressions or ‘qualia’ (for example, the perception ofisigpecific to the visual
system, whereas tickle and itch are specific to the somatrgesygstem) which are not disrupted

by the integrative process.



Audiotactile interactions: Spatiotemporal factors and role of visual experience

The process by which the brain overcomes these constraints touconsiitary percepts is
still partially unknown. However, it is likely that this processaaccomplished by first combining
non-redundant information provided by different senses, thus leadingoparary increase of the
available information (i.e., ‘sensory combination’). In a later stage,sgmstegration’ reduces the
uncertainty in the internal representation of the stimulus — suppasealistatistically optimal way
— which then improves the behavioural reaction (Ernst & Bulthoff, 2004).

Unlike audiovisual and visuotactile sensory pairings, the interactioosrrowy at both
neuronal and behavioural level between hearing and touch have been mdplessd (although
see Kitagawa & Spence, 2006; Soto-Faraco & Deco, 2009, for reviews sotopint). This is
somehow surprising, considering the wide range of everyday ld@atisihs in which we can
experience — even though often in subtle and unconscious ways — the isteqaasring between
these two sensory modalities (cf. Doel & Pai, 1996). Perceivingdite and the steps of a person
entering into our office making the floor to vibrate, while we fa@ng to the screen of the pc;
perceiving the buzzing and the itchy sensation of an insect approdlcirgar surface of our neck;
reaching a mobile phones ringing and vibrating from the bottom of guoharessing the button to
switch our laptop on and perceive that familiar click.

All these situations have in common the exclusive — or predominaniancelon cue
provided by senses other than vision. Besides these anecdotal fepadgsger, empirical evidence
further support the existence of correlations between hearing and, tthues justifying and
corroborating additional investigations of this topic. In the Part Willeprovide an overview of the
studies investigating audiotactile interactions, both with behavicsgal Chapters 1-4 and Sections
6.1-6.3) and neuroimaging techniques (see Chapter 5 and Section 6.4). Irt th¢i.Ba Chapters
7-11), the studies we have conducted will be described.

In the next section, in particular, seminal studies investigatite general similarities

between hearing and touch will be presented.
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1.2. Early studies on crossmodal interactions between hearing and touch

In his pioneering work, von Békésy drew some parallelisms bettteesenses of hearing
and touch, which turned out to be so tight to lead him to consider the setwich as a reliable
model for the study of functional features of audition (von Békésy, 1965, 1959). For instance,
von Békésy noted that hearing and touch are analogous in regard laveéhef the encoding
mechanism at the respective receptor surfaces. Indeed, both ithe lbambrane of the inner ear
and mechanoreceptors in the skin respond to the same type of pherstcgl, namely the
mechanical pressure endowed with specific vibratory rates (voésBgk959; cf. Nicolson, 2005).
Either touching the surface of the skin with a vibrating body &ntukting the stapes footplate of
the ear determine the propagation of travelling waves. The gealdn the physiological
mechanisms underlying tactile and auditory perception are li@etyat into the common origins of
these sensory systems (von Békésy, 1959). Studies on the ontogenetitebetopment show that
the order with which the sensory modality-specific neurons asasethultisensory neurons in the
anterior ectosylvian sulcus emerge follows a precise time eoywsceeding from tactile-
responsive to auditory-responsive and finally to visually-responsiveomeyWallace, Carriere,
Perrault, Vaughan, & Stein, 2006). It can not be excluded, then, that¢hef ldevelopment of the
different sensory systems would pervade the successive stremgthipdi and amount of reciprocal
connections between them (Gregory, 1967; Katsuki, 1965). From this poirgvafthie evidence
according to which the organ of Corti would gradually evolve from the skin tesauée be possibly
informative of favoured links between hearing and touch (von Békésy, 1959).

This evidence parallels with the commonality of some physicgdgrties, which according
to von Békésy (1959), are shared across hearing and touch, such as pitchssloudhane,
roughness, direction, distance, on-and-off effects, and rhythm. For iestapcadjusting the
magnitude and the time pattern of either auditory clicks travelling alorgkth@f the forehead and
spatially coincident air puffs, von Békésy succeeded in demonsttatih@bservers could hardly

discriminate between auditory and tactile stimulations when teeyned to have the same

5
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directions. This results points to remarkable analogies —situeder specific conditions — between
the two sensory modalities.

It should be noted, however, that von Békésy highlighted not only the piyisall and
functional analogies, but also some discrepancies featuring lHt®mehip between hearing and
touch. For instance, in touch the maximum of the vibration sensation catetbeted in
correspondence of the location where the object touches the skin, indepeindenthe frequency
of the stimulation delivered, whereas in hearing the place ofnmaaxvibration changes as a
function of the frequency of the tone. Similarly, the tactilehpisccoded by the periodicity of the
travelling waves along the skin, differently from hearing, mol the place of maximal stimulation
along the basilar membrane can be utilised as an additionalau&ékésy, 1957). Moreover, von
Békésy (1959) observed that the transduction time was lower in thiea@aalong the skin, giving
rise to shorter latencies — and thus a better temporal resolun the encoding processes of tones
as compared to vibrations presented on the skin.

These results have been partially replicated in a subsequen{Gestsheider, 1970), one of
the first investigating the temporal acuity of the tactiled auditory modalities (cf. Hirsch &
Sherrick, 1961). In his experiments, Gescheider (1970) investigatedetmgoral resolution
threshold for stimuli presented to the ears and on the skin. Indeflirtethat the temporal acuity
for both binaural and monoaural stimulation was significantly shenten for cutaneous stimuli
presented on the fingertips. For interstimulus intervals below 30thmsauditory stimuli were
perceived as more separated in time than tactile stimulragedaby the same interval. However,
for intervals exceeding the 30 ms, this crossmodal discrepanicg temporal acuity was annulled.
Thus, according to Gescheider, ears and skin differ in their tetgs@ution only for stimuli
separated by short time intervals. A more extensive argunantai the temporal features of the
audiotactile interactions will be the topic of the Chapter 3.

Gescheider also extended von Békésy’s observations (1955) regardoapéidity of ears

and skin to localize sounds. In his experiments, von Békésy had studibdntiae capability to

6
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localize the sounds through the propagation of the waves along the menafra dimensional
model of the mechanical parts of the human cochlea, placed in caittache arm. This way, he
had found that the skin can process both temporal-difference andivatdiference cues —
necessary for sound localization — as accurately as the earsti@g, in fact, the participants were
able to localize sounds even though the stimulation was exclugv@yded by cutaneous cues
delivered on the skin of forearms. Differently from what has beepgsed by von Békésy (1955),
however, who stated that ears and skin react identically toitneydelays between the two stimuli,
Gescheider demonstrated, by independently manipulating the inteasdytemporal-difference,
that the auditory localization was influenced by both types of cwégreas the cutaneous
localization depended mainly on intensity differences. A more ext@sid exhaustive discussion

of the aspects risen by these early studies will be provided in the next chapter.
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Chapter 2.

Audiotactileinteractionsin low-level behavioural tasks

2.1. Introduction

In this section, we will briefly described the experimentadience observed in audiotactile
tasks investigating low-level functions, such as detection/diguaion of auditory and tactile
information (see Section 2.2), its intensity (see Section 2.3) turéefsee Section 2.4). Finally, we
will review studies on audiotactile perceptual illusions (seeti@e 2.5) and synaesthetic and

pseudosynaesthetic correspondences (see Section 2.6).

2.2. Detection/discrimination performance

The accidental observation that people who were involved in sensorya(idiory and
tactile) judgment tasks often reported that a tap on the fipgegsembled to a sound and,
alternatively, that a click resembled to a tactile pulsededcheider and Niblette (1967) to reckon
that the stimulation provided by one of these sensory modalitees touch or audition) could
inhibit the perception of stimuli in the other sensory modality (ieijten or touch, respectively).
In a series of experiments, these authors investigated the phenoaiesrossmodal audiotactile
masking. The amount of inhibition induced by one sensory modality on thetidat of stimuli
presented in another (i.e., masking) is defined as the differehwedrethe threshold measured in
the presence and in absence of the masking stimulus (i.e., threshefdenty. The results of their
experiments showed an imbalance in the reciprocal masking effeatring between touch and
hearing, with stronger effects of the auditory masking stimauhe perception (i.e., detection and
temporal resolution) of tactile taps than the reverse condition &uglitory targets and tactile
masking stimuli). More specifically, the auditory clicks makkactile perception by increasing
tactile threshold, particularly when the auditory maskers wezsepted simultaneously with the
tactile target and had higher intensities (see also Beauygh&asar, Frye, & Ro, 2008;

Weisenberger, 1994). Even though to a lesser extent than the previousonpmdkp the tactile
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pulses influenced the perception of the auditory targets, and agdiculpaly when they were
presented simultaneously with the targets. This evidence suppordeshihat when the target and
the masking stimuli are presented together, the intermodalitpitioim is maximized, with a
consequent decrease in the detectability of the targets.

In a subsequent experiment, Gescheider and coworkers (Gescheidimn, B2nuce,
Goldberg, & Greenspan, 1969) explored whether the auditory stimulatiort) Wwatcbeen proved
to be effective in masking the simultaneous tactile stimulationld have reduced the detectability
of the tactile stimulation or, rather, could have determined @saimgobservers’ response criteria.
Using signal-detection methodology, the authors showed that such auddte-masking is the
result of a reduction in signal detectability, together with aespionding increase in the observers’
criterion (i.e., response bias). Although tentatively, Gescheideiopmard the argumentation that
the neural mechanism potentially responsible for the crossmod&ingdsetween hearing and
touch can be identified with the reticular formation of the bramstehis structure is the locus of
convergence of neural impulses from all sensory modalitiesordor to Gescheider and
colleagues, the activation of the reticular formation inducedhéauditory stimulation could have
resulted in inhibitory neural impulses along the tactile pathwamy fthe periphery to the somatic
cortex. Surprisingly, this pattern of results seemed to be partisiconfirmed by another study
from the same laboratory (Gescheider, Kane, Sager, & Ruffolo, .1By4pplying a forced-choice
procedure to a tactile detection task, these authors found that tbtabliéitg of the vibration was
not adversely affected — but, on the contrary, was slightly taet - by the simultaneous
presentation of a tone of the same frequency. However, the @imaoilts tones induced changes in
observers’ response criteria, increasing both hit and false at@es The authors interpreted their
data by claiming that the tone could have possibly facititatural activity in the tactile sensory
system, leading to an increase in both signal and noise l@eL(gyo, Doti, Wittich, & Faubert,

2008a for recent evidence supporting the facilitatory role of auditoseram the tactile detection
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performance). This resulted in an unchanged level of sensitivipygh accompanied by a
reduction in the response criterion.

Some more recent studies contributed to resolve the above desalimgddinteractions
occurring between hearing and touch during detection tasks. For ind&liceister and Eimer
(2004; Experiment 1) investigated whether the presentation ofrtatk/ant touch could influence
the detection of simultaneous auditory stimuli presented near thdeshal two-interval forced
choice task. Differently from what had been shown by GescheiderNardtte (1967) and
Gescheider (1970), in Gillmeister and Eimer’'s study the detegerformance was significantly
improved by the presentation of tactile stimuli. Similarlyy Bnd coworkers (Ro, Hsu, Yasar,
Caitlin ElImore, & Beauchamp, 2009) ran three experiments aimeds®ss how task-irrelevant
auditory stimuli can affect the detection rate of near-threshetde stimuli. When the stimuli were
presented simultaneously from a central location (i.e., a cenkoabyed loudspeaker was used to
present the auditory distractors while the tactile targete wersented to the left index fingertip
located in spatially correspondence with the loudspeaker; Experihenthe results showed that
the task-irrelevant auditory stimuli increased sensitivity (irerease of the detection rate of the
somatosensory stimuli when they were accompanied by an auditowylusgti as compared to the
baseline condition, where no auditory stimuli were presented). Tperiment 2 showed that the
enhancement of the somatosensory perception was spatially spgearfiely, only auditory stimuli
presented on the same hemispace (i.e., right or left side of thenhdlihe) as the somatosensory
stimuli enhanced spatial discrimination of the somatosensry couldenti the participants’
detection performance. Interestingly, the effect of sounds oretatitihulation varied as a function
of the frequency similarity between the two. Specifically, thetile discrimination increased when
the sound had the same frequency as the tactile stimulus andsddcond®en the sounds were as a
different frequency. Thus, despite the variety of the experiheatadigms used in Ro et al.’s
experiments, they consistently showed that the auditory informatiluemces touch perception in

systematic ways. Their data seem to suggest that audmtaciitisensory enhancement effects are
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both spatially- and frequency-specific and could possibly be attdldateuper-additive processing
of the signals in brain areas coding for both these sensory mesldéétg., the superior colliculus
and the posterior parietal cortex).

As we will see in the next sections, not only the auditory stimflience the perception of
tactile stimulation, but also the reverse holds, with touch influensomge aspects of auditory
perception, thus rendering the crossmodal interplay between theseysemslalities even more

complex and multi-faceted.

2.3. Intensity

As intensity is a common quality to various modalities, previous esuaiave investigated
how this dimension can be differentially coded and compared acrosditresd#&or instance,
Marks repeatedly tried to quantify the perceptual similarityntdnsity across sensory modalities
and to what extent these cross-modal equivalences can be consireteaMarks, Szczesiul &
Ohlott, 1986; Marks, 1988). On the basis of the above mentioned (see SeB)iaimilarities
between hearing and touch highlighted by von Békésy, whose Marks agago@ls were perfectly
aware, it turned out that the loudness and the vibration intensitharenly attributes non
separable from the other features of the stimulus (i.e., pitch)]dauthet they depend primarily on
the context (i.e., the particular array of auditory intensities presented).

In a subsequent study, Gillmeister and Eimer (2004; Experimergsgdt whether the
perception of the loudness of sounds could be affected by the priesemtftactile stimuli.
Auditory intensity ratings systematically increased when torees wccompanied by tactile stimuli
as compared to the baseline condition (i.e., where sounds were presentedam)sekyiecially for
stimuli presented at a near-threshold level (i.e., inverse efeess rule; Cf. Diederich &
Colonius, 2004). This enhancement of perceived auditory intensity by synchtonocbhsound by
Gillmeister & Eimer (2004) mirrors the data observed in anothetys{Schirmann, Caetano,

Jousmaki, & Hari, 2004). In Schirmann et al.’s study, the observersasked to adjust a probe
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tone to sound equally loud as a reference tone. The results showtte thatticipants chose lower
auditory intensities when touching a tube vibrating simultaneously thétprobe tone (‘Hearing
Hand Effect’). In contrast with these studies, which seem wgest that the crossmodal
enhancement of perceived auditory intensity could be ascribed to s@esoeptual processes, as
suggested by the selectivity of the effect as a functiaietemporal arrangement of the stimuli,
other evidence support a post-perceptual explanation of audio-tacélactimns (cf. Yarrow,
Haggard, & Rothwell, 2008). Indeed, Yarrow and colleagues carried oatdkperiments to assess
how a vibrotactile stimulus affects auditory perception of tonéseasame frequency. Whereas in
the Experiment 1, the effect reported by Schirmann and colleagagesubstantially replicated
(i.e., the presence of a vibrotactile stimulus induced an increasleei perceived loudness of
auditory tones), in the following two experiments — using a 2-intehoraked-choice procedure
instead of a subjective paradigm - the performance was selgdbrased when the vibrotactile
stimulus was presented in one interval, but not when the vibrotaatlgls$ was presented in both
intervals (i.e., the performance was comparable to the condition wheudtery stimuli were
presented in absence of vibrotactile stimuli). The fact thaatidsr can sometimes be ignored
when judging the presence of an auditory tone indicates that #at effthe vibrotactile stimulus
occurs after the perceptual processing of the auditory inputs. géusilation is supported by the
evidence according to which a reliable effect of vibrotaction on auditory inteves obtained only
when using subjective methods (Gillmeister & Eimer, 2004; Experi@efthirmann et al., 2004,
Yarrow et al., 2009; Experiment 1), and not when using bias-free ofgjengthods, such as two-
alternative forced choice (Yarrow et al., 2009; Experiments 2 anth8%, according to Yarrow et
al., the interactions between vibrotaction and audition in intensityep&goa could possibly
originate from a response bias or, at least, could only partiallgxpkained on the basis of an
exclusive early-sensory-based explanation. On the contrary,ikely that these effects emerge

post-perceptually, as a consequence of a combined audiotactileergpties formed in secondary
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sensory areas (see Chapter 5 for a more exhaustive discussiomenrtiesubstrate of audiotactile

interactions).

2.4. Texture

One aspect of audiotactile multisensory perception that has besTsigrly investigated is
the perception of textured surfaces (see Lederman, 1982, for a reiidegd, tactual exploration
of surfaces can be considered as a multisensory experienaepsihctactile and auditory signals
convey redundant information about texture, contributing to what has beenddafingextural
timbre’ (Yau, Hollins, Bensmaia, 2009), but also, as recently denadedt information about the
estimated speed and effort of haptic exploration (Hermes, Brouwer de K&reglen, 2009).

An earlier study conducted by Lederman (1979) investigated whptugle is able to
exclusively use touch-produced sounds to make judgments about the roughnssdaifea and if
so, whether they would use them even when additional tactile informatavailable. The results
obtained in those studies suggest that people can discriminate the pohased by rubbing the
finger on different surfaces (e.g., sandpaper of different rosghmvehen they were presented in
isolation. However, when congruent auditory and tactile texture ceressimultaneously provided,
the latter tended to prevail in the estimation of the surfacghness (i.e., the sense of touch
completely dominated the sense of audition). In more recent studiesartine topic has been
investigated by asking the participants to touch the surfagasgées (i.e., sets of raised dots varying
in inter-element spacing) not with their bare fingers, but bgnaef a rigid probe and asking them
to assign any non-zero number that best described the magnitilngeperceived roughness of the
stimulus (Lederman, Martin, Tong, & Klatzky, 2003; Lederman, ddor & Hamilton, 2002).
Consistently with the prediction of the authors, the results showedirthidtis condition the

observers used both tactual and auditory information to make theiragstismm However, the
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relative weighting was still in favour of a predominant use oftéuatile (vs. auditory) cues (i.e.,
62% and 38%, respectively).

In a well-known paper, Jousméki and Hari (1998) have showed that auditarycane
influence tactile judgments under certain conditions. Participariteinexperiment were asked to
rub their hands together while rating the sensation of the skinmasstoughness. The sound of
their hands being rubbed together was recorded via a microphone placethengarticipants’
hands and presented to the participants over headphones. The critiqadlatiom in that study
consisted in the alteration of certain frequency bands of the acteetiback arising from the hand
friction. Jousmaki and Hari reported that the perception of the paorface was significantly
affected by the presentation of the modified sounds. Namely, thieipants judged the skin of
their hands as being ‘smoother/drier when either the overall s@awedl Was increased, or if just
the frequencies ranging between 2 and 20-kHz were amplifiedla8imithe participants judged
their hands as “rougher/moister” when the sounds within this raageattenuated. This effect was
labelled as ‘parchment skin illusion’.

As successively pointed out (Guest, Catmur, Lloyd, & Spence, 2002), hovsarae
methodological limitations (i.e., potential experimenter-expectagftgcts and task demands,
sample not randomly recruited, use of composite response scagetingfthe paradigm used by
Jousméki and Hari prevented from unequivocally disambiguate bettheeperceptual and the
cognitive factors possibly contributing to the effect observed. In aessiee study (Guest et al.,
2002), more rigorous phychophysical testing conditions were applientder to minimize any
methodological confounds. Guest and al.’s results confirmed thatrdhaehcy content of the
auditory feedback significantly modulated the tactile roughnessepton of either abrasive
surfaces (Experiment 1) and of the skin of the hands (Experimento®jdea that the auditory
feedback occurred simultaneously with the tactile stimulatiopgEment 3; see also Jousméaki and

Hari, 1998). Taken together, these results turned out to be effectreplicating Jousmaki and
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Hari’'s observations, thus again demonstrating the dramatic efifett auditory frequency
manipulation can have on the perceived tactile roughness.

A recent study (Suzuki, Gyoba, & Sakamoto, 2008) provided evidence in sugport
perceptual influences exerted by auditory inputs to the perceptimxtafe roughness even when
the auditory stimuli were not elicited by the movement of the rgbsdi.e., non touch-produced
sounds)(Cf. Hermes et al., 2009). Participants were required to towdivalpaper, synchronizing
their touch with non informative sounds which could either consist of wiloitee bursts or pure
tones. The results highlighted a selective effect of white remisitory stimuli, but not of pure
tones, on roughness perception. These results add to previous evidgndégtégawa, Zampini, &
Spence, 2005) showing that complex sounds - which include a wide rangguerfcy components
— interfere with tactile stimulation at a greater extend than pure tones.

Thus, although previous studies (Lederman, 1979; Lederman et al., 2002, 2003)apichis
were in support of a prevalent reliance on tactile (vs. auditon@s in texture perception,
successive studies have somehow contradicted those results, sughestiagture perception can
be noticeably biased by auditory cues (Jousmaki & Hari, 1998; Guast 2002). Moreover, these
effects seem to be closely dependent on the auditory stimuli involved (Suzukk808).

Whereas the inconsistence of the evidence aimed to determinesl#étiee weight of
auditory and tactile cues on texture perception points to the ngagfskirther investigations, the
selectivity of the effects of white noise (vs. pure tones) on autiletanteractions is, as will be
discussed, well established. The importance of this specific agpéoe interactions occurring
between hearing and touch is of great importance and deserver fartbemore extensive

discussions (see Sections 4.3, 4.4 and Chapter 9).
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2.5. Sensory illusions between hearing and touch

Besides the above described ‘parchment skin illusion’ (seec8ez#), which is probably
the most widely investigated audiotactile illusions, other illusiarigse we will now provide an
overview, have been observed occurring in both these two sensory modalities.

The key aspect of the tactile funnelling illusion is the illygoerception of skin stimulation
at a single central site of an actual array of multipi@dation sites (e.g., Sherrick, 1964; von
Békési, 1959, 1967). By presenting vibrotactile stimulation to the ayngahe whole length of a
rod lying on the skin surface, he found that resulting percept eageeling of the rod vibrating
only in correspondence of a section in the middle, and not along iterfgth. The lateral spread of
this sensation depends on the frequency of the stimulus, its amplitudell as the density of the
neural innervation of the skin section. For example, when an array of differgunei@es but equal
intensities is presented along the arm, only the frequencemess by the central vibrator is
actually felt. Additionally, if one end of the rod is pressed agdhres skin, then the sensation is
displaced toward the maximum of the stimulus amplitude. Deagdbe time delay between
lateral stimuli leads to the fusion — to the ‘funneling’ - of thetile sensations so that a single, more
intense tactile sensation is perceived in correspondence ofrtinal decation (although no physical
stimulus occurred at that site). Hence, the general impressiona very much sharper and more
centred sensation than the stimulus distribution that has beemedappl the skin. The
mislocalization and the sharpening effect of the sensation digbnbalong the surface of the skin
is especially pronounced for stimuli with short presentation tiamelsequalized in intensity. Under
these conditions, only the sensation in the middle is felt wittpitesponding frequency sensation.
All the other tactile stimulations on both sides of the middle locatre inhibited and disappear
from the picture.

Neuroimaging studies have shown that the funnelling illusion is encadsmmatosensory

cortex, with simultaneous stimulation of multiple skin sites legqdio a single focal cortical
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activation between the individual activation regions, thus suggestingdhainly perception of a
tactile stimulus can happen where no physical stimulus actuaedlyred, but also that spatial
perceptions in touch are strongly biased by central representafves. though the inhibited
stimuli are not perceived as separate entities, they do conttibutee overall intensity of the
sensation that is heard or felt. (Chen, Friedman, & Roe, 2003; Gardner & Spencer, 1972).

Interestingly, when two auditory stimuli are presented binaueaily with no delay, the
unified sensation is localized at a midpoint between the two thais proving that a phenomenon
analogous to the funnelling illusion can be observed in hearing agewgl] Watanabe, 1979).
Moreover, Von Békésy (1959) found that the time delays necessaryefgrattern of inhibition
observed in the funnelling illusion were similar for hearing and touch.

The ‘cutaneous rabbit illusion’, firstly described by Geldard ameri&ck (1972), is a tactile
illusion evoked by tapping two separate regions of the skin. Rigpe#ihd rapid sequences of
stimulation at two or more skin location can, under certain conditiaestec the illusion of
sequential taps at intervening locations along the arm, as if a rabbit hopped.along i

Related to the cutaneous rabbit illusion is the ‘saltation phenomenomhich an attractee
stimulus is perceived as displaced towards a following attraataatdifferent location (Geldard,
1985). An analogous sensory saltation has been described in auditoay ppeteption as well
(e.g., Hari, 1995). Trains of eight binaural clicks at appropriate tnterval so that the first four
clicks were perceived as coming from the left and the clmk fiive to eight as coming to the right
were presented to the participants through headphones. At intetstimtérval of 30-90 ms, the
participants perceived saltatory illusions, with clicks seenonjgrmp in discrete steps from left to
right. No saltatory effects were reported for left-sided followed dyt+sided monaural clicks.

Of interest in the present discussion is a recent studydette existence of crossmodal
tactile-auditory saltation (Trojan, Getzmann, Mdller, Kleinbohl, & 2162009). In that study, the
tactile stimuli were presented to different locations on thehiesd and spatially matched

stereoscopic auditory stimuli were presented via headphones. Akégrance stimulus at one of
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five spatial positions, the attractee was presented at agb®ton, followed by the attractant at a
different fixed position with a delay of 81, 121, or 181 ms. The tasktwaate whether the
attractee was located left or right of the reference. Tékerence/attractee vs. attractant
configuration could be uni- or crossmodal. At an attractee-tdtradelay of 81 ms, saltation could
be elicited unimodally as well as across modalities. Moreovetattige attractants had an overall
stronger influence than auditory attractants. Although still temetathis study succeeded in
showing a crossmodal saltation between tactile and auditory stimusi suggesting the existence
of crossmodal interactions in this kind of paradigm.

Another sensory illusion occurring in the space close to the heateeasdescribed by
Kitagawa and Igarashi (2005). In their experiment, they stroke thefeadummy head as if to
tickle the ear, and recorded either the sound elicited via a micre@mhthe scene on videotape.
The participants could be either presented with either the soumithathe video images of the ear
‘ticked’ (i.e., unimodal conditions) or both (i.e., crossmodal condition) for 3hse.sound was
presented either via headphones (Near condition) or via a loudspeakat @lacen from the
participant’s left ear (Far condition). Next, the participantseevpgesented with a scale and asked to
rate their agreement with each of a series of questionstait@ments (e.g., ‘I felt tickling my own
ear’, ‘| felt as if my own ear was touched’, ‘I felt damy ear was turning rubbery, ‘I felt as if my
ear of the dummy head was my ear’). The participants inrtear* condition responded more
positively to statements 1, 2 and 4 (but not to the statement 3hth@artticipants in the ‘far’ or in
the visual-only conditions. That is, sounds presented from close tathegants’ head induced
more of a tickling impression, while sounds presented far from thecipants’ head did not.
Interestingly, the visual stimulation alone failed to influence the gaatits’ ratings. The surprising
result of this study is the demonstration that a tickle semsa#in be induced by presenting a sound
delivered from close to their head.

Taken together, the evidence showing the existence of audiotdiasiens are useful in

clarifying how physical attributes of the stimuli, their sphtrrangement, and their respective
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cerebral representations affect the perceptual accuracy belalyioabservable. The spatial
selectivity based on the distance of the sound from the participants’body will be further
discussed in next sections (see Sections 4.1-4.8) and has been atsneznply investigated in

one of our studies (see Chapter 7).

2.6. Synaesthetic and pseudosynaesthetic cor r espondences

In synaesthetic individuals, the presentation of a specific sisrajstematically evokes an
additional sensory experience in either the same or a diffeeasblyy modality. However, it has
been shown that multisensory interactions putatively reflectingettistence of associations
between the attributes of stimuli presented in different sensodalities also occur in the non-
synaesthetic population (see Martino & Marks, 2001 for the distinction betweerg'sirah‘weak’
synaesthesia; see also Marks, 1983 for a review). Although investigess frequently, the
occurrence of synaesthetic interactions between vision and touclalsaveeen documented, with
participants preferentially matching black and white squareb Veiv- and high-frequencies
vibrotactile stimuli, respectively (Martino & Marks, 2000; see also Cinemphrey, & Poli, 2002).
Previous studies have suggested that the cognitive representatioditoiry pitch in the human
brain is spatial in nature, with higher-pitched frequencies bleiogted in upper positions and
lower-pitched frequencies being located in lower positions (Mé&lavkarks, 1990; see also Mudd,
1963; Pratt, 1930; Rusconi, Kwan, Giordano, Umilta, & Butterworth, 2006). Faantcest a
significant congruency effect (intended as the speeding up Bsifgiag stimuli containing
corresponding (vs. non-corresponding) attributes (i.e., white/high or ldack&. white/low or
black/high; see Marks, 1987; see also Pomerantz, 1983) has been obsexnqubaple perform a
speeded discrimination task regarding the visually-presentabgdl“HI” and “LO” and of high-
and low-pitched tones, with congruent stimulus attributes beiagsifled more rapidly than
incongruent stimulus attributes (Melara & Marks, 1990. See alspt&@h&0 for the description of

an analogous, not verbally-biased, correspondence between hearing and touch).
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Synesthesia can be either developmental in origin (present boaiuthe life span, with a
hereditary component) or, though less frequently, acquired. The casestdpieental synaesthetic
correspondences are extremely rare (although see Luria, 1968)dRwmleeagues, however, have
documented a case of acquired synaesthesia between hearing anth taymdtient with a focal
lesion in the right ventrolateral nucleus of the thalamus (Ro, Faamhson, Van Wedeen, Chu,
Wang, Hunter, & Beauchamp, 2007). She reported that many sounds produced tintgimge
sensations on the upper part of the contralesional side of the bodyiagisdy 18 months after
her stroke. Subsequent structural MRI and diffusion tensor imagingimetons revealed that in
this patient the secondary somatosensory cortex was responsivenas SBeauchamp & Ro,
2008). The authors suggested that the lack of somatosensory thalpaticnduced by the stroke
might have allowed short-term masking of already existimgsstnodal connections between
adjacent auditory and somatosensory cortical regions (see atsp 2087). This speculation sheds
light to the still largely unexplored role of thalamus in metltisory integration (Naumer & van den

Bosch, 2009), which will be described more in detail in Section 4.8.
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Chapter 3.

Audiotactile interactionsin thetemporal domain

3.1. Introduction

Whereas in the previous sections (Chapters 1 and 2) we have exaumedgeneral
aspects of the crossmodal links between hearing and touch, in thet meseon we will examine
more in detail the features of the audiotactile links in one ofntbet prominent aspect of the

multisensory integration, the temporal perception.

3.2. Temporal resolution, synchrony and temporal order between hearing and touch

The discussion of temporal features characterizing the crossnmdedctions between
hearing and touch can not - once again - leaves aside the seomitrébutions of von Békésy
(1959), the first to hypothesize that hearing and touch might diffearins of temporal resolution
(see Sections 1.2 and 2.2).

In some of the first empirical investigations on this topic, Geser (1966, 1967a, b)
deepened into this topic and indeed confirmed the early intuition pointed out by von .Bekésg
multiple experiments, Gescheider showed that the skin and ear glifatly in their ability to
resolve successive stimuli (i.e., the temporal resolution thresholdgdirs of brief stimuli
presented in rapid succession were found to be 5-10 times higlettdoeous stimulation than for
hearing). For instance, two stimuli of equal subjective intensiye perceived as temporally
discrete if they were separated by ~ 2 ms for monanchbaaural stimulation, but ~ 10-12 ms for
cutaneous stimulation in order to be perceptually resolved (Geschi@fs, 1967a). Moreover,
pairs of auditory stimuli separated by less than 30 msec, peeceived as more disparate in time
than pairs of cutaneous stimuli. However, when time intervals geater than 30 ms, pairs of

events in both modalities are perceived as equally successive (Gesd86deé),
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To the best of our knowledge, the very first study comparing peopleabitidy to judge to
temporal order of pairs of stimuli presented either within andsaatifferent sensory modality was
carried out by Hirsch and Sherrick (1961). Two surprising resulesnerge from that study were
that the temporal separation required for the judgment of perceiveportal order was of
approximately 20 ms, independently from either the modality (i.e., vigiadition or touch;
Experiments 1-3) and the stimulus pairing tested (e.g., audiovigsagtactile, and audiotactile;
Experiment 4). Hirsch and Sherrick explained their results by sayihghereas the time between
successive stimuli that is necessary for the stimuli to bbeeped as successive rather than
simultaneous may depend upon the particular sense modality emplloget@mporal separation
that is required for the judgment of perceived temporal osdaruch longer and is independent of
the sense modality employed’ (p. 432). As we will see, manyegulest studies have eventually
disconfirmed that result (see, e.g., Fujisaki & Nishida, 2009; Spdnake, 2003; Zampini et al.,
2003a, 2003b; Zampini, Brown, Shore, Maravita, Réder, & Spence, 2005).

A remarkable amount of successive studies has addressed the goiesti@ther people’s
perceptual simultaneity/successiveness sensitivity differa &inction of the stimulus modality
pairings tested (Fujisaki & Nishida, 2009; Spence et al., 2003; Zant@mhi 2003a, 2003b, 2005;
Laasonen , Service, Virsu, 2001). For instance, Fujisaki and Nishida (28@9Yecently assessed
whether there is a difference in temporal resolution of audiovisualptactile, and audiotactile
combinations of stimuli made by single pulses or repetitive-pgudses. In that study, they used a
set of paradigms, traditionally used to assess the temporalppencesuch as a synchrony-
asynchrony judgment task, a simultaneity judgment task andotehorder judgment tasks. The
results of the synchrony-asynchrony judgment task and of thdtameity judgment tasks, and —
although at a lesser extend — of the temporal order judgment daskstently showed that the
temporal resolution of synchrony perception was significantlydrigbr the audiotactile stimulus
pairing (i.e., more than 10 Hz for repetitive-pulses stimuli) thah batliovisual and visuotactile

(i.e., more than 4 Hz). This striking result can reliably not tatbhé&uted to within-modal artefacts,
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such as the specific set of the stimuli chosen. The facthibatudiotactile processing has a higher
temporal resolution as compared to the other stimulus modalitpgsican be ascribed, according
to the authors, to two different reasons, not necessarily mutstlysive. The first explanation
takes into account the difference in temporal resolution existimgng the sensory modalities.
Since vision as known to have a worse temporal resolution than both awditbtactile sensory
modalities (Warren & Welch, 1980), then, whenever this modality is ingotlie performance
decreases. The alternative explanation is that the higher audgotemporal resolution would
reflect the more rapid operation of the comparator system fauttietactile signals. The supposed
higher degree of similarity in the temporal profile of the aurglitand tactile input could possibly
induce a facilitation in the comparison of their temporal chailatitexr as compared to when the
matching between other sensory modalities is involved. As wesegl| it is likely that this process
is sub-served by tight cortical connections between these twgorsemodalities (see Section 3.4
and Chapter 5).

Moreover, Ley and coworkers recently showed that humans areocalitegrate auditory
and vibrotactile temporal information in a statistically optimanner by weighting each input by
its normalized reciprocal variance (Ley, Haggard, & Yarrow, 2008dtlier aspect to emerge from
the experimental data is that audiotactile temporal order judignseem to be unaffected by the
spatial disparity from which the stimuli are presented. In &esaf experiments, Zampini and
coworkers (Zampini et al., 2005) asked the participants to perféem@oral order judgments task
of pairs of stimuli, one presented in touch and the other in hearieggrged at varying stimulus
onset asynchronies. The critical factor was that the stioudld be presented from the same
location (i.e., both on the right or the left side of the body midlind)oon different locations (i.e.,
one on the right and one on the left side of the body midline)r&héts showed that, differently
from what had been shown for audiovisual and visuotactile modality pa{i@pgsice et al., 2003;
Zampini et al., 2003a, b), the audiotactile version of the TOJ taskuwaffected by whether the

stimuli were presented from the same or different locationsethde previous studies participants
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were more sensitive when the stimuli in the two modalitiesevpeesented from different spatial
positions rather than from the same position. The null effect ativelspatial position reported in
Zampini et al.’s study suggests that the audiotactile stinpdirsig may be somehow ‘less spatial’
than other multisensory pairings involving vision as one of the sensoryitiesdd hese data add
evidence to previous research documenting a reduced magnitude af sffatts for this pair of
modalities, as compared to audiovisual and visuotactile pairings, possdgesting a finer spatial
resolution of vision as compared to the auditory and the tactilersggEimer, 2004; Lloyd, Merat,
McGlone, & Spence, 2003; Murray et al., 2005. See Chapters 4 and 5 foreaewhaustive
discussion of spatial links between hearing and touch).

Moving from the domain of the temporal order to the perceived asynchrony betweseof pair
stimuli, a certain amount of studies have addressed the question dfewkiee impression of
temporal successiveness and whether the mechanisms of tempaliaragon/adaption between
auditory and tactile stimuli differs from the audiovisual and visuotactiteustis pairings.

It has been observed that inputs from different sensory modaigfesred to the same
external event reach the cortex at different times, due taaliges in the speed of transmission of
the signals through different sensory systems (King, 2005; Speismuge, 2003; Spence, Shore,
& Klein, 2001). It follows that our perceptual system needs to be tabhccommodate a certain
degree of asynchrony between the information arriving through diffeockhannels. Two
mechanisms are the candidates for this kind of process: a@algnment of sensory neural signals
in time, with the processing of one of the sensory modalitiedgrghift time toward the other; 2)
widening of the temporal window for multisensory integration.

In their study, Navarra and collaborators (Navarra, Soto-Bar& Spence, 2007)
investigated whether exposure to audiotactile asynchrony would irstume form of temporal
recalibration between the processing of auditory and tadiifeilst Participants had to perform an
audiotactile TOJ before and after an exposure phase in which pad&dra and vibrotactile

stimuli could either be presented simultaneously or with the s@aalihlg the vibrations by 75 ms.
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In the exposure, to ensure that participants attended to both auditbtsctile stimuli, they were
asked to perform a control task, by detecting the stimuli which were longer thetaridards.

The result showed that exposure to audiotactile asynchrony indueegparal adaptation
after effect affecting the temporal processing of the fahgvauditory and tactile stimulation. More
precisely, the minimal interval necessary to correctly juthgetemporal order was larger after
exposure to the desynchronized trains of stimuli (JND = 48 ms) dften exposure to the
synchronous trains (JND = 36 ms). This suggests that the audétaontporal window is flexible
and can be widened in order to compensate to the asynchronies ocbetvmgn these stimuli.
This adaptation process takes place even after a relath@tyexposure to asynchronies, probably
because of the infrequence and the small magnitude of the asyeshocnurring between hearing
and touch experienced in the everyday life. Contrasting results hameshewn, however, in a
recent study, which compared the changes in the perception of sieityltan three stimulus
combinations (i.e., audiotactile, audiovisual and visuotactile) as aidanof the exposure to
asynchronies, which were presented in each of the three stinmrisnations as well (Harrar &
Harris, 2008). Differently from Navarra et al.’s results, moferal adaptation was observed for the
audiotactile pairings following exposure to any of the three stimulus condnsati

A series of studies aimed to assess people’s perceptuaisgniit simultaneity between
successive haptic and auditory events used environments simulaiisgaesituations, such as a
hammer or a drum tap followed by their auditory consequence (Adel&egault, Anderson, &
Wenzel, 2003; Levitin, MacLean, Mathews, & Chu, 1999). Even thought the respdided in
those studies were inconsistent, being the Just Noticeableddidkefor temporal asynchrony ~ 24
ms in Adelstein et al.’s study and ~ 42 ms in Levitin et stigly, in both cases these values were
significantly different from zero. Even more interestingly, tregiability of the performance of
participants in Adelstein et al’ study was very high (i.eq participants were excluded from the
analysis for their poor performance, whereas another reported afJ5B ms), as also replicated

in a subsequent study (i.e., JND varying from 8 to 170 ms; Begaultstaoel McClain, &
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Anderson, 2005). Although speculative, it can be proposed the hypothesis tinabtisstence of
the results reported in other studies exploring temporal perceptibreaalibration (Navarra et al.,
2007, Harrar & Harris, 2008) could be attributed to the high variatwhitthe performance of
humans within this perceptual domain. It remains to be addressed m ifutastigations what kind
of factors could underlie this phenomenon.

Recently, a study investigated whether the adaptation to asygdmasriong-lastingffects
and can generalize to ecologically normal environment (Virsu,a@ksHennah, Vedenpaa,
Jaatinen, & Lahti-Nuuttila, 2008). In that study, the participantstipegt simultaneity judgment
tasks for trains of unimodal (i.e., visual, auditory and tactile) andsmodal (i.e., audiovisual,
visuotactile, audiotactile) stimuli and were re-tested seven mdatsin order to test potential
practice effects. In all tasks, the participants showed an impevein judging simultaneity,
leaving unaffected the relative temporal resolution (Webetidracstating that the ratio of the
increment threshold to the background intensity is a congtafs, Weber, 1834). Moreover, since
the transfer of learning between practiced tasks was minimal, thesrespport the speculation that
of simultaneity learning mechanisms are modality-specific.oAding to these data, thus, the
sensitivity to asynchrony can develop through the interaction witirogmuent like any other
perceptual skill.

Despite the remarkable amount of evidence accumulated on this tégichigh
inconsistence, as shown by the data here presented, seems to thagdghsttemporal constraints
occurring between hearing and touch are still debated and wwottiierf investigations. A tentative

attempt to better qualify these links will be presented in Sections 8.2 and 8.3.

3.3. Numerosity
In a typical temporal numerosity judgment task, a sequence of stiraylflashes, beeps or
taps) is presented and the observer’s task is to judge the nungtenaf presented (Cheatham &

White, 1952, 1954; Taubman, 1950a, b).
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The first study comparing the participants’ ability in perfargitactile, visual and auditory
temporal numerosity discrimination of stimuli (i.e., two to nine pulgeesented to a single
location at different rates (i.e., three to eight pulses per spcbhe results observed in this study
showed that there was a generalized tendency toward the unmdatiest of the number of pulses,
and the amount of errors in number assessment was more pronouncedhasilee of pulses
and/or the rate of presentation increased. More interestinghg iourrent context is the finding that
modality-specific differences were observed. In all the exparial conditions, the accuracy in the
numerosity judgments was higher for audition than for both touch and vision.

A recent study investigated whether the combinations of trainstimiuls presented
simultaneously in more than one modality could improve the numerogitgaéiesn judgments
(Philippi, van Erp, & Werkhoven, 2009). In contrast with other studies (e.gscBni, Ernst,
Drewing, Bouyer, Maury, & Kheddar, 2005; Bresciani & Ernst, 2007; R@t& Roder, 2004,
Shams, Kamitani, & Shimojo, 2000. See Section 3.3), which explored théeiimgreffect of
incongruent sequence of stimuli, thus, in this study the goal waxsptore the beneficial effect of
the presentation of congruent sequence of stimuli on numerosity estimatgments. Participants
were presented with sequences (i.e., two to ten) of stimumlieastimulus intervals varying from 20
to 320 ms and were overtly asked to use the multisensory redundantatormo their advantage
in performing the task. According to Philippi and colleagues, the miggen of stimuli in multiple
sensory modalities could improve the estimation of the number of pafisssch train of stimuli.
More specifically, the amount of underestimation (which has beenstemity shown in previous
unisensory numerosity estimation judgment studies; e.g., Lechelt, Wdite & Cheatham, 1959),
and possibly the variance in estimations, would be reduced as cdmiparde unisensory
presentations. Overall, the results of unisensory conditions confittmaégbarticipants’ estimation
of numerosity differed per modality. Although Philippi and colleags#isdy confirmed that the
judgments within vision were worse than the other two unisensory morslifcf. Lechelt, 1975;

White & Cheatham, 1959), the order of performance between touch anggheas less consistent
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with previous evidence. Indeed, the judgments within touch were repotbednore accurate than
the ones within audition, just as described by White and Cheatham (b@5®pposite to what

found by Lechelt (1975). The overall results confirmed the expetahdrypothesis, with the

underestimation decreasing (for small ISIs) and variance dewye&®r large ISIS) in the

multisensory as compared to the unisensory presentation conditions. Hotevdack of an

extensive comparisons between the different multisensory condgiesent to know whether the
advantages in temporal numerosity judgment differ as a functitreahodality pairings tested. Of
interest for the present purposes, Philippi and colleagues obsemtedhé¢h difference in the
temporal numerosity estimation judgments between unimodal auditoigcile conditions and

bimodal audiotactile condition significantly differed only for shortsl$i.e., 20 and 40 ms).
Unfortunately, the authors did not further comment for any discregmbatween the audiotactile
and visuotactile and/or audiovisual conditions.

As already mentioned, a large amount of previous studies investighetder and to what
extent the presentation of incongruent task-irrelevant multisensorg petgiences can influence
temporal numerosity judgments in the target modality. Inlthsory flash paradigm, for instance,
people are instructed to report the number of flashes presentedoabe-ignored incongruent
sequences of beeps (Shams et al., 2000). The striking result ofuthysistthat, when presented
with a single flash and multiple auditory pulses, the observergiperan illusory second flash.
This illusory effect has been explained by taking into accounhitiiesr reliability of the auditory
modality as compared to the visual modality in the time domainS{tims, Ma, & Beierholm,
2005).

This effect, which has been shown to be a robust perceptual phenomenaisohbsen
replicated in the audiotactile domain (Bresciani et al., 2005; Bras& Ernst, 2007; Hotting &
Rdder, 2004). In one of their studies, Bresciani and Ernst (2005) presenitsiof beeps and taps
and requested participants to report the number of tactile stinhile ignoring the auditory

distractors. The results showed that tactile perception can be atextibly task-irrelevant auditory
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stimuli, with participants’ responses significantly depending onntlmaber of delivered beeps.
Such modulation occurred when the auditory and tactile stimuli imisenough (i.e., had the
same duration) and were presented simultaneously.

According to the maximum likelihood estimation model, the reliabdfta sensory channel
is related to the relative uncertainty of the informatioroiiveys. The higher the relative variance
of a sensory modality the weaker is its relative reliabilEynst & Bulthoff, 2004). In order to
investigate whether the auditory bias on tactile perception catisbhgpted by manipulating the
reliability of the auditory information, in a subsequent study, @aes and Ernst (2007) varied the
intensity of the beeps. The auditory stimuli were presenteithar &1 or at 74 dB (signal-to-noise
ratio of, respectively, -30 and 3 dB). Bresciani and Ernst found thgpatipants were more
sensitive (i.e., their estimates were less variable) in coutitemgwumber of the more intense (vs.
less intense) beeps presented with irrelevant taps and, convernsebynting the number of the
taps presented with irrelevant less intense (vs. more intensgs (eee also Wozny, Beierholm, &
Shams, 2008). This pattern could be due to the fact that the deofghs intensity of the auditory
stimuli has reduced the relative reliability of the auditory mbgathus inducing differential
interactions with touch as a function of the intensity level. Tda&gether, these results show that
audition and touch reciprocally bias each other (when alternatively usadyeisdr distractor), with
the degree of evoked bias depending on the relative reliabilityeotvib modalities (see also

Bresciani, Dammeier, & Ernst, 2008).

3.4. Interactions based on frequency similarity

Perceptual interactions between hearing and touch are distimguisimongst the
associations occurring between other sensory modality paii@escheider, 1970; Soto-Faraco &
Deco, 2009; von Békésy; 1959; Zmigrod, Spapé, & Hommel, 2009; Experiment 2).

As already mentioned, auditory and vibrotactile stimuli are gesebtay the same physical

mechanism, consisting of the mechanical stimulation of, respbgtikie basilar membrane and the

31



Audiotactile interactions: Spatiotemporal factors and role of visual experience

skin. Hence, both auditory and vibrotactile stimuli can be describeddangaio their specific
periodic patterns of stimulation (i.e., their frequency), defined asidh&ber of repetitions of the
sound waveforms (cf. Plack, 2004; Siebert, 1970) or of the tactile pusdsufa, Hernandez,
Brody, & Romo, 2005), respectively, per unit time.

In the somatosensory domain, the discrimination of vibrotactile stidhtfiering in
frequency has been investigated in monkeys (de Lafuente & R0, Hernandez, Salinas,
Garcia, & Romo, 1997; Mountcastle, LaMotte, & Carli, 1972; Mountcast@ni8etz, & Romo,
1990; Romo & Salinas, 2003; Werner & Mountcastle, 1965) as well as innsu(Ba&nsmaia,
Hollins, & Yau, 2005; Horch, 1991; Iggo & Muir, 1969; LaMotte & Mountcastle, 1975;
Mountcastle et al., 1972; Talbot, Darian-Smith, Kornhuber, & Mountcakde8; Verrillo, 1985;
Werner & Mountcastle, 1965. See also Harrington & Downs, 2001). Im seeninal studies,
Mountcastle and his coworkers investigated the capabilities ¢f bomans and monkeys to
discriminate between pairs of vibrotactile stimuli presentedifedrent frequencies (e.g., LaMotte
& Mountcastle, 1975; Mountcastle et al., 1972; Mountcastle, Talbot, Danmi.S% Kornhuber,
1967; Mountcastle, Talbot, Sakata, & Hyvarinen, 1969). The psychophysicatigat®ns
provided evidence that both monkeys and humans have nearly identicalesahititi the
discrimination of the vibrations in the sense of flutter (i.e., théemihce limen for frequency
discrimination overlapped nearly perfectly; see LaMotte & Mowstleal1975; Mountcastle et al.,
1990; although see Imai, Kamping, Breitenstein, Pantev, Lutkenhoner, & Knecht, 2003).

On the basis of the above-mentioned evidence, it seems somehovsisgrphnat the
investigations of audiotactile interactions on the basis of thegquéncies similarities has rarely
been investigated thus far (although see Harris, Fucci, & Petok986, 1991; Petrosino, 1989;
Ro, Hsu, Yasar, Caitlin Elmore, & Beauchamp, 2009). Preliminary ewd&om Nagarajan and
colleagues (1998), however, has suggested that temporal informatiosgimgces governed by
common mechanisms across the auditory and the tactile sensemsyst their study, participants

were presented with pairs of vibratory pulses and trained to rdisate the temporal interval
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separating them. The results not only suggested a decrease lobltheesa function of training, but
also the generalization of the improved interval discrimination toatrditory modality. Even
though the generalization was constrained to an auditory base lirsienitar to the one which had
been trained in touch, these results are intriguing in suggesiaghe coding of time intervals
could be centrally represented (i.e., shared among modalities). AdUtion@cent
neurophysiological evidence in humans has shown that the discriminattaotité stimuli with
frequency properties (i.e. vibrotactile stimuli) was sigaifity improved in many of the
participants undergoing the task by simply adding auditory feedbadth the same frequency -
after the presentation of the tactile stimulation (Iguchi.e28l07; see Ro et al., 2009, for evidence
from a tactile detection task).

On the contrary, Yau and colleagues have clearly shown that austitonyli interfere with
tactile frequency-discrimination. In their study, the participgrgrformed a two-alternative forced
choice task where they had to judge which of two vibrotactile stimulatiangitrg from 100 to 300
Hz, steps of 40 Hz) had higher frequency. Crucially, the secondtadite stimulus was
accompanied by an auditory stimulus presented at the same oertiffeequency as the tactile
stimulus. The results showed a decrement in performing the taskligdor auditory distractors in
the low frequency range.

Interestingly, since the same stimulus was ineffective in natidgl an intensity judgment,
and was restricted to the conditions where the tactile stinnghissat or near the same frequency
this interfering effect is thought to be highly specific. Muwer, the perceived frequency of the
tactile stimulus was pulled towards the frequency of the auditory stimulus.

It has been largely demonstrated that the ability of mamtoadiscriminate frequencies has
been considered as reflecting the frequency resolution charaxgetiez auditory pathway at both
the peripheral (i.e., the basilar membrane of the cochlea; R&litesggero, 2001) and central (i.e.,
the primary auditory cortex; Langers, Backes, & van Dijk, 2007; Tr&aoani, Koh, Makris, &

Braida, 2005) stages of auditory information processing. The systegptial mapping of
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frequency coding in the brain (known as tonotopy) and the filteringepiep of auditory neurons
and sensory receptors have been considered responsible for decodingjukaciyeof auditory
stimulation (see Schreiner, Read, & Sutter, 2000, for a reviewalseeElhilali, Ma, Micheyl,
Oxenham, & Shamma, 2009; Romani, Williamson, & Kaufman, 1982; Schnupp & King, 2008).
However, the tonotopic structure of the auditory system is not the camgidate for the
representation of the temporal characteristics of the auditionyli. Indeed, the activity of neurons
at different stages of the auditory pathway has been shown toecharagfunction of the repetition
rates of the auditory events being processed (see Bendor & Wdbig, 20 a review). More
specifically, acoustic signals within the flutter range are ddule neurons that synchronize their
activity to the temporal profile of repetitive signals. Thesarans have been observed both along
the auditory-nerve fibres and in the inferior colliculus, the megkaliculate body, and in a specific
neuronal population along the anterolateral border of the primary auddadex (Al; Dicke, Ewert,
Dau, & Kollmeier, 2007 Oshurkova, Scheich, & Brosch, 2008; Wang, Lu, Bendor, & Batrtlett,
2008). Other mechanisms regulate the activity of the neural papulaiding for auditory signals
presented at higher repetition rates (i.e., above the percepiiiet fange). These neurons modify
their discharge rates — not their spike timing — as a functiomedfréquency of the auditory events
that are being processed (Oshurkova et al., 2008; Wang et al., 2008). Thasygbeal profile of
the auditory stimuli can be represented in Al by a dual prdcessstimulus-synchronized firing
pattern and discharge rate), each involving specific sub-populationsirginge The distinct neural
encoding of auditory stimuli differing in frequency may also tspoasible for the discrepancy in
the perceptual impression conveyed by auditory stimuli. Indeed, whéorgualents are presented
at rates within the range 10-45 Hz (i.e., flutter) range, the neguitercepts tend to consist of
sequential and discrete sounds (i.e., acoustic flutter; Bendor & V2804, see also Besser, 1967).
According to Bendor and Wang, the discrete impression of the flugtreept could be considered
as the direct outcome of the synchronized responses represheteyent at different neural stages

of the auditory pathway. On the other hand, the neurons encoding of stithuhepetition rates
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beyond this range do not synchronize with the stimuli, thus faibnoppduce the impression of
discrete sound events and instead giving rise to continuous-sounding p&pdpts a specific
pitch (Bendor & Wang, 2007; Cariani, 1999; Hall, Edmondson-Jones, & Fridriksson, R@DGo
et al.,, 2005; Wang et al., 2008; Will & Berg, 2007; see also Deuts€bdr Scheich, & Schulze,
2006).

In the tactile domain, the identification and the discrimination afléastimuli differing in
frequency rely on the differential sensitivity of sensory vilm&tnd afferent nerve fibres supplying
different portions of the skin (Johansson & Vallbo, 1979a, b; Morioka & iGri#005). At the
fingertips, the class of fibres classified as fast adaf#i#g fiores and the receptors known as
Meissner corpuscles are responsible for the processing of loataghle frequencies (i.e., 5-50),
whereas the Pacinian (PC) fibres associated with the Paocaueptors are more sensitive to higher
vibration frequencies (i.e., higher than 40 Hz; Francis, Kelly, Bowilinseath, Folger, &
McGlone, 2000; Iggo & Muir, 1969; Mahns, Perkins, Sahai, Robinson, & Rowe, 2006;yMorle
Vickery, Stuart, & Turman, 2007; Talbot, Darian-Smith, Kornhuber, & Mountcastle, 196atia/er
1966). Animal studies suggest that one possible candidate for signallorghation about the
frequency of vibrotactile stimuli is an impulse pattern codepitng to which the responses of
rapidly adapting afferents are phase-locked to the periodicityeofibrotactile stimulus. The strict
correspondence between the temporal features of the vibrostohl@i and the impulse patterns
have not only been observed in the periphery (i.e., along the serimes),flbut also in neurons at
higher levels along the ascending somatosensory pathway (Hérretralez22000; Mountcastle et
al., 1990; Salinas et al., 2000).

Even though the encoding of the frequency pattern of vibrotactile Isiiwolves all the
stations along the somatosensory pathway, it is likely that smphisticated processes, such as
those involving the discrimination of different frequencies, occur merdraly. In primates
performing a frequency discrimination task, the patterns ofgfirates evoked in Sl neurons by the

comparison stimulus (i.e., usually presented as second in each rpaindapendent from those
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elicited by the standard stimulus (i.e., the first stimulusachepair). It thus seems that Sl is a quite
unlikely candidate for the encoding of the difference between tbestimuli (Romo & Salinas,
2003; Salinas et al., 2000). On the contrary, the fact that the respomserofs in the secondary
somatosensory cortex (Sll) to the second vibration is affegtéebfrequency of the first vibration
suggests that these neurons contribute significantly to the cofithg frequency difference. Taken
together, this experimental evidence suggests that in printeggsetceptual comparison between
different frequencies takes place in Sll, with subsequent dedigorzesses involving the medial
premotor cortex in the frontal lobe area, whose neuronal actigpyifisantly covaried with
monkeys’ perceptual reports (de Lafuente, & Romo, 2005). The similairithe performance
shown by monkeys and humans in detecting and discriminating betweaui differing in
frequency suggests that the neural mechanisms investigateashikeys may be analogous to those
that exist in humans (Romo & Salinas, 2003; Salinas, HernandemsZ& Romo, 2000; Talbot et
al., 1968). In humans, just as in monkeys, frequency discrimination doedynexclusively on Sl,
but also involves downstream areas, such as Sll and some regittres frontal cortex (Harris,
Arabzadeh, Fairhall, Benito, & Diamond, 2006).

A recent fMRI study showed that the decreasing of hemodynannatyacduring same vs.
different vibrotactile stimuli could be observed in an extended re@eyond the areas typically
involved in this kind of task (i.e., SI and SllI), other areas, sucheasuperior temporal gyrus, the
precentral gyrus, ipsilateral insula, and supplementary motoraageesmvolved (Li Hegner, Saur,
Veit, Butts, Leiberg, Grodd, & Brau2007). Interestingly, the superior temporal gyrus is an area
known for mediating the interactions between auditory and somatosestsowi, in both humans
(Foxe, Wylie, Martinez, Schroeder, Javitt, Guilfoyle, RitterMg&rray, 2002; Schroeder, Lindsley,
Specht, Marcovici, Smiley, & Javitt, 2001) and monkey (Fu, Johnston, Shah,dASwliley,
Hackett, Garraghty, & Schroeder, 2003; Kayser, Petkov, Augath, Logot?@®S). Neurons in the
auditory belt areas not only respond to pulsed tactile stimulatiomldmto vibratory stimuli, thus

suggesting that the auditory association cortex acts as aatdoication of convergence between
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auditory and tactile inputs during the discrimination of tactilguency (Iguchi, Hoshi, Nemoto,
Taira, & Hashimoto, 2007; Li Hegner et al., 2007; Schiurmann, Caetand)cHlus Jousmaéki, &
Hari, 2006; see also Caetano & Jousmaéaki, 2006; Golaszewski, Siedentopf)skagiper, Fend,
Ischebeck, Gonzalez-Felipe, Haala, Struhal, Mottaghy, Gall&&her, & Gerstenbrand, 2006).
The evidence suggesting that the auditory areas involved in the ginoced tactile stimuli are
endowed by specific frequency temporal profiles and contribute tovititetactile frequency
discrimination processes, raises the intriguing possibility of anatomtidnatsimilarities between
cortical regions devoted to the processing of the periodicity in Wbtiotaction and hearing. A
study conducted by Bendor and Wang (2007) seems to suggest thawtdibe the case. These
authors distinguished between two populations of neurons in the auditdex,cknown as
“positive monotonic” and “negative monotonic”, respectively. The first paipr typically
increases the firing rate activity proportionally to the increddbe repetition rates of the auditory
stimulus, whereas the second population showed the opposite patteats¢s@éang et al., 2008).
Interestingly, neurons with positive and negative monotonic tuningnulsis repetition rate have
been observed not only in the auditory cortex, but also in the somatgsens@mx beyond Sl
(Bendor & Wang, 2007; Salinas et al., 2000). More specifically, imh&te been shown neurons
whose spike rate can be positively or negatively related talbhetactile stimulus frequency (Luna
et al., 2005; Salinas et al., 2000). The fact that neurons showing p@sitiveegative monotonic
tuning to stimulus repetition rate could be observed in both auditory aratas®nsory cortices
points to a communality in how these two sensory systems mightl@nariations in the temporal
profile of, respectively, auditory and vibrotactile stimuli (Ben&dang, 2007; Wang et al., 2008.
See also Soto-Faraco & Deco, 2009), pointing to a potential neuralftwatie discrimination of
frequencies delivered crossmodally (cf. Bendor et al., 2007).

Preliminary evidence by Nagarajan and colleagues (1998) suigeésthis could be the
case. In their study, the participants were presented with @lairbratory pulses and trained to

discriminate the temporal interval separating them. The resfultss study suggest that not only a

37



Audiotactile interactions: Spatiotemporal factors and role of visual experience

decrease of the threshold as a function of the training, but alsortbeatygation of the improved
interval discrimination to the auditory modality. Even though the rgdimation was constrained to
an auditory base interval similar to the one which had been traintmlch, these results are
intriguing in suggesting that the coding of time intervals couldelmrally represented (i.e., shared
among modalities). Additionally, recent neurophysiological evidencaiorahs has shown that the
discrimination of tactile stimuli with frequency propertiea@curately discriminated in a
vibrotactile stimuli discrimination task) was significantly iraped in many of the participants
undergoing the task by simply adding an auditory feedback afteprdsentation of the tactile
stimulation (Iguchi, Hoshi, Nemoto, Taira, & Hashimoto, 2007). The inwstig of the neural
substrates of this effect led to the conclusion that the incdatbee perceptual accuracy and the
speeding up of the discrimination of the tactile frequencies wdrgesved by the co-activation of
the Sl and the supratemporal auditory cortices along with upper batiie cfuperior temporal
sulcus. The data suggest that the auditory feedback could have induced a corapjgmnectssing
of tactile information by means of an intervening acoustic imageocess. This study adds
evidence to previous investigations showing considerable crossmodatgeme in the posterior
auditory cortex of not only tactile stimulation (e.g., Foxe, WyNéartinez, Schroeder, Jauvitt,
Guilfoyle, Ritter, & Murray, 2002; Kayseretkov, Augath, & Logothetis, 2005) but also of
stimulation with frequency properties, in both hearing (e.g., @Geetand Jousmaki, 2006;
Schirmann, Caetano, Hluschchuk, Jousmaki, & Hari, 2006) and deaf humans L&vane
Hamdorf, 2001).

Although the amount of evidence on frequency discrimination is remarkabkjll
unexplored issue regards the question of whether, and to what exigple pee able to match
stimuli having comparable temporal rate features within touch, rwilidition, and especially
crossmodally (i.e., an auditory stimulus and a tactile stimulyg).will specifically address this

issue in the Chapter 8).
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Chapter 4.

Audiotactile interactionsin the spatial domain

4.1. Introduction

Touch is considered, along with taste, a contact sense, meaningrdkamhity or even
contact between the skin surface and the object is a necesgamgment for sensations to be
evoked. Since the body is directly involved in the emergence of ttile {@erceptual sensations, it
follows that interactions between audition and touch necessarily wiitim the space close to the
body, the portion of space commonly known as ‘peripersonal space’ (séi@aliaBrozzoli, &
Farné, 2009, for a review). This makes the audiotactile events sommbmvsalient than those
consisting of, for instance, audiovisual components, mainly occurring in thestiatad.

How touch and hearing interact in the spatial domain is stilmted topic, and studies on
this topic have provided inconsistent evidence. Some studies (e.g.,dtlakd2003; Murray et al.,
2004; Zampini et al., 2005; Zampini et al., 2007) suggest that thedatksring between these two
kinds of signals could be affected by spatial modulations toseriesctent than other modality
pairings, such as audiovisual (e.g., Spence & Driver, 1994, 1996) and videdtagf, Spence,
Pavani, & Driver, 2000, 2004) stimulations, whereas others support the hypdliashe spatial
arrangement of the stimuli is effective in modulating people’fopmance (e.g., Kitagawa,
Zampini, & Spence, 2005; Tajadura, Kitagawa, Valjamae, Zampini, Murray, 8&8p2009).

In the next paragraphs, we will delve into this topic in more ldétae Sections 4.2-4.4);
then, we will describe audiotactile interactions in the spatidiotactile attention (see Sections 4.5
and 4.6), in the perception of motion (see Section 4.7)and, finally, and atitiatsteractions in

the neurological population (see Section 4.8) will be explored.

4.2. Audiotactile crossmodal effects on stimuluslocalization
One of the first attempt to study differences and simiéibetween hearing and touch in

the spatial domain dates back to the sixties, and adds to the babeafah aimed to explore the
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potentialities of touch for the purpose of sound localization (e.g., von BEéKES5; 1959) and as a
possible substitute channel for the completely deaf (e.g., Frd®icBardson, 1976; Richardson,
Wuillemin, & Saunders, 1978).

Gescheider (1965) compared the capability of humans in locatizéngound sources when
stimulation accuracy is delivered to the skin through a pair of witsrair when the stimuli were
presented through earphones, as a sort or artificial cochlealéseeon Békésy, 1955). In that
experiment, the stimuli emitted by a speaker were colleggevd microphones located at equal
distances from the speaker, either along the vertical or horizontal agissthcstimuli produced by
the speaker activated the two microphones, the signals from wieieh separately amplified and
controlled by solid-state preamplifiers, amplifiers, and attemsa@ he electrical signals were then
transduced to mechanical energy by either a pair of vibratdsg earphones. The vibrators were
used to deliver stimulation to the index fingertips of the two handse&ach earphone or vibrator
was driven by an independent microphone-preamplifier-amplifieesysivhen the sound-source
location was varied, this arrangement permitted preservatioreéetthie two channels of temporal
and intensive differences. By using these cochlear models, Gescimeldpendently varied the
binaural time and binaural intensity differences — which are knownatp gt important role in
auditory localization - at the two earphones and vibrators. The resptiged in this study showed
that for low tones the cutaneous localization was more prd@seauditory localization, whereas
for noise bursts the reverse held. Moreover, whereas auditoaliziation was found to mainly
depend on both cues (i.e., intensity and temporal differences), cusaloealization depended at a
greater extent on intensity differences. Successive studieseliéa@ded these findings, showing
that touch compared relatively well with audition in sound localizatiom,also in direction and
distance judgments, thus possibly being considered as a suitabli¢utilist the ear, especially
when the head movements were allowed as compared to when theypreeeated (Frost &

Richardson, 1976. Although see: Richardson et al., 1978).
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Moving away from the unusual designs used in these pioneering sttidi&s be observed
that a remarkable part of the subsequent research has focused stmindivn one modality affect
the localization of stimuli presented in the other.

For instance, Pick and colleagues (Pick, Warren, & Hay, 1969) inteddacspatial discrepancy
between hearing and proprioception and asked the blindfolded participants to indicater ties of
stimulation. Participants wearing a ‘pseudophone’ which introducete@llaisplacement of the
interaural axis were presented with auditory targets consisting of séaksks delivered through a
small speaker mounted on the top of a shelf. Participants were @sgeint with their right hand
under the shelf in four different locations: a) the locus of the disgdlaound, b) the locus of their
unseen finger, c) the felt position of their finger, which was towghihe speaker producing the
displaced sound, d) at the heard position of the sound coming from therspsakevas being
touched. The first two conditions were intended to provide a baseline measure ofdhea®ré to
be compared to the discrepancy conditions, for proprioception affeatidiggoa and audition
affecting proprioception (i.e., ¢ and d, respectively). The resultseshtivat proprioception exerted
a strong influence on auditory localization judgments, whereas audttonylisslightly affected
proprioceptive judgments. Even though Pick and coworkers labelled thesrefdlteir study as
‘proprioceptive bias of audition’, it is unsure whether the particgdaatiditory localization
judgments in their study actually reflect a genuine bias indugegrbprioceptive cues (i.e.,
perceived location of hand in space) or rather a bias induced by the arrahgéthe experimental
set-up (i.e., the felt position of the loudspeaker could have been confourtdedenfielt position of
the limbper s@.

Freedman and Wilson (1967), instead, studied whether the movement ccolisitkered a
prerequisite for compensation to audiotactile re-arrangemeaowial exposure to auditory-tactile
spatial discordance. During the exposure phase of that experimeicippats listened to the sound
of a moving loudspeaker cone that sometimes touched their fingemmnfécicbetween the two

signals was induced by using a ‘pseudophone’ (just as Pickdt ah their experiment), with the
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auditory inputs displaced laterally. In the experimental phase, atieipants showed a shift in
pointing responses to auditory targets, thus suggesting that auditdrytactile inputs were
integrated during the exposure phase to compensate for the indutigsdépaepancy. However,
since the tactile stimuli delivered to the fingertips condigtethe contact with the loudspeaker, it
can not be excluded - as in Pick et al.’s study - that theciparits were using cues regarding the
loudspeaker’s location to recalibrate auditory maps.

More recently, a study (Caclin, Soto-Faraco, Kingstone, & Spence) 2#i2to overcome
these confounds by applying a more genuine measure of the magoituttee auditory
mislocalization induced by tactile inputs by adapting a procedugeally designed to study the
audiovisual ventriloquism effect (Bertelson & Aschersleben, 1998). alirCet al.’s experiment,
the participants were requested to make a left-right discrimmaegarding the location of the
presented sounds while task-irrelevant vibrotactile stimulatiorswagltaneously delivered from a
central position in the frontal space. The location of the soundshesen using a psychophysical
staircase procedure. The sounds were presented according to tmaoingled staircases, each
starting at the outermost right or left position, with the gecvarying according to the
participants’ responses (i.e., location of the sound progressively gomydoward the median
location as a function of the accuracy of the performance). As with audiovisoal $Bertelson &
Aschersleben, 1998), Caclin and colleagues demonstrated, across flenentiéxperiments, that
the vibrotactile stimuli biased the perceived location of concursennds toward the central
position. The reliability of the results was strengthened byotyservation that the effect was
shown only when the auditory and the tactile inputs were deliverethreyrausly, thus rendering
the hypothesis that the effect could be attributed to the distyaaterferences or to attentional bias
exerted by the vibrotactile stimulators. Moreover, it must be ntitatlin that experiment the
location of the tactile stimuli was not predictive of the lomaf the sounds (i.e., they were always

delivered from the same location), thus ruling out a potential response bias account.
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Taken together, these data suggest that the effect highlightdeeim study could be
considered as the first demonstration of a ventriloquism-litextbccurring between hearing and
touch, reliably due to a genuine perceptual integration of audiotactile stimuli.

A recent study carried this evidence further, by addressinghethdéhe audio-tactile
ventriloquism effect operates in an external or body-centered comdiystem (Bruns & Roder, in
press). To address this aim, the change in magnitude and in theodirettthe audiotactile
ventriloquism effect as a function of the hand posture was investiJdtedarticipants were thus
requested to report the perceived location of auditory stimuli miex$dérom left, right and central
locations, presented either alone or concurrently with tactiteustpresented to the fingertips of
the two hands. The participants placed their hands at the left aghitef the auditory array, and
could either adopt, respectively, an uncrossed or a crossed posture. fipelatian of the hand
posture allowed to assess whether the tactile mislocalizatigheofuditory stimuli was in the
direction of the portion of external space where the tactiieuiis was presented or, rather, toward
the side of the tactually stimulated hand. The results of ity stot only confirmed the occurrence
of a ventriloquism effect between auditory and tactile inputs, st @lovided evidence that the
tactile bias of the auditory localization was modulated by thengghan hand posture. In the
uncrossed posture, a larger absolute shift in sound localization wawexdbdor large (vs. small)
audiotactile spatial discrepancies and was primarily due to eease of center responses. Crossing
the hands determined a generalized reduction of the effect, whicthewvesver, still significant for
large spatial discrepancies. Even though the increase of the central regpoidée due to a more
pronounced uncertainty in performing the task as compared to the condioe the hands were
kept in the uncrossed posture, the lack of any differences in theilrgriaf the responses seems to
make this speculation unlikely. More interestingly, in the crossed-haoddition, auditory
localization was biased toward the external location of thddastimulus, rather than toward the
side of the anatomical hand which was tactually stimulated.aDyvénese data suggest that the

audiotactile ventriloquism effect operates in an external rathen an anatomically-based
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coordinate system (cf. Sanabria, Soto-Faraco, & Spence, 2005. Seedlsa $1.3 and 11.4 for

other evidence regarding the hand crossing effect).

4.3. The specificity of the space stimulated: Behavioural evidence

A large amount of experimental evidence suggest that the spealsénproximity with the
body (i.e., peripersonal space), and in particular of the spagadcaand/or behind the head, have a
particular degree of salience, in both primates (e.g., Fu et al., 2083iat0 et al., 1999) and
humans (e.g., Menning et al., 2005; Nguyen, Tran, Hoshiyama, Inui, k&giK2004; Sereno &
Huang, 2006; Weinstein, 1968; Tajadura-Jiménez et al., 2009). As ibavithore extensively
described in the next sections (see Sections 4.3-4.4 and Chaptes 3ikeatyi that the privileged
neural representation of the space surrounding the head and itsenadty nature respond to
specific evolutive reasons, such as the vital necessity tocprioten threads and perform flee
reactions in dangerous circumstances.

The evidence not only supports the existence of brain areas sggetiali the integration of
multisensory information emanating from events occurring inirtireediate vicinity of the body
and whose activity is inversely proportional to the distance betwenauditory (or visual)
stimulus and the skin surface. Furthermore, the spatial modulationditory-somatosensory
interactions greatly depends on the particular region of spacéich vhe stimuli are presented
(e.g., Fu et al., 2003; Ho, Santangelo, & Spence, 2009; Vitello & Ernst, 2007).

Indeed, previous behavioural studies support the assumption that aueiotgetial
interactions would be prevalent in particular in the region of spduadée head (i.e., in the part
of space where visual cues are not available) than in front(&itégawa, Zampini, & Spence,
2005; Zampini et al., 2005). Kitagawa and his coworkers conducted two reepésiin order to
investigate audiotactile interactions occurring in the spacetbehparticipant’s head. In their first
experiment, the participants had to judge the temporal order of m@eserdf pairs of auditory and

tactile stimuli presented from loudspeakers or electrotadtiteukators attached to their earlobes,
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respectively. The stimuli could either be presented on the salmeosifrom different sides. The
results showed higher sensitivity (i.e., lower Just NoticeBlifierences, JNDs, intended as the
smallest detectable difference between a starting and segoled@l of a particular sensory
stimulus) for stimuli presented from different sides rathen finam the same side. In Kitagawa et
al.’s second experiment, a distractor interference task wex wgth participants performing a
tactile left/right discrimination task while auditory distiast were presented simultaneously from
the same or opposite side. In this task, the participants respondedlowly (and less accurately)
when the auditory distractors were presented on the opposite sidetheortactile stimuli.
Furthermore, this crossmodal interference effect significaratfied according to the complexity of
the stimuli used. Whereas white noise bursts exerted a stramgefeience when they were
presented from close to the head (i.e., 20 cm) than when theypresented far from the head (i.e.,
70 cm), when the auditory stimuli consisted in pure tones, thelbg#ext was lower and was not
modulated by the distance from which the sounds were presented. Wl a@e in more detail in
Section 4.4. and Chapter 5, this behavioural evidence mirrors neurophigsibldgta and it is
likely to lie on specific evolutive reasons.

Kitagawa et al.’s results suggested that the spatial aamaggt of stimuli delivered in the
space behind the head affects participants’ performance in bothedesipemporal order judgment
(Experiment 1) and speeded localization discrimination (ExperimetaiskR¥. Thus, the suggestion
that has emerged from this kind of research is that the absémgon (or visual information)
seems to be related to an improved ability to code spatial ocube iresidual sensory modalities
(i.e., audition and touch; Chen, Zhang, & Zhou, 2006; Collignon, Renier, Bruyanddy, &
Veraart, 2006; Kitagawa et al., 2005; Roéder, Kusmierek, Spence, & S20iBé; Roder & Rdosler,
2004; Roder, Rosler, & Spence, 2004. See Chapter 6 for an extensivesidis@fsaudiotactile
interactions in visually deprived individuals).

A recent study reported three studies aimed to investigate the auddadpetilal interactions

in the space close to the head by means of a speeded detaskoto tunimodal auditory,
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somatosensory, or simultaneous auditory-somatosensory stimuld(f@jdiménez et al., 2009).
Different variables, such as the distance of the auditanusitithe stimulated body surface and the
spectral complexity of the sounds, were varied.

In Experiment 1, electrocutaneous stimuli were presentedherestarlobe, while auditory
stimuli were presented from the same vs. opposite sides, and froaf tme distances (20 vs. 70
cm) from the participant's head. In Experiment 2, electrocutan¢imuslisvere delivered to the
hands, one placed on the side of their neck, (i.e., in proximity with tad),hand the other
outstretched to the side (i.e., far from the head), while the audiionyli were again presented at
one of two distances. In Experiment 3, the experimental setup usegenirgent 1 was modified
in a way that only the ‘near’ loudspeakers were used. The rehdtged a spatial modulation of
auditory-somatosensory interactions in Experiment 1, with fassgonses observed when the
stimuli were presented from the same side (aligned), as compared to wheretbgyesented from
different sides (misaligned), of the participant's head. Somehqgwisingly was the evidence that
the spatial modulation was specific for the part of the bodyusdited (i.e., head vs. hand) rather
than for the region of space (i.e., around the head) where thdistiere presented and was more
pronounced for high- (vs. low) frequency sounds.

The results reported in Tajadura-Jiménez et al.’s study dfffen previous studies
investigating the redundant signals effect (RSE; i.e., therfassponding seen when pairs of
multisensory stimuli, as compared to single unisensory stimdipegsented; Miller, 1982) for
auditory-somatosensory stimulus pairs (e.g., Murray et al., 2005; Zampini et al., 2007)

As just mentioned, previous studies had already investigated the f&®SEuditory-
somatosensory pairs (e.g., Murray et al., 2005; Zampini et al., 2007¢rdbiify from Tajadura-
Jiménez et al.’s study, however, the spatial modulation of agtletpairs was studied in the
region surrounding the hands. For instance, in Murray and colleagueg’ (8Q@b), participants
were requested to make simple reaction time responses toisprasénted in the following

conditions: somatosensory stimuli alone, auditory stimuli alone, a#lpataligned’ auditory-
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somatosensory stimulation where stimuli were simultaneouslyriegsé the same location (e.qg.
left hand and left-sided speaker), and spatially ‘misaligned’ #iButation presented to different
locations (e.g. left hand and right-sided speaker). The behaviodaaref@orted from that study
demonstrated that the participants responded significantly fadténodal audiotactile stimuli than
to unimodal (i.e., auditory or tactile) stimuli. However, diffehgritom what had been shown in
audiovisual and visuotactile speeded detection tasks (e.g., FdCst@na-Pratesi, Aglioti, &
Berlucchi, 2002; Gondan, Niederhaus, Rosler, & Roder, 2005; Molholm, Rvteray, Javitt,
Schroeder, & Foxe, 2002), where the performance enhancement is redwash absent when a
spatial separation is introduced between the stimuli, the moagnof the reaction time facilitation
did not vary as a function of the spatial configurations (i.e., santffezent position) from which
the stimuli were presented. These results led the authors twotiziusion that the audiotactile
multisensory interactions might be ‘less spatial’ than those vmglother combinations of
stimulus modalities (see Section 4.4 for the description of the electrophysablicggults).

In a subsequent study, the same experimental design was appliedestigate spatial
audiotactile interactions for stimuli which could be presented infrthr@al or in the rear space.
More precisely, the participants placed one of their arms in @fothtem and the other behind their
backs, while loudspeakers were placed close to each hand. Agagmifecasnt facilitation of the
reaction times, exceeding that predicted by probability suromatias observed for bimodal pairs,
independently from their spatial arrangement and the region ok sfpac, frontal vs. rear)
stimulated.

The equivalence of auditory-somatosensory spatial conditions repartéase studies,
contrasts with other studies (see Sections 4.3 and 4.4), thus posgiphgtang differential spatial
modulation on response latencies as a function of the part of the body (i.e., head antdardjon
of space stimulated (see also Chapter 8 on this point).

To conclude the discussion regarding the audiotactile interactions iogcurrthe region

surrounding the hand, we will briefly describe two studies aimedwestigate the coding of
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auditory-tactile spatial compatibility (Merat, Spence, LIoydthington, & McGlone, 1999; Simon,
Hinrichs, & Craft, 1970. See also: Lloyd at al., 2003; Experiment 3)lalded ‘Simon effect’ refers
to the finding that, in speeded discrimination tasks, the level of rpeaface, in terms of both
response latencies and accuracy, is higher when the stimulus octlie same relative location as
the response, even though the stimulus location is irrelevant faaske(e.g., Simon & Wolf,
1963). Simon, Hinrichs and Craft (1970) investigated whether thiscteffeflects the
correspondence between the stimulus location and the effectgrgh@.@ands) or, rather, between
the stimulus location and the response location. In order to disarteipetaveen these opposite
hypotheses, the participants were asked to perform a pitch disatiom task of spatially
lateralized auditory stimuli while keeping the hands in the unadossecrossed postures. The
mapping rule between the pitch of the sounds (i.e., high or low) areffdetor (i.e., right or left
hand) was counterbalanced between participants. In the uncrossed comdtisnyprisingly, a
typical Simon effect was observed. The performance was bédtter the right-hand command was
heard in the right ear than when it was heard in the left eathantbnverse pattern was observed
for the left-hand command. The opposite pattern was reported in thed:teasds condition, thus
supporting a stimulus location -response location (vs. stimulus loesatfiector executing the
response) account for the mapping of the stimulus-response correspondemigengnithes effect.
Even though Simon et al.’s results suggest a certain degree of dapengetween the spatial
coding of the auditory and tactile information, it must be noted th#tdim study the auditory
stimulation did not occur in the peri-hand space, thus rendering theadson between their data
and those in previous studies hard to perform.

Merat and coworkers more specifically addressed this issuga(M&pence, Lloyd,
Withington, & McGlone, 1999). In their study, the participants were cagkediscriminate the
elevation of vibrotactile target stimuli (upper vs. lower) presemtethe left or right hand while
trying to ignore auditory distractors that could independently beepited from upper or lower

locations on either the same or the opposite side. Typically, whenvebs are asked to make
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speeded discriminations of a perceptual attribute in one modality, mmorigvalues of this
attribute in the other modality determines an interfering efiee., slower response latencies and
lower accuracy) on the discrimination performance (i.e., crossnsodgluency effect; see Spence,
Pavani, & Driver, 1998 for visuotactile pairs). The magnitude ofdfiect was compared between
conditions where participants placed their two hands close togethelignment with loudspeaker
cones - and where they placed their hands far apart. Merat rfparted that the crossmodal
congruency effect was larger when the tactile targets anduthi¢ory distractors were presented
from the same side than when they were presented from the opgidsittHowever, it was not
modulated by the relative position of the hands with respect tootldspeakers presenting the
auditory stimuli. These results, thus, seem, at least parttallyndermine the hypothesis put
forward by Murray and colleagues (2005), according to which the atil@nebetween auditory and
tactile stimuli presented to and within the space surrounding theananibt spatially modulated.
As suggested by Zampini and colleagues (2007), it is likely tHatrems audiotactile simple RT
tasks highlight general spatial constraints operating autortgtithe spatial tasks reveal the
operation of auditory-somatosensory interactions in the context ofcedditognitive, attention-

and task-related constraints.

4.4. Audiotactileintegration in the peripersonal space: Neuroimaging studies

With the definition ‘peripersonal space’ is described the regioneidmately surrounding the
body, modularly structured and represented through multisensory codieglyat is commonly
decomposed in the personal space, occupied by the body itself and maddg through
proprioceptive and tactile cues, the reaching space, defined bysthaa#i at which an object can
be reached by the subject, and based on the integration of tactisaial information, and the
extra-personal space, based on visual and auditory inputs coming frdmtéhepace (Cardinali et

al., 2009; Farne, Dematté, & Ladavas, 2005).
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Its properties render the peripersonal space highly suitablihdostudy of the functional
interplay between the body and the proximal objects.

One of the first attempts to conceptualize the functional pregeonfithe space surrounding
— animals’ — body was carried out by Hediger in the fifties (1968)the basis of the observations
of animals, he concluded that the most compelling requirementwivesis the possibility to detect
threatening and potential dangerous events entering the space surrotsntody (the so-called
‘flight zone’) in order to promptly execute escape behaviours (cf. Grazianmo&e 2006).

As we will see in the course of the present section, the fighe has been extensively
investigated in primates (Graziano et al., 2002a, b; Graziano & CodBé) and served as a basis
for the definition of peripersonal space in humans, which, analogoudhe tthe¢orical context in
animals, can be considered as a protective space region around théfbddlysey & Meisels,
1969; Horowitz, Duff, Stratton, 1964; Felipe & Sommer, 1966; Neppi-Modona, AuSiaigu, &
Duhamel, 2004) toward which many attentional resources are directedRarné & Ladavs, 2002;
Ladavas, Pavani, & Farne, 2001; Menning et al., 2005; Spence, Pavani, Maravita, & HRi1678.

Whereas multisensory features of regions of space surrounding &atideet have been
already discussed, in the present section we will particuiaclys on the peri-head space which is,
for reasons which we will be discussed below, a rather distinguighinign of space among those
surrounding the different parts of the body.

The possibility of directly recording the neuronal response aciivimonkeys offered the
invaluable possibility to determine how the specific featureb@tpace nearby the head are coded
at neural level. Graziano and colleagues, for instance, found thattabob®% of neurons in the
ventral premotor cortex (PMv) whose tactile receptive fiefdsuded the back of the monkey’'s
head respond not only to visual (cf. Fogassi, Gallese, Fadiga, Luppatel/iM& Rizzolatti, 1996)
but also to auditory stimuli (Graziano et al., 1999; Graziano & Gartfii0). These trimodal
neurons have receptive fields that extend to a limited distancetfi@immead, being able to respond

to contralateral visual and auditory stimuli presented within rou@@lycm from the tactile
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receptive fields. This evidence makes these neurons the best ataadidr the coding of

multisensory characteristics of the space in close proxwwiity the body, within monkey’s reach.
Interestingly, the gradient of firing of this population of neuraas found to vary not only as a
function of the distance of the auditory stimuli, but also as a fumctf their spectral complexity.

Indeed, these neurons respond to auditory stimuli presented from clbsenmnkey’s head (i.e.,
within 30 cm) and preferentially to complex sounds, with pure tondgfefent frequencies failing

to elicit any response.

Subsequent investigations have confirmed that also in humans, stimuliffeferdi
complexity (i.e., pure tones vs. white noise bursts) induce distinct Ineesponses (Hall,
Edmondson-Jones, & Fridriksson, 2006; Kitagawa & Spence, 2006; Schonwiesner, &ib&am
von Cramon, 2005; Schreiner, Read, & Sutter, 2000; Wessinger, VanMeter, Tian, Van tlkae, Pe
& Rauschecker, 2001), as well as qualitatively different behavioasgonses — at least under
certain conditions — in audiotactile tasks (see Farné & Ladavas, a08Xitagawa, Zampini, &
Spence, 2005, for evidence from neurologically-impaired patients aaxt people, respectively).
Given the close similarity of monkeys and humans’ data, one myglatlmesize that the stronger
interactions between somatosensory and complex auditory stimettreyolutionary processes. It
can be noted that in the natural environment the sounds are comgléxua more similar to white
noise than to pure tones (Nelken, Rotman, & Yosef, 1999; Rauschecker, 199&jorEheneural
substrates favouring the interplay between complex auditory stamdlvibrotactile stimuli could
result from the necessity of having to deal with the compl@fityaturalistic auditory surroundings
(cf. Farné & Ladavas, 2002).

Other regions which have been found to respond to trimodal stimulaton guditory,
visual and tactile) in monkey’s brain are a restricted zotieeiprecentral gyrus (polysensory zone,
PZ; Graziano et al., 2002a, b) and ventral intraparietal ardg @blby et al., 1993; Duhamel,

Colby, & Goldberg, 1998; Graziano et al., 1999; Graziano & Cooke, 2006).
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Similarly to the ventral premotor cortex, also this region hespteve fields located on the
face, the arm or upper torso. The authors reported that the stimwétiloa receptive fields near
the left side head caused a squint or face grimace on thalkfashead turn and a thrusting of the
left hand into the space near the left of the head (Graziana, €08Ra, b) and centring eye
movement (Cooke & Graziano, 2004). Interestingly, the activity of tieig & strictly related to the
supposed capacity of threatening of the object which falls intesphee nearby the body. For
instance, it has been observed that the neurons within this area are actithtedrifamiliar object
— especially if real, three dimensional, and faster moving - appraathe skin surface, but not by
the chair the primate is sitting on. This observation is consistent with theap@ctthat this area is
part of a sensory and motor pathway which detects potentiallatémiag objects and plan
defensive behaviours.

Taken together, the studies on body-centred receptive fields inreMIPPZ have highly
contributed in defining the spatial extension and functional charstaterof a region — peripersonal
space — which, by virtue of its features, is the best intetf@t@een the individual — spatially

defined by his/her skin surface - and the surrounding — crossmodally chaeatctezresironment.

4.5. Audiotactile spatial attention: Behavioural studies

The events involving touch occur on or in close spatial proximity Wieéhbody surface,
implying that the audiotactile interactions can be observed anptripersonal space (see also
Section 4.4 on this point). Since closer events are more likely @mtehrand impact on our body, it
IS not surprising - as pointed out by some authors - that duringevbleition a specialized
attentional mechanism specific for the space near the body bau&lbeen possibly established.
This attentional system has been extensively described in both nsofikkgy Cook & Mounsell,
2002; Graziano & Gross, 1998) and humans (e.g., di Pellegrino, Lada¥asné&, 1997; Halligan

& Marshall, 1991; Pavani & Castiello, 2004) and it is devoted to the tdeteof signals from
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different sensory modalities approaching the skin surface, thiisafirog orienting behaviours and
the implementation of defensive strategies (e.g., Graziano & Cooke, 2006).

It is not surprising, thus, that a noticeable amount of researcheoautiotactile links has
been devoted to investigate how these sensory modalities interatttei spatial attention
mechanisms (e.g., Driver & Spence, 1998; Gainotti, 2009; Ho, Santang8lmeré&e, 2009; Lloyd,
Merat, McGlone, & Spence, 2003; Spence, Nicholls, Gillespie, & Driv@98; See Section 4.6 for
neuroimaging evidence), whereas far less numerous are the stlmiohsaddressed audiotactile
attentional links in non-spatial domains (e.g., Dell’Acqua, Turatto,oBcdeur, 2001; Turatto,
Galfano, Bridgeman, & Umilta, 2004).

It is well known that attention is the cognitive process whicbwalus to select and
successively process just those stimuli that may be particgirent and of interest for us (Posner,
1980; Posner & Petersen, 1990). The most of the studies have focusetonreigealing that
people can focus their — visual — attention overtly (i.e., shiftyes end head toward the region of
interest) or covertly (i.e., in absence of head or eye movemamta) particular location, and so
facilitating the processing of stimuli occurring there (s=g., Posner, 1978, 1980). However, the
observation that analogous mechanisms could also hold within both heagngchtel, Butter,
& Ayvasik, 1996; Mondor & Zatorre, 1995; Schroger & Eimer, 1997; Spen&giger, 1994) and
touch (Bradshaw, Howard, Pierson, Phillips, & Bradshaw, 1992; Driveré<gnbacher, 1996;
Kilgard & Merzenich, 1995; Sathian & Burton, 1991; Whang, Burton, & Shulman, 1681lthe
researchers to explore the potential existence of crossmaeelatiatal links. Seminal studies, for
instance, tested for any audiovisual (Buchtel & Butter, 1988) and visimtdutter, Buchtel, &
Santucci, 1989) links in spatial attention using a variant of the vwal paradigm (Posner,
1978), even though a far more extensive investigation on this topicekaschrried out by Driver

and collaborators (see Driver & Spence, 1998, for a review).
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In this brief coverage of the topic, we will in particular focus @vert attentional
mechanisms, on both endogenous (i.e., driven by expectancies) or exagenodisven by salient
peripheral cues) components, behaviourally and physiologically consideretrag.dis

In one study, Spence and colleagues extensively investigatedrabemodal links in
exogenous covert spatial orienting, in vision, audition and touch (Spend®llslicGillespie, &
Driver, 1998). For the purposes of the present discussion, two of thee{peements reported,
those exploring the audiotactile stimulus pairing, were of particad@rest. In the Experiment 1, in
particular, the possibility that the presentation of a spatiadlgformative auditory cue on one side
could induce a covert endogenous shift in the tactile attention toutte side was assessed. The
participants were requested to make a speeded discriminatiorctite targets (i.e., continous vs.
pulsed), which were preceded by an auditory cue on the sametioe opposite side of the target
(50% vs. 50% of the trials). The results showed that the presentditeospatially uninformative
auditory cue determined an advantage (in terms if reactions tanes accuracy) in the
discrimination of tactile stimuli presented from the same (vs. a@asde of the body midline.
These data clearly show that the peripheral presentation of an auditogsulis in the orienting of
the attentional resources in another modality, the touch.

In the Experiment 3, the crossmodal audiotactile links in endogempatislsattention have been
studied by means of the orthogonal-cuing paradigm. In this taskcipanis make speeded
discriminations regarding the elevation (up vs. down) of randomly mex$erisual and auditory
stimuli presented from one of two vertical positions on each sidaeofridline. This time, the
spatially uninformative cues consisted of lateralized tastitauli. Again, clear cuing effects were
reported, with elevation judgments for both visual and auditory stibmifig faster and more
accurate when the cues were presented from the same, hatvéroim different, side of the targets.
These results show that the presentation of a peripheral @atilaffects the exogenous orienting

of both visual and auditory attention in the direction from where the cue was presented.
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Taken together, the results of both experiments unambiguously deneuhsh@ existence
of extensive crossmodal links between touch and audition (and vision)omer@us covert
orienting of the attentional resources.

A successive study contributed to the investigation of the topianbgstigating the
endogenous covert orienting between hearing and touch across thrdememise(Lloyd, Merat,
McGlone, & Spence, 2003. See also: Spence, Nicholls, & Driver, 2001). finsthexperiment, an
audiotactile version of the crossmodal congruency task (see Spavamni, Maravita, & Holmes,
2008). The participants held a foam cube between the index and the theaathdiand, keeping
the fingertips in contact with vibrotactile stimulators embeddethe cube, and were requested to
discriminated the elevation (up vs. down) of auditory and tactile tapyesented to either the left
or the right of fixation. The relative probability of occurrenéehe stimuli in each modality was
manipulated to encourage a prevalent focusing of the attentionalgesdaward the modality in
which the stimuli were more frequently presented (73% vs. 27% of lphdparespectively). The
participants were also verbally prompted to focus on one of the t&s, svhere the stimuli in the
primary modality were more likely to be presented. The reshitaved that the strong spatial
expectancy about target location in one modality induced an endogenouk apattzonal shift
selectively in the primary modality, but not in the other modathys suggesting that people are
able to prevent a shift of attention in the secondary modality in the directioshdt an the primary
modality. In other words, people can selectively direct and sustaindpatial auditory or tactile
attention to one side or the other with no effect on the spatiabdisbn of attention in the other
modality.

In the second experiment, equally strong but opposite spatial arpeEs within each
modality were induced. The blocks alternated between targets eadmecthe same side (either left
or right) for both audition and touch, and targets expected on diffedest for each modality (i.e.,
audition on the left, touch on the right, or vice versa). No primary secondary modality

distinction was introduced. In some blocks of trials, both auditory andetéatgets were more
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likely (83% of all trials) to be on a common side (i.e., leftright, respectively) with the
participants being verbally informed of these probabilities in adualmc other blocks of trials,
tactile and auditory targets were both more likely (83% ofrallst for each modality) to be on
opposite sides (i.e., throughout a block tactile targets were moreadgnon the left and auditory
targets on the right, or vice versa).

The results of the experiment showed that people can shift arainshsth their auditory
and tactile endogenous spatial attention in the same directiontanealisly and direct their
attention in the two modalities to opposite side, provided that theilasnprobabilities and the
instructions favour such a split of attention.

In their final experiment, Lloyd and coworkers manipulated theiggaanhts’ posture in
order to evaluate whether the crossmodal attentional links o&@deding to a representation that
code for the current position of stimuli in the external spaceather, they are refer to a spatial
representation based on anatomical coordinates. The design was ¢hesstéue Experiment 2, with
the sole exception that the task could have been performed in ¢hessed or in the crossed
posture. The pattern of results reported suggested that the atildiotguresentation of space refers
to external locations, inducing a facilitation of the processingeofory stimuli presented on the
same region of space, independently from the part of body stimulated.

Taken together, the results of these experiments demonstraie thatspatial domain, the
endogenous links occurring between audition and touch are characterizedidheradegree of
independence than what has been found for audiovisual (Driver, & Spence, 198t &deriver,
1996) and visuotactile (Spence, Pavani, & Driver, 2000) pairings. Indegglepgould be able to
endogenously direct and sustain the auditory or tactile attention,nwiteffect on the spatial
distribution of the attentional resources in the other modality. Howpeeple would find harder to
split their expectancies in the two modalities on different siddeer than direct them on the same
side. According to Lloyd and colleagues, this pattern of resudtdd be compatible with a

‘separable-but-linked’ view of crossmodal links in endogenous spateitian, postulating the
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existence of separable attentional systems for audition and tohih are though synergistically
activated under certain circumstances.

Electrophysiological studies have extended the evidence by Lloydodiedgues, providing
clues about the differential distribution of the endogenous spatetiatt resources across time
(Eimer, van Velzen, & Driver, 2002; Hotting, Rosler, & Roéder, 2003). Hotdind colleagues
(2003), for instance, found that early processing stages are irdtiieycboth spatial-selective and
modality-selective attentional mechanisms, whereas during d&ges the latter seem to prevail.
However, the restraint of attentional resources to one sensory ty@ddéter processing cognitive
stages seems to affect the perceptual performance, provided, hothavehe cognitive demands
are high. For instance, Gescheider, Sager, & Ruffolo (1975) found thasthbulion of attention
between touch and audition significantly decreased the level of tfeemance when people were
engaged in a simultaneous auditory and tactile perceptual tasknmgguiarge amount of cognitive
processing as compared to performance in each modality in isol@hiese data show, thus, that
when the level of difficulty of the task is increased — as faaatitory and a tactile task performed
at the same time - people’s cognitive — but not perceptual — processing is distuptbe contrary,
unimodal and bimodal perceptual tasks are performed at a sameflpveficiency when cognitive
demands were low (cf. Ho, Santangelo, & Spence, 2009; for differerdpturing effect of
audiotactile pairs of stimuli during high vs. low cognitively demanding visual)tasks

Despite the great amount of studies aimed to investigate hHewtiah participates in the
multisensory integration mechanisms, the issue of how attention sgaescenformation from
different sensory modalities coming from the same spatialtimt has been far less investigated
(Spence, Lloyd, McGlone, Nicholls, & Driver, 2000; Spence, 2002; Turattosddhalfano, &
Umilta, 2004).

In Turatto et al.’s study (2004), two stimuli, either presentechéndame or in different
modalities, were delivered from the same spatial location anel separated by a variable temporal

gap, the task consisting in a speeded discrimination of the secondustiof the pair (crossmodal
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exogenous cuing paradigm). Overall, the data showed that when theréktag between the two
stimuli was very brief, the first, task-irrelevant, stimulcesught the attention to its modality,
inducing a faster discrimination performance of the second stimwdgemted when the two stimuli
were ipsimodal as compared to when they were crossmodal. Whéa aactiauditory stimuli were
involved and the modality of the first stimulus was uncorrelated thie modality of the second
(i.e., the modality of the first stimulus was not predictive of rtiedality of the second stimulus;
Experiments 1), a significant symmetrical modality-driveeratonal capture was demonstrated at
shorter intervals (i.e., smaller than 150). At longer temporahiats (until 600 ms), however, the
exogenous control of attention seemed to hold exclusively for audition, bidgrriotich (i.e., with
an auditory stimulus affecting the processing of the subsequent tactidusjinsuggesting a longer
lasting crossmodal effect exerted by auditory stimuli as cosdp@ tactile stimuli. In a successive
experiment (Experiment 2), the participants’ attention was inducegetfully focused on the
modality of the second stimulus of the pair (i.e., the participants knadvance that the modality
would be kept constant throughout each block of trials). The resultsatelithe pattern observed
in the previous study, with delayed latencies in discriminatingelcend stimulus of the pair when
it was preceded by a crossmodal (vs. ipsimodal) stimulus. Thierese would suggest that, for
relatively brief interstimulus intervals, the attentional altaoa across modalities is highly
automatic and driven by exogenous factors rather than the part&ipapectancies. According to
Turatto and collaborators, the selective facilitation of theoperdnce in the conditions when the
pair of stimuli consists in ipsimodal instead of crossmodal inputsdvbel consistent with the
existence of a supramodal attentional mechanism. This speculaiidd parallel the findings of
studies investigating the attentional blink phenomenon, showing thatral cgteéntional limitation
would occur when the first- and the second-target stimuli aesepted in different sensory
modalities (cf. Dell’Acqua et al., 2001). This theoretical framoaild, however, contrast with Lloyd
et al.’s observations, which are, as we have seen, more in suppaeEdrate-but-linked different

attentional systems model. However, as pointed out by the authomselves, this discrepancy
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would be resolved by taking into account the difference of purposesdretive studies, including

their own one, investigating crossmodal attentional effects’faejla et al., 2001; Spence et al.,
2000; Turatto et al., 2004) and those mainly focused on the spatiakfeafuattention (Spence,
2001). Since in the audiotactile domain attention seems to operatadiffigtent mechanisms

according to the specific stage of information processing,ntrc# be excluded that attention
selects incoming auditory and/or tactile information accordingtiherea supramodal or a modality
specific system depending on the stage of processing that is considered.

One last remark worth mentioning, given the consistency with whishbhéan reported, is
the recursive finding that people engaged in different typology of aatiietattentional tasks often
found particularly hard to shift their attentional resources away touch (e.g., Eimer & Driver,
2000; Gondan, Lange, Rdosler, & Roder, 2004; Hanson, Whitaker, & Heron, 2009; Ld&Rgeek,
2006; Roland, 1982; Spence, 2002; Spence, Nicholls, & Driver, 2001).

For instance, in Spence and coworkers’study (2001), participants reguested to make
speeded spatial discrimination judgments (left vs. right) to anedigtable sequence of auditory,
visual and tactile stimuli targets. Crucially, whereasame blocks of trials an equal number of
targets was presented in each modality and participants imstracted to divide their attention
equally between all three modalities, in other blocks, the majoray 75%) of the targets were
presented in just one (to be expected) modality. Not surprisinglye#iations times for targets in
an unexpected modality were slower than when that modality wastegpar no expectancy was
applied. According to the authors, this effect of modality expectaacy be primarily as be
interpreted as costs for the unexpected modality rather than befogfithe expected modality.
Indeed, the latter can be considered as the consequence of tlimnepethe stimulus in the same
modality across the trials, rather than the effect of a pemdypgenous expectancy mechanism (see
also Gondan et al., 2004). The most intriguing finding here derived thersomparison between
the latencies in response to the tactile (vs. auditory and visugbBts. The observation that the

larger costs were associated with a violated tactile expmttendeed suggested a larger cost of
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shifting attention away from touch than from either audition or visein §pence, Kettenmann,
Kobal, & McGlone, 2000). Comparable results have been obtained in aedpdetkction task
involving the presentation of visual, auditory and tactile targetgnditons where attention could
be either focused on a single modality or divided between multiplelitesl@Hanson et al., 2009).
The analysis showed that no significant differences were ngré@sdactile reaction time in any
conditions; however, both visual and auditory reaction times were dlaken observers were
required to divide their attention between multiple sensory channedsaiithors have advanced
some explanations for this apparent difficulty in shifting atteraiway from the tactile modality by
taking into account the philosophical conceptualization of touch (Martin, 19®f&yently from
distal senses, such as vision and audition, touch can not be decouple@yetience of our own
body. This closer relation of touch with body representation renderexiperience of a tactile
sensation more distinctive, somehow more ‘urgent’ (Hanson et al., 2000}jhiaexperience of
either visual or auditory sensations. According to this view, theletas¢énsations would be
prioritized over visual or auditory events, and possibly even processadoaver level, ‘pre-
attentively’, as shown by the failing of any attempt to maguiactile processing latencies (Hanson
et al., 2009; Spence et al., 2001). These explanations, which to date heendasstrong empirical

support, is rather tentative and points to the necessity of further explore thasypissue.

4.6. Audiotactile spatial attention: Neuroimaging studies

The neuroimaging studies aimed to investigate the attentional betegeen hearing and
touch have also mainly focused on the spatial domain (Eimer, Cocklmeualle&y, & Driver, 2001,
Eimer & Driver, 2001; Eimer, van Velzen, & Driver, 2002; Hoétting, Risk Roder, 2003;
Menning, Ackermann, Hertrich, & Klaus Mathiak 2005), with just a &ggloring other domain,
such as temporal perception (Lange & Rdder, 2006).

As pointed out by Eimer & Driver (2001), the exclusive use of behaalivechniques does

not allow disentangling whether the results observable behavioueallpe attributed to genuinely
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perceptual or rather to post- perceptual processes. In this regard, theetatedtpotentials (ERPS),
allowing a recording of the neuronal activity with a high tempogablution, provide a suitable
insight into the differentiation of the different stages in the msiog of visual, auditory, tactile
stimulation in crossmodal attention tasks. Indeed, the successivev&rRiorms reflect different
stages in the processing of the sensory events, with short-latemgonents — the ‘exogenous’
components - being sensory-specific (i.e., varying according tphyscal features of the stimuli
and being detectable in correspondence with specific brain amdspnger-latency components —
the ‘endogenous’ components - being related to post-perceptual prgcestsiges (i.e.,
identification and categorization) and/or response selection/execaidnbeing more spatially
distributed. What is more, this technique provides measures useful to determing waitostsreodal
attentional orienting processes are governed by a unique, suprameaipdl system, or rather,
consists of a network of interconnected modality-specific attentional systems

In one of the first attempts to study crossmodal attentional amédls, Eimer and
colleagues (Eimer et al., 2001; Experiment 2) investigated gatak coordinates of crossmodal
links between hearing and touch. More specifically, these linksl cmuteflected in the increase of
activation of the contralateral hemisphere within one modality {oach) which could then affect
the processing of the other modality (i.e., audition) within the sacterate hemisphere.
Alternatively, the crossmodal links can refer to a more abstpattal frame of reference, referring
to the location of stimuli from different modalities within axtal space. In this task, participants
were asked to attend to the left or the right hand to detectjirgne tactile targets, while keeping
the hands in uncrossed or crossed posture. Auditory stimuli servéaskasrelevant stimuli.
According to the rationale of the experiment, if the audiotasfiatial links are based on an
external frame of reference, an increase of the activity shmulobserved when both stimuli are
presented on the same side of external space, irrespectivehavigiosture. On the contrary, large
activation should be observed for a stimulus on the same side dtetited hand in the uncrossed

posture, and on the opposite side to the attended hand in the crossed posttesuliherovide
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support to the hypothesis that crossmodal links in spatial attertobaged on external spatial
frames, rather than on initial hemispheric projections, with stifoghted in the same external
portion of space as the attended hand causing an ERP enhancement, intbogk. doterestingly,
even though the ERP results for the secondary modality did not shyomadulation as a function
of the posture, it strongly affected the ERP results consequerdctite tstimulation. In the
uncrossed hand condition, spatial attention within touch was reflectd émhancement of early
somatosensory components at lateral central electrodes and sustahlmenced negativities at
lateral central at midline sites. In contrast, in the crossed ltondition, the somatosensory ERP
effects were reduced or eliminated, and sustained negatiwies delayed and reduced in
amplitude. It is likely that the conflict induced by crossing thedsahas induced a reduction in the
efficiency in processing tactile signals.

In another study, participants directed attention to the sideatedidy a — visual, auditory,
or tactile - cue to detect infrequent auditory or tactilgdts at the cued side, with the relevant
modality (i.e., audition or touch) being blocked (Eimer et al., 2002). Thdtseshowed that ERP
modulations sensitive to the cued direction of an endogenous attentidhateshihighly similar in
the audition- and touch-relevant conditions. Namely, an anterior negatvitsalateral to the cued
side was followed by a contralateral positivity at posteri@ssilnterestingly, these effects did not
differ as a function of whether the cues signalled which sideralagant for audition or touch.
However, contrarily to the effects of spatial attention on audiBRPs in the touch-relevant
condition, directing attention in the audition-relevant condition did not infridactile ERPs.
While reliable attentional modulations of somatosensory ERPs aleserved when touch was
relevant, no such effects were present in the audition-relevanttioondi thus seems that touch
can be ‘decoupled’ when task-irrelevant from the spatial tireo©f attention in an auditory task,
compatibly with a ‘separable-but-linked’ view of the crossmodslibetween hearing and touch

(cf. Lloyd et al., 2003. See Section 4.7).
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Since the effects of tactually directed attention on auditorfPERere similar to the
auditory ERP modulation induced by visually guided attention (cf. Einsdréger, 1998), the
authors concluded that the spatial selection of a cued location israg@ia(Eimer, 2001; Eimer &
Driver, 2001. Cf. Karns & Knight, 2009).

Whereas in Eimer and collaborators’ studies the links betweenicaudihd touch were
examined in a transient attention condition (i.e., the position to bedattevas indicated by a cue
at the beginning of each trial), Hotting et al. (2003) investthatbether attending stimuli in one
modality modulates ERPs to stimuli presented in the other modalttgr conditions of sustained
attention. In their study, stimuli of both modalities were preserdaadomly from the left and the
right side and participants were asked to attend to one modalitgne side and respond to
infrequent deviant stimuli (i.e., double tones or double touches, respediviiisgy modality and
that side only. This design allowed to test unimodal and crossmodall saegntion effects as well
as intermodal attention effects and to assess the effectessimodal and intermodal attention on
the processing of somatosensory and auditory stimuli. The analykis BRP data revealed that an
endogenous shift of auditory attention to one side resulted in a sighiéichancement of auditory
ERPs at both early and late temporal windows, and that a skefttdé spatial attention resulted in
a significant enhancement of both early and late somatosensory BRfimuli in the attended
modality on the attended (vs. unattended) side. Moreover, when patictpaacted their attention
to a spatial position, stimuli of the unattended modality presentdet atttended position elicited
more pronounced ERPs than when presented at an unattended position, thusvgieinge of the
existence of crossmodal links in endogenous spatial attention betwai@inraand touch. As can
be inferred, some differences emerge from the comparison of auidkotatks between the
sustained and transient forms of attentional orienting. Indeed, diffefesrh Eimer et al. (2001),
which found that although auditory ERPs were affected by a transient shiftilef a#temntion to one
side or the other, there were no similar effects of a gahshift of auditory attention on ERPs to

tactile stimuli, Hotting et al. found that a sustained shifatbéntion in either modality elicited a
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small but significant shift of attention in the other modality.sTiaises the opportunity of further
investigations trying to determine more precisely the naturtheflinks in endogenous spatial
attention between audition and touch.

Whereas in previous studies, stimulations were always delivereddose to the hands, in
a subsequent study aimed to investigate how audiotactile spatial attemtksdgliffer as a function
of the portion of peripersonal space stimulated, the tactiletsaogpuld be presented on the right or
left side of the participant’s face or to the right or left handhat study, the auditory primes were
presented in the space surrounding the face and the hands, respadiareling et al., 2005). The
results showed that when the tactile prime was presented to tteppat's face, the N100
component evoked by the auditory stimuli was increased when thdistiere presented from the
same (vs. opposite) side (Menning et al., 2005). Similarly, the P5(ammnt was more
pronounced when the source of stimulation was proximal (i.e., presemied cfose to the
participant’s face). According to Menning et al., this eviden@disistent with the hypothesis that
stimuli presented within close peripersonal space are more pramimeattracting attentional
resources as compared to stimuli that are presented in mtamet deggions (see also Ho & Spence,
in press).

Distinguishing from the studies above described is the studydauicby Lange and Roéder
(2006), which, investigated whether and how focusing attention on a pointdn-tiot in space —
influences the processing of auditory and tactile stimuli. Irr $tedy, participants were presented
with short (600 msec) and long (1200 msec) empty intervals, markedtagtile onset and an
auditory or a tactile offset marker, and, on a block-basis, agkedtend one interval and one
modality. Both the behavioural and electrophysiological data demonstratésctigihg attention to
a point in time facilitates the processing of both auditory artdeatimuli. More specifically, as
shown by response latencies, stimuli at an attended point in tieng@racessed faster than
unattended stimuli, and irrespectively of which modality was takkrant. Moreover, an

enhancement of early negative deflections of the auditory and asenabry ERPs (audition, 100—
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140 msec; touch, 130-180 msec) were observed when audition or touch wkerelesant,
respectively. The effect of temporal attention on stimulus psoogsvas also observed for task-
irrelevant auditory stimuli when touch was task relevant (cf. Roland, 1982).

Taken together, these data show that in the audiotactile domagatalg attention in time
does not only affect processing within a task-relevant modality Isat ia a task-irrelevant

modality.

4.7. Crossmodal interactionsin the perception of motion

A large body of empirical research has investigated how sensmtglities convey dynamic
information (e.g., Gardner & Sklar, 1994; Getzmann & Lewald, 2007; Soteé& Kingstone,
2004; Sekuler, Watamaniuk, & Blake, 2002). In particular, many researblage attempted to
investigate how the senses (e.g., audition, vision, and touch) inte@ovide a representation of
dynamic perceptual events (e.g., Alais & Burr, 2004; Anstis, 19€8siBaia, Killebrew, & Craig,
2006; Craig, 2006; Huddleston, Lewis, Phinney, & DeYoe, 2008; Lakatos 8aBhef®97; Meyer
& Wouerger, 2001; Senkowski, Saint-Amour, Kelly, & Foxe, 2007; see also-Faoaxo &
Kingstone, 2004, for a review). This issue is of particular integbgtn that multisensory
integration is central to our perception of motion for many everydggcts and events (cf. Zihl,
von Cramon, & Mai, 1983). For instance, information concerning the rapidagpof a car is not
only provided by visual cues (i.e., the rapid expansion of the retingleintaut also by auditory
(i.e., the increasing sound emitted by the engine) and perhaps etilen(i@., the displacement of
the air) cues.

Much research has also addressed the role of crossmodal procassgiegperception of
apparent motion (Soto-Faraco, Kingstone, & Spence, 2003, for a review)impnession of
apparent movement is experienced when two stationary stimulligolayed in rapid succession
from two different spatial positions. Although no physical movemepteasent, the observer has

the impression of a single object moving continuously through spaweoine position to the other.
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Largely investigated in vision (e.g., Ramachandran & Anstis, 1986thé/erer, 1912; Yantis &
Nakama, 1998), this phenomenon has also been shown to occur in the auditor$3t{gbel,
Manligas, & Perrott, 1989; Griffiths, Bench, & Frackowiak, 1994) aruafiléa(e.g., Gardner &
Sklar, 1994; Kirman, 1974; Olausson & Norrsell, 1993; Vitello & Ernst, 2000alities as well
(see Kolers, 1972, for a review). The perception of apparent motion islatemtilby the
spatiotemporal relations between the displayed stimuli. According to the'&k915) third law of
apparent motion, the interstimulus interval required for optimal apparetion is a function of the
distance between stimulus positions provided that stimulus exposur®clanad intensity are kept
constant. These parameters, originally established for the cagisual apparent motion, also
generalize to tactile and auditory apparent motion, thus suggdsénat least to a certain extent,
the spatiotemporal properties of apparent motion are shared #dercgnsory modalities (Lakatos
& Shepard, 1997; although see Strybel, Manligas, Chan & Perrott, 1990).

One experimental paradigm that has frequently been used in yeeestto investigate how
sensory modalities interact in the perception of apparent motidgheis‘crossmodal dynamic
capture” task (Soto-Faraco, Lyons, Gazzaniga, Spence, & Kings2002). In a typical study
crossmodal dynamic capture task, two pairs of unimodal stimallpgesented from two different
spatial locations at the appropriate temporal interval in odgivie rise to the impression of one
apparent motion stream in each sensory modality. Participantsisrected to determine the
direction of motion in the target modality while simultaneoushng to ignore the apparent motion
of the stimuli presented in the distractor modality. People arerghty able to accurately judge the
direction of the target motion when it is concurrently presentéad spatially congruent distractor
motion, when presented asynchronously with respect to the distracttonmor else when
presented in isolation (i.e., in the absence of any distractoulgtillowever, participants’
performance is often dramatically impaired when they haveytantd determine the direction of a
target stream presented at the same time as a distrimetonsnoving in the opposite direction. The

crossmodal dynamic capture effect has now been examined betageusvdifferent pairs of
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sensory modalities, such as between vision and audition (Sarfabttal-araco, & Spence, 2004,
2007), between vision and touch (see Lyons, Sanabria, Vatakis, & Spence, a8@B6aiaco,
Spence, & Kingstone, 2004a), and between touch and audition (Sanabri&a&mo, & Spence,
2005; Soto-Faraco et al., 2004a).

The pattern of results reported in these studies suggests tluantlagn of apparent motion
perception is characterized by specific asymmetriesstasgvely documented in the multisensory
integration of static stimuli (see Bertelson & Gelder, 2004{iGaet al., 2002). In particular, visual
motion has been found to profoundly influence the perception of both auditory @atmFet al.,
2004b; Strybel & Vatakis, 2004) and tactile (Lyons et al., 2006) motiath, & capture effect
occurring in approximately 50% and 40% of responses, respectivelg, wiguial apparent motion
tends not to be captured by stimuli presented in the other modalities.

In the audiotactile domain, contrary to what has been reported for inmdality pairings
involving vision, the dynamic capture effect occurs in both directioasgl®ia, Soto-Faraco, &
Spence, 2005; Soto-Faraco et al., 2004a), with touch capturing audition andnacdfturing
touch. However, the effect has been shown to be stronger when the target motiaiong andithe
distractors are tactile than when the target motion isld¢aetnd the distractors are auditory
(occurring in 35% and 15% of responses, respectively).

The nature of the crossmodal dynamic capture effect — i.e., whetleflects a genuinely
perceptual and/or a post-perceptual/decisional phenomenon — has beegatedsticently (Soto-
Faraco et al., 2005). Controlling for response-compatibility confourels §iy making participants
report whether the two streams moved in the same vs. differeatioin®instead of discriminating
between the right vs. left direction of the target stream) anthé use of response strategies (i.e.,
by presenting the streams at SOAs at which directionalntgton is not consciously available to
the observer), the authors found that the thresholds obtained for corestiodal discrimination
were higher when the two streams were presented togethemtiem they were presented in

isolation, thus supporting the account of a perceptual integration of the moving signals.
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The perceptual nature of the capture effect (although note that@mmtribution of post-perceptual
factors related to the decision making and/or the response exeanioot de rejected completely
in all cases/studies; see Soto-Faraco et al., 2005) led Soto-Faraco and dusieslte consider it as
a genuine capture-like phenomenon, and not just simply the interfereone sensory modality on
people’s ability to accurately process the direction in the othedality. This hypothesis is
supported by the evidence according to which in the crossmodal kdsckofnpared to the
unimodal baseline block) there is a significant decrement of tirettde directionally incongruent
trials, accompanied by a slight (albeit not significant) ineeean perceptual sensitivity on
directionally congruent trials (Sanabria, Spence, & Soto-Faraco, 2007).

In other words, under the appropriate spatiotemporal conditions, takk+ant (apparent)
motion can significantly affect the direction in which the tar@gparent) motion is perceived to
occur. Indeed, in the audiovisual version of the dynamic captureittésls been reported that the
participants not only fail to report correctly the direction of thrget stream but also report having
perceived the auditory stimulus as moving in the same direction as the visudlist{Soto-Faraco,
Spence, & Kingstone, 2004b; Soto-Faraco et al., 2005). Some tentagve estdence has also
suggested that a fusion of the signals also occurs in the cHse érception of motion presented
in the auditory and tactile modalities (Ooshima, Hashimoto, Ando, Wa#agaKajimoto, 2008),
possibly underlying the capture effect observed in the audiotactégomeof the task (Sanabria,
Soto-Faraco, & Spence, 2005; Soto-Faraco et al., 2004a).

Assessing whether the asymmetrical capture effect reportedcedre audition and touch
reflects inherent constraints in the organization of specificgpual systems (and thus it is
consistently replicable across different experimental conditionsyhether instead it reflects the
specific set of stimulus parameters used in previous studidglfas is liable to be affected by the
changes of the experimental conditions) is specifically addtesgbe experimental investigations

reported in the Sections 9.2 and 9.3
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4.8. Audiotactile spatial interactionsin neurological populations

The studies presented so far all refer to neurologically inpacticipants. However,
evidence in support of audiotactile interactions in the peripersonz @& been shown to assume
singular features in neurological patients as well.

For instance, studies on extinction have shown remarkable interabigbtween sensory
modalities (see Brozzoli, Dematte, Pavani, Frassinetti, &d;&006, for a review). Extinction is a
clinical sign observed as a consequence of brain damage, wheradntatie able to detect a
single stimulus presented either to the ipsi- or to the conimalgsside of the body, but fail to
report the contralesional stimulus when a concurrent stimulus isnpeelson the ipsilesional side.
In the present context, we will focus on the crossmodal links imatkdn which involve hearing
and touch, even though similar phenomena have been also described betwkemntbwuision
(Ladavas, di Pellegrino, Farné, & Zeloni, 1998).

The influence of sounds on the performance of right brain-damaged patfected by left
tactile extinction has been explored in different studies (Lad&®esni, & Farné, 2001; Farné &
Ladavas, 2002). It has been shown that the concurrent presentation of sounds on the dfytiteside
head while touches are delivered on the left side of the nexightrinterfered with the processing
of the tactile stimuli (crossmodal auditory-tactile extinctidnjerestingly, this interference varied
as a function of the distance from which the auditory stimuli vpeesented, with a stronger
interference occurring when the sounds were delivered near the ileeaavi(hin 20 cm) and a
much weaker interference when they were presented far frofmetiee (i.e., 70 cm). Furthermore,
the magnitude of the crossmodal extinction significantly varged &unction of the complexity of
the sounds used. Namely, pure tone exerted a weaker influence, wiichsivected to the region
of space behind patients’ head. On the contrary, the extinction determined &yoiké bursts was
remarkable, in both frontal and rear space, and even comparabledicetlobtained with touches

(cf. Graziano et al., 1999).
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These data clearly show that the competition between the sighahodulated by the
distance in peripersonal space of the sound source, with extinction premoestricted to the
peripersonal space surrounding the head. The observation that crossitesdefions in extinction
varies as a function of different parameters (e.g., distanceebetthie stimuli and the body, spatial
location of stimulation, auditory complexity) is consistent with adalar organization of the
peripersonal space, which respond to the necessity of representangrdiispects of the occurring
stimulation and of pursuing multiple purposes (see Section 4.4 on this point).

As already mentioned, the cases of synaesthetic phenomena Wwihandiotactile domain
are remarkably less numerous than those reported in other sensoinsi¢gea Section 2.6). A
recent neurological case of a patient suffering from strokered, however, the singular
opportunity to observe a form of auditory-tactile synaesthesia, mchwsounds produce
somatosensory percepts. As a consequence of a right frontopl@setal this patient developed
alloesthesia, a clinical condition in which patients experience stimuli @idbepposite to the side
of stimulation (Ortigue, Jabaudon, Landis, Michel, Maravita, & Blank@05). In the case
described by Ortigue and collaborators, when double bilateral stimaug delivered,(i.e., left
touch/left sound, left touch/right sound, right touch/left sound, right togth/sound),the stimulus
in the task-relevant modality (i.e., audition or touch, alternativelgs always reported.
Interestingly, however, relevant left-sided stimuli were regabes delivered to the right side in the
three fourth of the trials, with the localization of right-sidedhali unaffected. Moreover, there was
a trend for task-relevant touches delivered to different parts difathe (i.e., face, hand, foot) to be
mainly mislocalized towards the face, whereas auditory tdskeamet stimuli were significantly
mislocalized when the touches were applied to the face or thaihe, but not when they were
applied to the foot. The systematic mislocalization to the rigl#, svhich was specific for this
modality pair, followed thus precise spatial rules, with mislaasibn always occurring from left-
sided lower body parts towards the right side of the face andeshtfe affecting different parts of

the body. Considering the specificity of the direction of the madipation (left to right), the
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authors interpreted this pattern of performance as an attentlisatder affecting the
interhemispheric competition between the neural representationasairgeevents during bilateral
simultaneous stimulation. Moreover, since the mislocalization afletagtimuli occurred to the
homologous part of the body, it could not be excluded that the corregbioohthe stimulus was
coded at a preattentive level, thus possibly suggesting an in&tigmedf this impairment as a
preattentive modulation of multisensory integration within the peripersonal.space

In a subsequent neuroimaging investigation involving the same patlentneural
activations induced by, respectively, auditory and tactile stimeliewput in comparison with
healthy controls (Beauchamp & Ro, 2008). The results showed a diiéneattern of activations
in the patient, as compared to the controls, in the secondary sonsatgyseortex in the parietal
operculum, a region adjacent to auditory association areas whmh weak but consistent
responses to auditory stimuli, in addition to somatosensory stimule (€bal., 2002; Ozcan et al.,
2005; Schurmann et al., 2006). This area has been found to respond to soundsalydspiase
more prone to evoke synaesthetic somatosensory percepts much orayky $trthe patient than in
the controls and, conversely, less to somatosensory stimuli in tleatpaaimpared to the controls.
Moreover, the overall brain responses to touches were weaker than shebseeved in controls.
This double dissociation of weaker responses to somatosensory stirdudtronger responses to
auditory stimuli in the secondary somatosensory area in the petiapiared with normal controls
suggests the possible functional reorganization intervening betWeesiroke and the time of the
testing (i.e., six years after the event), with a progressiwging of auditory inputs into the
deprived somatosensory cortex. According to the authors, the stroke-indciced somatosensory
thalamic input might have allowed short-term unmasking of @yrexisting connections between
adjacent auditory and somatosensory cortex. Even though not extenspleiree by the authors,
their study raises the intriguing possibility that also théathas could play a significant role in

multisensory integration processes (cf. Naumer & van den Bos€lg).20he application of
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advanced imaging methods could possibly contribute in future investigdatoa better definition

of anatomical connections underlying the integration of sensory signals dtleeeka
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Chapter 5.

Neural substrates of audiotactile interactions

5.1. Introduction

Numerous studies using various techniques have contributed in delving inteeuhs
substrates subserving audiotactile interactions behaviourally valbéer(see previous Sections).
However, even though a large amount of evidence regarding both afengalsats: Barth, Kithas,
& Di, 1993; cats: Clemo, Allman, Donlan, & Meredith, 2007; Dehner, Kenis@lemo, &
Meredith, 2004; gerbils: Budinger, Hess, & Scheich, 2006; ferretsstteniAllman, Meredith, &
Clemo, 2009; and monkeys: Kayser, Petkov, Augath, & Logothetis, 2005; Watacechandran,
& Stein, 2004) and humans (e.g., Caetano & Jousmaki, 2006; Foxe, Moroczy Mdiggins,
Javitt, & Schroeder, 2000. Cf. Gobbelé, Schirmann, Forss, Juottonen, Buchnearj, £093;
Lutkenhoner, Lammertmann, Simdes, & Hari, 2002) are at presentlaeaithe pattern emerging
from them look somehow mixed and deserving further investigationsinstance, there are
evidence suggesting that the interactions occurring between toua@itidn can be asymmetrical
in nature when different parts of the body are put in comparisgn f@nds vs. face: Fu et al.,
2003; Menning, Ackermann, Hertrich, & Mathiak, 2005; hands vs. feet. Beapchéasar, Frye,
& Ro, 2008; Kayser et al., 2005) and/or groups with different levels ofresgare involved (e.g.,
musicians vs. non-musicians; Pantev, Lappe, Herholz, Trainor, 2009; Schulz,&REsstev,
2003). Moreover, just as other sensory domain, also audiotactile irdesaeti neural level have
been consistently proved to be prone to reorganization processes,ssogesaoccurring as a
consequence of sensory deprivation (e.g., Auer, Bernstein, Sungkaghgk, 2007; Levanen,
Jousmaki, & Hari, 1998).

Recent studies have provided evidence for multisensory convergence noin othlg
typically defined ‘polisensory’ or ‘associative’ areas, bubads low level stages of the sensory
cortical pathways, in areas traditionally considered as unisenisolyoth monkeys (Foxe and

Schroeder 2005; Kayser et al., 2005; Smiley & Falchier, 2009) and humaippats (Foxe et al.,
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2002; Ozcan et al., 2005; Schirmann et al., 2006. See Kayser & LogothetisM2B@icchia &
Schroeder, 2009; Schroeder & Foxe, 2005 for reviews).

What is more, whereas somatosensory stimulations evoke activiatithres auditory cortex
(e.g., Fu et al., 2003; Hackett, Smiley, Ulbert, Karmos, Lakatos, Mothe, & Schroeder, 2007,
Schroeder, Lindsley, Specht, Marcovici, Smiley, & Javitt, 2001; Schiurmaetad, Hlushchuk,
Jousméki, & Hari, 2006), no evidence of audiotactile multisensory attegroccurring in the
somatosensory cortex has been thus far observed in humans (seahyie@ for evidence in
animals).

In the present chapter, we will provide an overview of the curtaté sf art on this topic,
by firstly reviewing the general principles ruling the muatisory integration processes at the
neuronal level (see Section 5.2 and 5.3), then describing in moié aletetactile integration

mechanisms occurring, respectively, in monkeys (see Section 5.4) and humanst(sed® S¢c

5.2. General features of multisensory integration at neuronal level

The pioneering contribution to the understanding of the neural cosaéteow signals
coming from different sensory channels are merged together istovtkd studies in the superior
colliculus performed by Stein and Meredith (1993).

This midbrain structure is characterized by a high proportion ofonsuresponding to
stimuli from more than a single sense (i.e., multisensory neutthbns))eading Stein and Meredith
to consider it a suitable model for the study of their propeftsin & Stanford, 2008 for a
review). The processes through which the inputs delivered by alffesensory pathways (i.e.,
visual, auditory, and somatosensory) are fused together has beé&dlabeltisensory integration’
(e.g., Stein & Meredith, 1993; Calvert, Spence, & Stein, 2004. Multisensbegration is
commonly assessed by considering the effectiveness of a odesstimulus combination, in
relation to that of its component stimuli, for evoking some responses tine organism. For

instance, the magnitude of a response to an event that has both aamitdagtiie components is
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compared with that for the auditory and the tactile stimuli al&meoperational principle has been
derived in order to define multisensory integration at the leval sihgle neuron: the crossmodal
combination of stimuli evokes number of impulses which is significdngier than the number of
impulses evoked by the most effective of these stimuli individuallgrnatively, it has been used
the term of ‘multisensory convergence’ when a response eliciteddgtimulus can be modulated
(enhanced or depressed) by a stimulus from another modality (Eeapc2005b. See also: Kayser
& Logothetis, 2007). Multisensory neurons show this kind of multisensoryecgence, as their
responses can be affected by several sensory modalitiesd Basthe study of such neurons’
response properties, some principles for sensory integration havefdsearnated. The spatial
principle is based on the evidence that each multisensory neuroruhgdenmeceptive fields, one
for each modality to which it is sensitive to. For multisensoryrares, the receptive fields of
different modalities overlap. Only stimuli in spatial regisf#kely originating from the same
external source), would fall within this overlap, thus inducing an emgamesponse; on the
contrary, stimuli from disparate locations would fall outside thiea, failing to induce any
enhancement or even causing a response depression if the secongdieawlithin an inhibitory
area. A second principle claims that only stimuli which occur cioséime cause response
enhancement, whereas stimuli separated in time just induce resmmmsparable to the ones
evoked by unisensory stimuli. Lastly, the strength of response miodulsiinversely related to the
effectiveness of individual signals to induce a response (principlavefse effectiveness). As
already mentioned (see Section 5.2), these principles suggesttiarfahtink between neuronal
activity and behavioural benefits of sensory integration. Furtherrttegegperational definition of
the properties of multisensory neurons allowed typifying the aartegions and brain structures
which have multisensory properties. In the next section, we wikkwethe cortical regions which
have been found to be capable of integrating crossmodal cues fromstia auditory and

somatosensory systems.
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5.3. Multisensory areas

Several cortical areas have been identified on the basis ofrthkisensory properties, both
in animals (Jiang, Jiang, & Stein, 2002; Keniston et al., 2009; Wala&tein, 1994) and in
humans (e.g., Calvert, 2001; Calvert & Thesen, 2004). In the present corgewt)l iocus on
studies which have explored this topic in primates and humans. imat&que monkey, important
multisensory regions responding to somatosensory, auditory and visuall $iave been detected
in correspondence of the caudal part of the superior temporal $¢8[E8s also known as ‘superior
temporal polysensory’; Bruce, Desimone, Gross, 1981; Hikosaka, Iwto, &Tanaka, 1988),
the ventral intraparietal area (VIP; Colby, Duhamel, & Goldb&893; Bremmer, 2005), and the
frontal cortex (Chavis & Pandya, 1976; Matelli & Luppino, 2001), (see &tiaz & Schroeder,
2006 for a review. See also: Wallace et al., 2004b).

In particular, the ventral intraparietal region, located in timelfis of the intraparietal sulcus,
has been shown to respond not only to visual, auditory and somatosensoty (sspecially
moving stimuli), but also to vestibular stimuli. In spatial proximity to VIP, tiheptero-parietal area
(Tpt), located in the posterior portion of the superior temporal planehenduperior temporal
gyrus, has been found to contain trimodal neurons with receptives foeldtred on head-neck
region, thus possibly being involved in orienting head in space (Leinorywériren, & Sovijarvi,
1980).

Multisensory neurons responding to visual, auditory, and somatosensorygrgagated in
proximity with the upper body - face, arm and upper torso - havebako found in a ‘polisensory
zone’ located in the dorsal part of premotor cortex, and seem partieularly involved in the
production of defensive behaviours (Ghazanfar, Neuhoff, & Logothetis, 2082ia@o, Alisharan,
Hu, & Gross., 2002a; Graziano, Taylor, Moore, & Cooke, 2002b. See also Section 4.4).

Other studies on macaque have demonstrated the presence of neutlbsragion of

ventral premotor cortex which shows polymodal response propertiesuta,viactile, and auditory
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stimulation (Graziano & Gross, 1998) with a somatotopic organizatioazi{@ro et al., 1999;
Graziano & Gandhi, 2000).

On the basis of the data collected on primates, a number of subsequantdtudies have
tried to determine whether the bank of human posterior STS (STshmsed responses to visual,
auditory and somatosensory stimuli, just as reported in monkeys. Thewdse, however,
inconsistent (e.g., Bremmer et al., 2001; Beauchamp, Argall, Bodurka, Ruyiartin, 2004). A
subsequent study contributed to clarify this issue (Beauchamp,, Yagar & Ro, 2008; see also
Beauchamp, 2005a). Beauchamp and colleagues reported that neurdiss riesffonded more to
multisensory auditory-visual stimuli than to unisensory auditory aravistimuli, thus replicating
previous evidence (e.g., Beauchamp et al., 2004). In addition, however rémpgenses — albeit not
super-additive - were also reported for multisensory auditorjetastimulus pairings than
unisensory auditory or somatosensory signals. Differently frormt@msesures recorded in monkeys,
however, in humans the auditory-tactile integration did not follow thecipte of inverse
effectiveness, with weaker auditory stimuli eliciting strong®eractions with tactile stimuli.
Interestingly, greater responses were recorded in the ST®risulal moving than to stationary
stimuli, just as in monkeys (Bruce et al., 1981; Hikosaka et al., 1988hdfmore, also the pattern
of activation induced by auditory stimuli in human STSms paralléledone in monkeys, with
similar activity to very different kinds of sounds (i.e., animal, huraad, mechanical sounds) and a
higher preference for meaningful stimuli. In a very recentystiidnaka and coworkers (Tanaka,
Kida, Inui, & Kakigi, 2009) used MEG to investigate time-varying icaitprocesses responsive to
unexpected unimodal changes during continuous multisensory (i.e., visual, ygualitdrtactile)
stimulation. The results showed multimodal activations in the temgartetal junction (TPJ) and
inferior (IFG) and middle frontal gyri (MFG) in response to @timodal changes occurring in
different sensory modalities, accompanied by unimodal activationthar areas, such as middle
occipital gyrus (responding to visual changes), superior temporal ¢g@sigonding to auditory

changes), and secondary somatosensory area (responding to tactdes¢h&Vhereas in STG,
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responses occurred to changes in both visual and auditory moddlRi#syas found to respond
similarly to all the unimodal changes occurring in more than mwoeality. This evidence is
consistent with previous studies, demonstrating multimodal activatiotiseei TPJ in response to
novel and unexpected stimuli (e.g. Hikosaka et al., 1988) and abrupt changssagf auditory,
and tactile stimuli during multisensory stimulation (e.g., Downagwley, Mikulis, & Davis,
2000). It is likely that this region is part of the cortical r@tvwhich includes MFG/IFG, regions
known to underlie a wide variety of higher-order cognitive functiolduding voluntary and
involuntary attention (e.g., Corbetta & Schulman, 2002) or executive cdatrolions (Miller,
2000). It thus seems that activations of TPJ, as well as of BR¢thuld be part of neural system
underlying the stimulus-driven, exogenous orienting of attention and thegsidrd detection of
changes in multisensory environments (cf. Tanaka, Inui, Kida, MiyaZakeshima, & Kakigi,
2008).

Another area which has been found to be the centre of convergence to Bmmadifferent
senses is the located in the depth of human intraparietal posalous (IPS; Bremmer et al.,
2001). This area responds to polymodal motion stimuli and can be codsitterehuman

homologue of monkey area VIP.

5.4. Areas subserving audiotactile integration in monkeys

Early studies trying to typify the cortical areas involvedaundiotactile integration in
monkeys date back to the seventies, when Hyvarinen and Poranen (1974)yimgappiacranial
recordings identified posterior parietal cortex as candidatetates for the integration of auditory
and somatosensory information. Subsequent studies have extended theses, fisdowing
convergence of somatosensory and auditory inputs also in area Tpgréielt region located in
the posterior portion of the superior temporal plane (Leinonen & Nyman, 19%Apnen,
Hyvarinen, & Sovijarvi, 1980), and the superior temporal sulcus (Hikosaka, $aito, & Tanaka,

1988).
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More recently, Lewis and van Essen (2000) injected tracers into defined apeaieta and
temporoparietal cortex in order to highlight the corticocortomainections implicated in visual and
somatosensory integration. The network involving the ventral intragdaarei (VIP) is particularly
interesting for the present context. Indeed, injections centrtb@dirarea revealed a complex pattern
of inputs from numerous visual, somatosensory, motor, and polysensoryaaedisgm presumed
vestibular- and auditory-related areas. These features leadthogsato consider VIP as a key area
involved in a wide range of different functions, such as multiseraaaiysis of stimulus location
and motion; the construction of a multisensory, head-centred re@tseraf near extrapersonal
space, and possibly an attention-related network.

In a subsequent study, awake monkeys were presented with binauratyastimuli (i.e.,
clicks, pure tones, and band-passed noise) via headphones and coritralatiean nerve
stimulation (Schroeder et al., 2001). This study demonstrated convermgfescmatosensory and
auditory inputs on the caudo-medial belt (CM) auditory cortex, whighissone synapse from
primary auditory cortex and thus located at the second stagleeo&uditory hierarchy. Both
auditory and somatosensory activation profiles had approximatelsathe latency and showed a
feedforward pattern, with responses beginning in Lamina 4 and suctessiveading to the
extragranular layers. Furthermore, no activation of the highercabdreas was observed, thus
suggesting that the observed multisensory integration is a oédekd-forward processing and is
not due to feed-back signals from higher areas. Although revealingsttity was still unable to
define some aspects of the audiotactile convergence in CM, sutie ggoportion of neurons
exhibiting excitatory somato-auditory convergence relative to thlae unisensory excitatory
inputs and the potential existence of a full body map within CM, lwldould serve as a
demonstration of the involvement of CM in a network combining vestilwitdn other sensory
inputs in the computation of the position of the head in space andAlaiiom to the other parts of

the body (Guldin & Gruesser, 1998).
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These findings have been extended by Kayser and colleaguese(katyal., 2005), who
used fMRI-BOLD measurements to assess the integration of gudibor tactile stimulations of
hands and feet in anaesthetized monkeys. The results reported/d®r Iétal. confirmed that the
presentation of a tactile stimulus simultaneously with an audgbmyulus determined a supra-
additive integration of the two signals in the caudomedial (€M)t also in the caudolateral — belt
areas of the auditory cortex. Moreover, the integration of auditorytaantide signals obeyed the
principles of both temporal coincidence (i.e., integration was gérofor temporally coincident
stimuli) and inverse effectiveness (i.e., a bigger enhancement igpense was observed for less
effective stimuli). Two pieces of evidence support the automatafityhis process: namely, it
occurs in an area which is located early along the auditory pgthsezondly, it occurs in
anesthetized monkeys, thus ruling out the possibility that the olseffext can be affected by
attentional and/or cognitive top-down factors.

Fu and coworkers (2003) used multi-neuron cluster recordings, alomg Wrhited sample
of single-unit recordings to better define the physiologicalufeat of CM. They found that,
differently from primary auditory cortex, the majority of theddory-responsive recording sites in
CM were also responsive to some form of somatosensory stimulatiamly to cutaneous
stimulation of the head and hands and to lesser extent to stimulatoaimpuffs or von Frey hairs
or deep pressure stimulation. A few sites responded to non-cutanepasensory stimuli. In
eight sites, for example, manipulation of the elbow joint or vibnairoduced neuronal responses.
Thus, the bias of the cutaneous representation in CM toward the dkicesuof the head and neck
reported in Fu et al.’s study is consistent with the hypothésis df such early multisensory
integration in the posterior auditory cortex could play a functioolal @along “where” pathway in
auditory processing, contributing in detecting and localizing abjecispace (e.g., Rauschecker,
Tian, Pons, & Mishkin, 1997).

Recent studies using injections of tracers into the belt areasdabry cortex in monkeys

allowed to typifying better the connections of these areas eattical and subcortical areas
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(Hackett et al., 2007; Smiley et al., 2007; Smiley & Falchier, 2008) and CL have proved to
have connections, besides with primary auditory cortex, also withtesemsory (i.e., retroinsular
cortex, Ri, and granular insula, Ig) and multisensory (i.e., temparatal occipital and temporal
parieto-temporal) and visual (i.e., secondary visual area and ptastreas. Thalamic connections
include the medial geniculate complex and several multisensoryi (sugiga-geniculate, posterior,
limitans, medial pulvinar). The results suggest that Area CpMasumed to be a first-stage auditory
association cortex, yet it has short-latency somatosensory respesggecially after cutaneous
stimulation of the head and upper body, receiving somatosensory input mainly fromiaredddy
while multisensory regions of cortex and thalamus may also contribute.

Even though is generally accepted that sensory modalities conwerggher level areas
through feedforward pathways, this assumption has been challepgedebtain number of recent
studies, which have revealed that multisensory interactions @am wcunimodal areas, at very
early levels of cortical processing. For instance, it has beenmnsti@atvthe neuronal activity of the
primary auditory cortex, can be significantly modulated by sosestsory influences (e.g., Brosch,
Selezneva, & Scheich, 2005). In monkeys performing an auditory catguor task, Brosch and
colleagues found extensive crossmodal activation in the supratenpteoral and in near primary
auditory cortex which was time-locked to the cue light and the totieghbar - associated to the
start of the tone sequence - during the behavioural procedure, possibly pointingefordsentation
in the auditory cortex to nonacoustic stimuli in addition to sound. Accotditige authors, the co-
representation of non-acoustic events in the auditory cortex hagesimguring the long training
period the monkeys spent on the acquisition of the task as a stetegg to accelerate and
improve participants’ performance.

An attempt to better outline the networks of heteromodal connectionsdinkiimodal
sensory areas was performed by Cappe and Barone (2005), who ingtctgplade tracers in
unimodal auditory, somatosensory and visual cortical areas of marm®eeatosensory

projections to the auditory cortex were reported from the secosdargtosensory cortex (Sll) and
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the anterior bank of the lateral sulcus. Furthermore, in a ventratgsemsory region including S|,

parietal ventral (PV) and the ventral somatosensory area wand heurons responding to auditory
stimuli, suggesting that these areas along with the posteriorogudiglds belong to a larger

cortical region involved in auditory and somatosensory integration. Fonthey the short latencies

of these multisensory connections support the existence of direobrhetéal connections, rather

than connections from polymodal areas mediated through back projections.

A recent study analysed the physiological mechanisms unugrfpmatosensory-auditory
interactions by recording current source densities and multactitity in Al in awake macaque
monkeys (Lakatos, Chen, O’Connell, Mills, & Schroeder, 2007). The authoreesled in
delineating the mechanism by which the somatosensory stimulusiceshauditory responses,
founding that the somatosensory stimulus does not induce an increaseoimahéting rates, but
rather resets the phase of the ongoing local neuron oscillationspiidss resetting ensures that a
simultaneous auditory stimulus arrives at the phase of optimablehity, so that an auditory
stimulus that is paired with a simultaneous somatosensory stimilluslicit stronger neuronal
responses than an auditory stimulus presented in isolation. This wHe spatially specific with
respect to the hand receiving the somatosensory stimulus, and waseffemtive at moderate
auditory stimulus intensities and when the stimuli were presesiteditaneously, in agreement
with the principles of multisensory integration. The ultimate ainthis process is allowing the
matching of the temporal patterns (rhythms) of somatosensoryuaitdrg inputs in phase as well
as frequency, with the consequent enhancement of the auditory c@sigahse. Intriguingly, this
effect occurs in the primary auditory cortex, a primary caktistructure widely viewed as
exclusively auditory in function.

Differently from the somatosensory responses in CM, which ardy likeluced by
feedforward connections (Schroeder et al., 2001), the somatosensory respdhisare plausibly

mediated by different anatomical mechanisms. The timing anshdamrofile of the multisensory
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interactions in Al contribute in pointing to nonspecific thalamicrafiés (Hackett et al., 1998) as

the most plausible candidates of connections underlying the multisensorytioterac Al.

5.5. Areas subserving audiotactile integration in humans

Since some decades ago, an increasing amount of studies have ddthresggestion of
whether interactions between auditory and somatosensory can besdiedeateuronal level in
humans (e.g., Hay & Davis, 1971; Davis, Osterhammel, Wier, & Ggedin1972; Greenwood &
Goff, 1987; Huttunen, Hari, & Vanni, 1987). In one of these early attempigs Bt al. studied the
slow vertex potential and showed that a tactile stimulus reducedithi®ry response by nearly the
same factor as an auditory stimulus reduced the response tctihe stimulus (by about 35%).
Greenwood and Goff (1987) investigated how the somatosensory evokedgbatergsponse to
electrical stimulation of the right median nerve was charimedlicks delivered to the right ear,
either simultaneously or with onset asynchronies between 20 ms asdBaSically no effect was
found for the primary somatosensory response N20-P30, but suppressivenadassnteraction
was observed with increasing latency, with the effect decreasiray function of the increase of
interstimulus intervals. Evidence of crossmodal interactions anguin the late windows of
sensory processing (i.e., 120 ms) was confirmed by Okajima. €1395) by simultaneously
presenting tones and a painful electrical stimulus applied to &wkam nerve. In another study,
Lam and colleagues reported that the activity considered lectredctivity of the ipsilateral
secondary somatosensory cortex was suppressed by the continuousy gudiic) stimulation
(Lam, Kakigi, Kaneoke, Naka, Maeda, & Suzuki, 1999). 1999). This brief oversimmws that,
except for the observation of Lam et @999), a clear neural correlate of an interaction between
auditory and somatosensory systems was until recently still far to béedletec

However, more recent studies have highly contributed in shedding lighti®mdbated
issue. For instance, a fMRI study where human participants ltstena sound that resembled

sandpaper moving on a rough surface and/or felt the experimentab ttheir fingertips with
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sandpaper showed that the simultaneous stimulation in both auditory tledntacialities resulted

in significantly supraaddictive activity in the caudomedial (Od8Jt area of auditory association
cortex (Foxe et al., 2002. See also Ozcan et al., 2005). The closenagteéetween Foxe et al.’s
data and studies on animals (Schroeder & Foxe, 2002; Schroeder 604l.S2e Section 5.4) led
the authors to label the region identified in their own study asdinean homologue of monkey
CM. This early finding has been confirmed and extended by a subsesjuéntusing the same
methodology (Schirmann et al., 2006), finding that tactile activatiomdifoay belt area can be
induced by both vibrotactile (i.e., 200-Hz vibrations) and pulsed-taatieils{(i.e., tactile pressure

pulses).

Partially consistent with these results are the ones repamteahother study, which
investigated the neural substrates of interactions occurringebetwinaural tones and tactile
stimuli delivered to the right thumb wusing a whole-scalp magnetpbakmraphy
(MEG)(Lutkenhoner et al., 2002). The results showed audiotactile ititeragn the hemisphere
contralateral to the side of the tactile stimulation, whemasinteraction was shown in the
ipsilateral hemisphere in only three of eight subjects, likelyetldso showed strong Sl activity to
the tactile stimuli presented alone (cf. Lam et al., 1999. See alidwe)ecording of the magnetic
fields evoked by the audiotactile stimulation shows an outgoingatiaterior scalp locations and
a magnetic flux into the head at posterior locations. This rpatteks orthogonal to the one
reported by Foxe et al. (2000), with extrema of opposite polaritiestbeevertex and the right
central/postcentral scalp at 65 ms and, at 80 ms, a polaritssaéwn the superior surface of the
temporal lobe. However, since electrical potential and magnletic drising from a current dipole
are oriented orthogonally to each other, sources observed in theseidves seem to be basically
the same. Differently from what stated by Foxe et al., @oagrto which the activity at 65 ms can
be due to the somatosensory areas in the postcentral gyrus wtiereastivity at 80 ms is
attributable to auditory cortical areas, Lutkenhdner and colleagpresder the Sll as a source of

interaction field. However, it is likely that some methodologicHedences, such as the typology of
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tactile stimulation used, or the timing or spatial arrangement of thenpaésa of the stimuli, could
have induced these discrepancies. Moreover, the time course of theagoas showed major
deflections of opposite polarities mainly arising from the Sgiae, thus possibly suggesting that
the auditory stimulus resulted in a partial inhibition in SlI.

The possibility, already raised by Fu et al. (2003), that CMdctel part of a ‘where’
network involved in the localization of objects in space has been indeedtly confirmed in a
human study (Renier, Anurova, De Volder, Carlson, VanMeter, & Rausch@€6g) which used
fMRI technique to compare brain activations during the processiapatial (i.e., localization) and
nonspatial (i.e., identification) attributes of auditory and tactifaugi, thus allowing the definition
of the networks involved in ‘what’ and ‘where’ processing of comparabtauli in the two
modalities. The results showed a segregation between the twogingcsseams in, respectively,
inferior-frontal and parietal regions, when comparing identificasiod localization conditions. To
a lesser extent, also parts of the frontal cortex and of thetgagortex contributed to the
localization and to the identification tasks, respectively. Even nmasgestingly, it has been
demonstrated that these two pathways are at least partiallgdsbetween hearing and touch. More
specifically, areas in the right inferior frontal gyrus (IF&) bilateral insula were more activated
during the processing of stimulus identity in both audition and touch, asheaats of the left and
right inferior and superior parietal lobules (IPL and SPL), and addilly of caudal belt (cf.
Smiley et al., 2007; Hackett et al., 2007), were recruited durinig¢hézation of both auditory and
tactile stimuli.

An involvement of an auditory areas (i.e., superior temporal gyrus, $a&lso been
demonstrated in the temporal processing of contralateral tattiteuli, although not in tactile
spatial processing (Bolognini, Papagno, Moroni, & Maravita, 2009). Thes \@ould operate in a
later stage of temporal processing (i.e., 180 ms), whereasesrly processing stage the primary
somatosensory cortex would be implied in both spatial (i.e., 60-120 m¢g¢rapdral (i.e., 60 ms)

processing of tactile information. The selective involvement of SdGhe discrimination of
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temporal features of tactile information adds to previous evidenceirghaive crossmodal
recruitment of contralateral auditory association cortex duringrbeessing of tactile stimuli with
frequency properties (Schurmann et al., 2006; Foxe et al., 2002. See also Section 3.4).

The spatiotemporal features of the integration processes occatrimgural level between
auditory and somatosensory signals have been better defined by subsagliest For instance, in
an EEG experiment, Murray and colleagues (2005) collected both betsvieund
electrophysiological measures while participants performeuahjgles reaction time task in response
to spatially aligned and misaligned audiotactile stimulus cordigans. The participants were
presented with somatosensory stimuli alone, auditory stimuli alons, gfastimuli simultaneously
presented either to the same location (e.g., left hand and ledtspeéaker) or to different locations
(e.g., left hand and right-sided speaker), with left- and sgldd presentations being
counterbalanced. Since the behavioural data have been alreadyeatiselseswvhere (see Section
4.3), here we will focused on the EEG data. Somehow surprisingly, tlesséfs revealed
equivalent electrophysiological interactions at just 50-95 ms posiHst onset with both spatially
aligned and misaligned stimuli. Source estimations of theseaatiens were localized to the
auditory association cortices (i.e., posterior superior temporal.pfnéoxe et al., 2000) in the
hemisphere contralateral to the hand stimulated, regardless ot#imih of the auditory stimulus,
possibly suggesting that CM of each hemisphere receives somatysenputs from the
contralateral hand and auditory inputs from both the contralatedaipailateral portions of space
(cf. Gulden & Grusser, 1998).

In another study, Gobbelé and colleagues (Gobbelé, Schirmann, Fortss\elyduchner,
& Hari, 2003) conducted a MEG study on humans by recording cortioékd responses to
unilateral auditory or tactile stimuli, or spatiotemporally caeat bimodal audiotactile stimuli,
which could be presented either from the right or left side of thg badline. The analysis
revealed that audiotactile integration occurs at two differentporal windows. A significant

audiotactile integration activity was observed in the posterior tphrertex (PPC) at an early
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processing stage (i.e., 75-85 ms) and in the contralateral terapetapareas at 105-130 ms. The
effects were more pronounced in the left rather than in the right hemisphependdstly from the
handedness of the participants tested, thus possibly suggesting ardmroh#he left hemisphere
for audiotactile interactions (cf. Renier et al., 2009). The obsernvatiat perceptual binding of
stimuli presented simultaneously from a spatially coincidentimtatccur in the posterior parietal
cortex mirrors the data reported in previous studies (e.g., Breminar, 2001), showing that an
area depth of the intraparietal sulcus responds to spatiallyatireematosensory, visual, vestibular
and auditory stimuli. The multisensory integration activity obserager lbetween the secondary
somatosensory cortex (Sll) and the auditory cortices was atbared by a closer similarity to
responses to the tactile stimulation than to the auditory stimmlafihis result could be plausibly
attributed to the suppression of the responses to the auditory compotienaodfliotactile stimulus
pairings. This speculation would be consistent with the participaatsreports that tactile inputs
dominated during audiotactile stimulation. However, as pointed out guthers themselves, this
evidence could reflect the specific nature of the stimulation tetbdr than a genuine perceptual
phenomenon, as the discrepancy between the data reported in Gobh&léstidyl and other data
seems to suggest (cf. Lutkenhoner et al., 2002). Namely, when soundseversalient than the
tactile stimuli, as in Lutkenhoner et al.’s study, responses iedigaartial inhibition in the Sl
region. Instead, pairs with more salient tactile than auditanyult (like the ones induced by
electric stimulation; Gobbele” et al., 2003) indicated suppressithe éfuditory responses (see also
Kisley & Cornwell, 2006 on the issue of salience of auditory vs. somatosensory )stimuli

The issue of a sensory dominance between hearing and touch iscanstdversial topic,
we have already partially discussed (see Chapters 2. $e€lapter 7) and on which we will go
back again in the course of the discussion. An additional interesting @iesformation emerged
from the subjective reports; namely, the participants reportegiparg simultaneous auditory and
tactile stimuli from the same side as ‘belonging togetthminting not only to the importance of

spatial coincidence in the audiotactile integration processes, dmupassibly stressing once more
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the high proneness of auditory and tactile signals to be autorhabioahd together (cf., Bresciani
& Ernst, 2007).

The close relation between auditory and somatosensory signalsbdeas further
demonstrated by Caetano and Jousmaki (2006). In their study, the awtported that a
vibrotactile stimulation just above the individual tactile detectimeghold delivered to the right-
hand fingertips in absence of any auditory stimulation could ekitiwadions of Sl, Sll, but also,
even more interestingly, a sustained activation in auditory esr{i€aetano & Jousmaki, 2006).
The vibrotactile stimuli elicited vibrotactile evoked fields, warly responses, peaking around 60
ms, originating in the primary somatosensory cortex, followed-gD@Oms) by activations in the
auditory cortices, and by activations in the second somatosensory. cAdditional auditory
sustained activation was identified in nine out of ten participants physiological evidence
paralleled with the subjective reports of the participants, whiclaetto perceive a sound when
touching the vibrating tube, and nothing when they were not (cf. Schiretaal. for previous
behavioural evidence). Complementary to these findings are thoselye@ported by Hoétting,
Friedrich & Roder (2008), which explored the neural correlatebefatdiotactile version of the
illusion first reported by Shams et al. (2000). In an oddball-paratigtibe double stimuli together
with two tones were presented as frequent standard stimuli arel siogle stimuli with two tones
as rare deviant stimuli. Participants’ task was to presstarbuthenever they perceived a single
tactile stimulus and to ignore the tones. Once again (cf., e.g.ngl&ttRoder, 2004), an effective
auditory-tactile illusion was reported, with participants not respontingingle tactile stimuli
accompanied by two tones, thus proving that double touches had beewegertiee ERPs showed
reduced tactile deviant processing when participants did not déiscsihgle tactile deviant
stimulus and thus perceived the auditory-tactile illusion. Integpstasults were reported by
observing the N2b ERP component, which peaks about 200-300 ms from the stimulsdnse
evoked when a stimulus is attentively detected as being diffdrent the regular stimuli

(Naatanen, Simpson, & Loveless, 1982). Interestingly, the amplitude ofattiée N2b was
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modulated by participants’ subjective percept: the N2b was most pratuwvcen the actual
number of touches was indeed perceived; it was significantly redubed tones successfully
altered the tactile percept and was lowest for standards thabtrequire an overt response. These
results induce the authors to suggest the existence of a frontakistem checking for potential
discrepancy between co-occurring real stimuli and illusory percepts.

The fact that the activations observed were sensitive to the subjeof the perceptual
processes add to a remarkable amount of evidence showing that dieliotderactions are
characterized by a high degree of interindividual variability.(éAdelstein et al., 2003; Begault et
al., 2005; Lutkenhoner et al., 2002).

The occurrence of individual processing preferences and thailent® on participants’
performance in audiotactile tasks has been tentatively raiseldefdirst time by Lutkenhdner and
coworkers (2002). Considering the remarkable interindividual variabaitythe physiological
responses observed across the whole study, Litkenhdner and coworkessesiuthge it could be
the case that audiotactile multisensory integration operateflemible manner, and that it is to a
certain extent tuned to the subjective perceptual individualities. &dence would thus extend to
the audiotactile interactions the evidence previously reported iauti@visual domain, showing
that there is a high inter-individual variability in the sensory rigdinat people preferentially rely
on (attend to) when identifying stimuli (cf. Giard & Peronri99. See also: Mollon & Perkins,
1996; Stone, Hunkin, Porrill, Wood, Keeler, Beanland, Port, & Porter, 2001).itrsthdy, Giard
and Peronnet presented two objects, each defined by visual atrédates, auditory attributes
alone, or combined congruent attributes. The results showed that soropa#d were faster at
identifying the objects on the basis of vision while others vbetéer at identifying them on the
basis of their auditory properties instead, thus leading the authosaseigorize the participants as
being either ‘visually dominant’ or ‘auditory dominant’. This discrepamt the preferential

modality was observed both in the behavioural (i.e., shorter and moreataccesponses) and
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electrophysiological data (i.e., an enhanced neural activitihianeairly stage of sensory analysis
elicited in the cortex of the non-dominant sensory modality).

An issue which deserves a last remark is the still poorlysitgeted connections linking
early, low-level multisensory interactions and behavioural indicesnoitisensory processing.
Sperdin and coworkers (Sperdin, Cappe, Foxe, & Murray, 2009) have recemdigated this
issue more in detail by recording behavioural and EEG data dusigpde reaction time task in
response to auditory, somatosensory or simultaneous auditory-somatosstisarly. The
audiotactile stimulus pairing was chosen in accordance with prewweigence, showing that
audiotactile stimulations evoke activations of auditory belt aa¢aslatively early latencies (cf.,
Caetano & Jousméki, 2006; Foxe et al., 2000; Gobbelé et al., 2003; Lltkenhther2602
Murray et al., 2005). This could reasonably induce to consider that the earty ®fiidain low-level
cortices induced by the audiotactile stimulation are relativaelgffected by cognitive factors and
reflect automatic processes. The study by Sperdin and colkeatpgantly provided good evidence
of a strict link between the two orders of measures, with éateycy auditory-somatosensory
interactions vary according to the later speed of the reactws {RTS). By averaging the bimodal
trials leading to fast and slow RTs for each experimental tondithe authors found that only
trials producing faster RTs required the implication of neurgba®se interactions, namely a
facilitation of the reaction times in excess of probability siation. On the contrary, bimodal trials
producing slower RTs did not exhibit such violation, but only the tygadiserved facilitation of
mean RTs observed with respect to unisensory condition (cf. Miller, 1982).

Moreover, supra-additive neural response interactions were eviderthev&d-84 ms post-
stimulus period only when RTs were fast, whereas later sff@tt86-128 ms) were observed
independently of RTs speed. Sources estimations localized thégenealinear effects to the
posterior temporal cortex extending into the posterior insula, thusatpd previous results (e.g.,
Foxe et al., 2000, 2002; Fu et al., 2003; Kayser et al., 2005), but discoverititethatere evident

exclusively in trials producing faster RTs. Even though the individnaif mechanisms mediating
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the modulation of multisensory integration and RT speed is at the matiespeculative and
deserve further investigations, the data reported by Sperdin arehgiadls adduce interesting
evidence in support of a strict connection between behavioural penfoeraad early and low-level
multisensory phenomena. Considering the interest raised by thdseinaey data, it would be
recommended to conduct future investigations to further explore the befavielevance of early

and low-level multisensory phenomena.
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Chapter 6.

Audiotactile interactions and visual experience

6.1. Introduction

An increasing amount of research has explored the consequences derongisual
deprivation in humans: the experimental evidence strongly sugdesistie loss of vision
determines perceptual and behavioural changes within the remaenspry modalities (e.qg.,
Cuevas, Plaza, Rombaux, De Volder, & Renier, 2009; Pascual-Leone &t¢igrdiD01; Theoret,
Merabet, & Pascual-Leone, 2004). Reports investigating auditory skifport the notion that
visual deprivation results in superior performances of blind as cothpmeeghted controls in tasks
involving higher perceptual processing, such as auditory attentiogdétl, Ek, Takio, Rintee,
Tuomainen, Haaral, & Hamalainen, 2004) and memory (Rdder, Rosler, &leNe2d01) and
temporal auditory resolution (Weaver & Stevens, 2006). More debatetheanggerformances in
intensity discrimination tasks, in which ambiguous results have tewrted: contrasting with
Starlinger & Niemeyer's results (1981), which documented a comipapasformance between
early blind and sighted individuals, Gougoux and colleagues (2004) found Ipatbbr
discrimination performances in the early blind compared to both sighted andnadtedniicipants.

Moreover, the supposed superior capability of blind to localize soundsdice Paré,
Lepore, & Lassonde, 1998) actually shows specific differencestiaffedifferent portions of the
space: while blind individuals outperform sighted controls in spaitalizing sounds in peripheral
space, no significant differences has been documented in centcal @pager, Roder, Teder-
Salejarvi, Hillyard, & Neville, 2006; Roder, Teder-Salejarvi, St&vsler, Hillyard, & Neville,
1999). These data demonstrate that the superior auditory capalsitibeved by blind humans are
based on a more strategic use of auditory features of sounds,ssspbactral (Doucet, Guillemot

Lassonde Gagné Leclerc, & Lepore, 2005) or echo cues (Dufour, D&s@@ndas, 2005), and a
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more efficient ability to relate proprioceptive cues to audigpatial information (Lewald, 2002)
rather than on supernormal auditory sensibility.

The study of tactile capabilities in blind has focused on measnt of tactile acuity (e.g.
Goldreich & Kanics, 2003; Stevens, Foulke, & Patterson, 1996), using a \@rtattile tasks (e.g.
Braille characters discrimination, grating orientation and uligngation). Overall, the pattern of
results seem to show that no differences in sensory thresholdsebeblind and sighted subjects
occur (Grant, Thiagarajah, & Sathian, 2000 experiment 2 and 3; Pasarad & Torres, 1993);
when found (Grant et al, 2000 experiment 1; Stevens et al., 1996), thdse dae to the increased
practice induced by Braille reading or tactile recognitionobfects rather than to an increased
perceptual sensibility per se (Van Boven, Hamilton, Kauffmareniéa, & Pascual-Leone, 2000.
See also: Kauffman, Theoret, & Pascual-Leone, 2002).

This brief overview, however, makes perceive that, although therchsea perceptual
consequences of visual deprivation has extensively investigated balh aack auditory domains
(see Bavelier & Neville, 2002; Hotting & Rdder, 2009; Roder & Rdosler, 2004eviews), large
part of these studies have focused on each of these modalitiestelgpalowever, far less research
has been aimed to investigate whether, how, and to what extentpsis¢tatk between these two
senses is modifies as a consequence of blindness. This evidsaneelsow surprising, considering
the invaluable theoretical significance of this topic, as weltsavalue for possible application, for
instance, into the technological devices in support to blind people Kimpgawa, Ohnishi, &
Sugie, 1996).

Since of interest in the context of the present discussion, wéwaiis exactly on the studies
which have investigated the link between auditory and tactile funattd@hsvisual deprivation, by
considering separately, similarly to the previous sections, thialspamain (Section 6.2), attention

(Section 6.3), the temporal domain (Section 6.4) and the neural substrates (Section 6.5).
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6.2. Spatial aspects

As already extensively described (see Sections 4.3 and 4.4), tiperpenal space
constitutes an appropriate frame to operatively evaluate the doattproperties of audiotactile
interactions. One of the most distinctive properties of the pedpalspace (see Sections 4.3-4.4)
is its high plasticity, as it has been demonstrated in both psnjatg., Iriki, Tanaka, & Iwamura,
1996; Povinelli, Reaux, & Frey, 2009) and humans (Farné, Iriki, & Lada&®@B5; Holmes,
Calvert, & Spence, 2007; Ladavas, 2002. See Ladavas & Serino, 2008tM&driki, 2004;
Maravita, Spence, & Driver, 2003, for reviews).

For instance, Iriki and colleagues (1996) found that the neuronal tactram the
intraparietal sulcus, where somatosensory and visual informatiategrated (cf. Duhamel et al.,
1998), underwent a dramatic modification after five minutes of toel us particular, visual
receptive field of bimodal neurons in this area, responding to both somsdogenformation from
a given body region, and to visual information from the space adjaxé@ntexpanded to include
the entire length of the tool used to retrieve food located beyondaks reaching space.
Interestingly, this assimilation of the tool into the body schewaa use-dependent (i.e. being
exclusively observed after an active and strategic useohfdnd not after mere grasping by the
hand) and limited in time (i.e., fading after some minutes dfterend of the training). An
analogous phenomenon has been shown in brain-damaged patients, whoseti\gsextiaction
extended from the space nearby the hand to the space aroundaha take after the patients had
used a rake to retrieve tokens on a table in the far space (Farne & Ladavas, 2000)

On the basis of this evidence, Serino and coworkers (Serino, Bassaline, B Ladavas,
2007) recently evaluated whether the prolonged experience of cdniedysers could result in an
expansion of the peri-hand space representation. In that study, both blis@lated participants
were asked to verbally identify an electrical stimulus (wgalesented in a sequence of strong
electrical stimuli on the right index finger. A concurrentktaselevant auditory stimulus was

presented either near the stimulated hand (i.e., peripersonal spacethe floor at approximately
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the same distance of the tip of the cane (i.e., 125 cm; far spage)ar from the hand. Reaction
times in response to the electrical target stimuli werepewed between the two conditions, before
and after 10 min of training consisting in using a cane to reacktsipéaced on the floor in the
dark and in a follow-up session one day after the end of tool use. Intortst the specificity of
the potential expansion of the peripersonal space, a control conditiorg thibeblind participants
perform the same task by holding a 14-cm-long, weight-matched handle, was ruesditsernicely
showed that, whereas in sighted people auditory peri-hand space whitimites to around the
hand before tool use expanded after tool use and contracted back r&sting period, in blind
participants the peri-hand space was immediately expanded thbgnheld the cane and was
limited to around the hand when they held a short handle. These msoitnstrated that the
auditory peri-hand space in sighted people can be dynamicadigceed by brief training to explore
far space, as shown by the speeding up of the RTs to tautildisissociated with far sounds after
tool use. This phenomenon has been shown to be highly reversible, as tdatedrisy the re-
emerging advantage in response latencies to target associatat {@s. far) sounds after one day
from the end of tool use. This evidence clearly shows that, siynitawhat has been reported for
visual receptive fields in monkeys (Farné & Ladavas, 2000; Irikil.et1996), also the auditory
peri-hand space is dynamic in nature and can be dramatiwadjfied as a function of the
experience. The fact that auditory stimuli coming from distaltioos, in proximity with the tip of
the cane, were processed as fast as those presented clodeatadtsepport the hypothesis that tool
use acted to enlarge the peri-hand space to include distalspagending the cane. Furthermore,
the long-term and daily experience with a tool, resulted in agpensielongation of the peri-hand
space to include the length of the cane, as shown by faster RAdil® stimuli associated to far
(vs. near) sounds. This effect, however, was specific for the, cance, when holding a short
handle, blind participants showed faster RTs to tactile stimsticésted with near (vs. far) sounds,
just as for sighted participants. It thus seems that long-tgparience with the cane induces a

remapping of the far space as near space. This is consistenthe speculation that for blind
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people, the auditory peripersonal space, especially in proximitigeofip of the cane assumes a
highly strategic importance during navigation, to detect stimlanga the path and to avoid
collisions while walking. Thus, the plastic changes of the extemditre peripersonal space could
likely reflect an adaptive facilitation of processes aimedvtmdapotentially harmful stimuli in the
external environment (cf. Graziano & Cooke, 2006).

The effects of visual deprivation on the construction of a commonakfie@mework for
audiotactile stimulus integration have been more specifically ssldrg Collignon and coworkers
(Collignon, Charbonneau, Lassonde, & Lepore, 2009). In particular, the hypothasishe
exclusive use of an anatomically based frame of reference inepbbpt since birth (see also
Sections 11.3 and 11.4) could impair their ability to integrate audietactibrmation across
postural changes was assessed through the RACE model inequaligldiiess this aim, early
blind, late blind and sighted controls were asked to lateralizeoaydiiactile and audiotactile
stimuli while keeping their hands uncrossed or crossed over the bdigeniThe latter condition
was used to introduce a conflict between anatomically- and visouadlgd frames of reference. One
of the main findings of this study was that that the crosseat posture had an overall detrimental
effect on performance in the auditory and tactile tasks, and igelgdor late blind and control
participants. In the auditory condition, this crossed-hand effect wéasuggd by the authors to the
disruption of the spatial compatibility between the anatomical coatel of the responding hand
and the external sound coordinates (Roder, Kusmierek, Spence, & SchickeEg0€ ment 2). In
the tactile condition, this is thought to be due to a conflict betwerratotopic and external frames
of references for coding the tactile stimulus location. Accortbngcent studies, tactile stimuli are
automatically remapped into external coordinates beyond an initi@tstopic representation stage
(Azafion & Soto-Faraco, 2008; Roder, Rosler, & Spence, 2004; Yamamoto BaWéa 2001).
Interestingly, however, crossing the hands did not significantly mtpai performance of early
blind in tactile stimulus lateralization. This result mirrors the evideegerted in other experiments

indicating that the remapping of tactile inputs into external coatds occurs as a consequence of
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visual input during development (Roder et al., 2004; Roder, Focker, Hottinge&c8, 2008). The
congenital or prolonged absence of visual cues, thus, not inducing any autextatical
remapping of touch, is likely to have preserved this population frondétrenental effect of a
conflict between internal and external coordinates in the crossedgoatale, as also shown by
their faster RTs. This also explains why the only condition wearly blind did not outperform the
other groups of participants is when auditory stimuli had to bealeted with the hands crossed,
which is indeed the only situation which requires an explicit madcluf the external sound
location with the anatomical coordinate of the responding hand to efficientlyedbeltask (Roder
et al., 2007). Not surprisingly, late blind demonstrated an intermepéatern of performance
between the scores obtained in controls and early blind in the detrlncergsed-hand effect and
the overall performances the tasks (cf. Roder et al., 2004).

In the bimodal condition, an overall better performance was obtaisecbmpared to
unisensory conditions. More specifically, the probability distributiorhefresponse latency to the
bimodal target was less than what could be expected from a gumgidability summation of the
two unimodal conditions in both controls and late blind, and irrespectivellgeohand posture.
Whereas these two groups seem to process audiotactilessigmal integrative way, in early blind
a race model violation with bimodal stimuli was obtained only in unetbpssture condition,
suggesting audiotactile integration impairment in the crossed-pasture. Because the auditory
and tactile modalities initially code space in different ieriee systems (audition is external and
touch is internal or body-centred), the alignment of the framesfefence for, respectively, distal
(i.e., audition) and proximal (i.e., touch) senses is necessary fdisengbry integration to be
produced. Whereas this process is facilitated in sighted and iate lyl the use of a common
external spatial reference frame, in both hand postures. Howewee sarly blind do not
automatically remap touch into external spatial coordinates (Rgidd., 2004, 2008), have to deal
with a conflict induced by a mismatch between auditory and tdidibees of reference, which may

prevent efficient multisensory integration in the crossed hand posture.
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6.3. Attention

The impact of visual deprivation on auditory and tactile spatiahtaite has been explored
by an increasing amount of investigations (Collignon et al., 2006; HOoRibder, & Rosler, 2004;
Kujala et al., 1995; Rdoder et al., 1996; Van Velzen et al., 2006; Weaver and Stevens, 2007).

For example, two EEG studies (Kujala et al., 1995; Roder et al., 1286) employed
tactile and auditory oddball tasks to compare performance of blindsighted participants. In
Roder et al.’s study, participants asked to count rare targetst@nes of different frequency or
tactile lines of different orientation) in a sequence of stimAilmore posterior negativity (at 200
msec in the target condition and at 350 msec in the auditory condiioe}ponse to rare targets
(‘N2b effect’) was observed in blind, as compared to controls. Sinctoplugraphies evoked by
tactile and auditory oddball targets were comparable, the autbomcluded that occipital
involvement in blind was not modality-specific.

This speculation has recently received support by an fMRI stydy/éaver and Stevens
(2007), which employed an oddball paradigm with auditory and tactiteutiinterestingly, that
study identified several areas in occipital cortex of thé/ddind, and not in sighted controls, that
responded to both auditory and tactile targets (i.e., calcarine solomsys, lingual gyrus, and
fusiform gyrus). Furthermore, the magnitude of BOLD responsedouas to significantly vary as
a function of the attentional demand of the task. The areas resgdondooth auditory and tactile
target or distracter stimuli under unimodal conditions altered tkeeponses under conditions of
simultaneous presentation of auditory and tactile streams whentsudijisnded to one stream or
the other. The BOLD activity observed in blind during auditory antiléatasks supports the
emergence of complex sensory-attentional interactions in odcgsgas selectively after visual
deprivation.

Successively, Hotting et al. (2004) compared the performance laedignd congenitally

blind participants in an attentional task, consisting in the randonereg®n of equally probable
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tactile stimuli and tones from the left and right side witlpees to participants’ body midline. In
different experimental blocks, participants were asked to attestimuli of one sensory modality
and one spatial position only to detect rare deviant stimuli wikdhmodality and at that position
(i.e., attend to tones on the right side only and respond to rare doubl@tesested from the right
side; cf. Hotting et al., 2003). The data showed that sighted paritsipad a stronger influence of
attended spatial location, with directing of attention to a positisspace (i.e., audition or touch,
alternatively) within one modality causing an attentional sksft an the other. However, this effect
was more pronounced for the task-relevant (vs. task-irrelevant) lilgpdand later processing
stages (at more than 200 msec) being modulated by spatrdlcatteor the task-relevant modality
only (see also Section 4.7). In congenitally blind, however, a differettérpaof activation
emerged. More specifically, differently from sight, blind gapnts did not show early crossmodal
spatial attention effects. Moreover, ERPs after stimuli ofutnttended modality, presented at the
attended location, were more positive than ERPs to stimuli attdredad location in a later time
window (around 200 msec). The results seem to suggest that blind feapte direct attention on
the basis of the sensory modality, and are able to split theintiatt for touch and audition to
different spatial locations, whereas sighted tend to rely on both ityoaladl spatial cues. In blind,
no early spatial links between auditory and tactile focuses eriteth could be observed, whereas
at later stages crossmodal spatial attention effect (eatlgoasitivity to stimuli at the attended
location) may reflect a suppression of task-irrelevant stintuhe attended location. On the basis
of this last piece of evidence, it can be speculated that ldartlyare more efficient at blocking the
processing of an irrelevant modality, thus possibly suggesting atimdo€ crossmodal exogenous
orienting effects.

Enhanced attentional performance, independent from sensory influencadswablown in a
subsequent study, which compared blind and sighted participantsiie &t auditory selective
spatial attention tasks, as well as in a bimodal divided sp#galtian task (Collignon et al., 2006).

In each attentional task, participants received four pairs of simadus auditory and tactile stimuli
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(i.e., left auditory and tactile stimuli, right auditory and tacsitimuli, left auditory and right tactile
stimuli, right auditory and left tactile stimuli). In the alady selective attention task, subjects had
to detect, respectively, right- or left-sided sounds (auditory tharngethe tactile selective attention
task, respectively, left- or right-sided pulses (tactiledgrgand in the divided attention task, the
combinations of a right-sided sound with a left-sided pulse (bimodgétjarOpposite spatial
location for auditory and tactile targets in the bimodal dividegh&itin task was made to induce a
real shift of attention. Collignon and colleagues reported faslexr, Rccompanied by higher-
though not significantly- level of accuracy, in early blind compaecesighted subjects in selective
auditory and tactile spatial attention tasks as well askbimadal divided attention task (see also
Kujala et al., 1995). Since the stimuli had been previously subjectadsted in intensity and
given any absence of between-group differences in the simpbtiome task, the faster reaction
times observed for blind subjects in selective and divided atteragks tare unlikely related to
differences in stimuli salience, nor from faster stimuli diéd&. The authors conclude that the
latencies differences reported in both selective and divided atietatsks reflect a more efficient
modulatory role of attention and a lesser sensitivity to the erted effect of distractors in blind
(vs. sighted) (cf. Hotting et al.,, 2004; Roder et al.,, 1996). Thesesegata to be in line with
overcompensation of blind in sensory abilities within spared sensory modalities.

However, in a subsequent study, where blind and sighted particippatéorming the task
in a dark environment - had to shift attention to the left or right lf@sndndicated by a preceding
auditory cue presented at the start of each trial) in ord#tart infrequent tactile targets delivered
to this hand, no inter-group differences in the attentional modulationsnadtesensory ERPs to
tactile stimuli were found (Van Velzen et al., 2006). In both groupsntariar directing attention
negativity (ADAN) during cue-target interval was present, wheeg¢dater processing stages, the
posterior late attention negativity (LDAP) was absent. Theodiagson between ADAN and LDAP
components is in line with the hypothesis that these two componelatst sfparable attentional

control mechanisms that differ in terms of their spatia¢rexice frame. In particular, ADAN in
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early blind seems to suggest that this component is linked toiati@ntontrol processes within a
somatotopically defined spatial reference frame. In contrhst, availability of visual spatial
representations clearly plays a critical role for the gramt LDAP component, which is likely to
reflect processes that guide attentional shifts towards téskarg locations within visually defined
coordinates of external space. The absence of this componenh dls» sighted sample can be
explained by considering that the dark environment prevented sightece geogpttivate control
processes that specify task-relevant external locations tiletagents in visually defined spatial
coordinates (Eimer, Van Velze, Forster, & Driver, 2003).

Furthermore, the absence of earlier, or more pronounced attentitsdllations of
somatosensory ERP waveforms for early blind as compared todsjggnticipants supports the idea
that, under conditions where attention is directed to one hand versus thetlo¢herocesses
involved in the control of tactile attention shifts and the effettsctile-spatial attention are very

similar in the early blind and in sighted participants.

6.4. Temporal aspects

To our knowledge, one of the few studies investigating auditory tacile temporal
functions in congenitally blind people in comparison with sighted people was cautibg Hotting
& Roder (2004). In their study, the authors used a modified version of aovesudil illusion
paradigm, first introduced by Shams and colleagues (see Sectidor3a3description of the
paradigm), in which the target stimuli consisted of tactile gputsesented to the right index finger
and the task-irrelevant stimuli by tones. On each trial, one tddotile stimuli were presented in a
rapid sequence, accompanied by one to four task-irrelevant tonepafitugpants were asked to
judge the number of tactile stimuli. If an illusion like the one dermnatesi by Shams et al. would
extend to the audiotactile domain, then the participants would report more than onegdatile
stimulus whenever two or more tone were presented simultaneoulytivei tactile stimuli.

Moreover, if the visual deprivation would have induced a higheriefity in coding the temporal
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features of tactile information, then the sample formed by blinticjpants would show a weaker,
if any, illusion. The results showed that both groups of participaets influenced by the tones
although they were explicitly asked to ignore them. Namely, te@nnperceived number of tactile
stimuli was enhanced when one tactile stimulus was presentedwaithree or, although at a
lesser extent, four tones. Interestingly, however, the group of bliritipants was significantly
less deceived by tones as compared to the group of sighted patsicipaparticular when the
discrepancy between the number of tones and the number of tactilgi stas large, as in the
condition where one tactile stimulus and four tones were presentedadththat in that study the
illusion was observed in both groups of participants is consistentivetmodality appropriateness
hypothesis, claiming that that perception is dominated by the rmodhét provides the most
reliable information; for example, vision dominates in spatial tasks, hapéagturé perception, and
hearing in temporal judgments (Welch & Warren, 1980). In that study, dimension the
participants had to judge was temporal in nature, thus an influertbe dkst suited modality for
the temporal processing (i.e., audition) is in line with earliedifigs (Shams et al., 2000).
However, the reduced proneness of blind participants to be biasée Ioyimber of tones can be
attributed, according to the authors, to their more precise tatsiégimination skills (it must be
noted that all blind participants were professional Brailledees). This, in turn, would have
determined a higher trust of blind (vs. sighted) in their tapgieeption and a lower susceptibility
to the interference played by task-irrelevant tones. From thist jpbiview, the likelihood for
multisensory integration might be lower in the blind than in the stgbecause of their enhanced
perceptual skills within the tactile and auditory modality. Bpeculation would be consistent with
the inverse efficiency principle of multisensory integrationtirsga that the likelihood of
multisensory interactions is higher when the input of the simgbdalities is weak or of low
reliability (Ernst and Banks, 2002; Stein and Meredith, 1993. Although sée, ®&kada, Honda,

Yonekura, & Sadato, 2006).
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6.5. Neural substrates

Studies on both animals (Carriere, Royal, Perrault, Morrison, hMaygStein, & Wallace,
2007; Rauschecker, 1995; Wallace, Perrault, Hairston, & Stein, 2004) anchshyatzar,
Goerendt, Lange, Rosler, & Roéder, 2007) have largely demonstteedhe sensory experience
received during postnatal life plays an important role in the deveopof sensory circuits in the
cortex.

This conjecture is well supported by studies on cats that havedepeined of vision by
means of binocular lid suture after birth (Rauschecker, 1995; Rausch&dorte, 1993) or that
have been reared in total darkness (Carriere et al., 2007; Watlate 2004). These procedures
allow testing how the absence of visual inputs since birth altersgeration of the other sensory
modalities, as well as the interplay between them, providing imptrisights into the influence of
early visual inputs on the maturation of multisensory systems inbthim. Interestingly, the
recording of neuronal responses in the superior colliculus in tmes@ala showed that, although
the neurons were responsive to visual, auditory and somatosensory inpatgqaten isolation, no
evidence of response enhancement to multisensory (vs. unisensouny)) \s&s reported, not even
for combinations of auditory-somatosensory stimuli. These resultseshthat visual deprivation
had a dramatic impact on the integrative capabilities of mnmy neurons in areas traditionally
known to underlie multisensory integration, such as anterior ectasyduiaus (AES) or temporo-
parietal cortex (Carriere et al., 2007). Moreover, a sub-regi8f an anterior ectosylvian visual
area (AEV), which have purely visual responses in normal catdéms shown to respond to
auditory and somatosensory inputs after visual deprivation (Rausché&ck&rte, 1993). It
appears, therefore, that a region that normally represents wstigty can become driven by
auditory or somatosensory activity of visual deprivation. These pimige®bservations by
Rauschecker in cats have been, however, largely confirmed bygsebséhuman neuroimaging
studies, showing massive reorganizational processes in the occipital lobe-onsatiyplind, which

becomes involved in both auditory (e.g., Collignon, Lassonde, Lepore, Bastiéeraart, 2007,
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De Volder, Toyama, Kimura, Kiyosawa, Nakano, Vanlierde, Wanet-B@éal Mishina, Oda,
Ishiwata, & Senda, 2001; Gougoux, Zatorre, Lassonde, Voss, & Lepore, 20GHa,Kkalva,
Salonen, Alku, HuotilaingnJarvinen, & N&atanen, 2005; Weeks, Horwitz, Aziz-Sultan, Tian,
Wessinger, Cohen, Hallett, & Rauschecker, 2000) and tactile (amiltbh, Keenan, Catala, &
Pascual-Leone, 2000; Melzer, Morgan, Pickens, Price, Wall, & Eb@6d,; Merabet, Hamilton,
Schlaug, Swisher, Kiriakopoulos, Pitskel, Kauffman, & Pascual-Leone, 228, Fumal, de
Noordhout, Schoenen, & Kupers, 2008; Sadato, Okada, Kubota, Yonekura, 2004; Stilla, Hanna, Hu,
Mariola, Deshpande, Sathian, & 2008) Tasks (see Amedi, MerabetpBler& Pascual-Leone,
2005; Sathian & Zangaladze, 2002; Théoret, Merabet, & Pascual-Leonefa2Q@4iews). It is
likely that these mechanisms are probably due to the unmaskialjealdy existing long-range
cortico-cortical connections between early sensory corttdggered by the lack of visual
stimulation (Pascual-Leone & Hamilton, 2001).

However, somehow surprisingly, the changes that neural mechamisineid in intermodal
plasticity in cerebral cortex undergo as a consequence of dspalation has been very rarely
explored simultaneously in both tactile and auditory modalities (p#t al., 2004: Kujala, Alho,
Kekoni, Hamalainen, Reinikainen, Salonen, Standertskjold-Nordenstam, &EBALDI5; Rdoder,
Rosler, Hennighausen, & Néacker, 1996; Van der Lubbe, Van Mierlo, & Pp2008; Weaver &
Stevens, 2007).

Very recently, however, an EEG study was applied to compareapabitity of sighted and
blind people in discriminating the temporal duration of auditory actdastimuli (Van der Lubbe
et al.,, 2009). Separate tactile and auditory duration discriminatgks taere conducted, with
participants instructed to recognize targets of 100 or 175 ms, resphegbresented to the left o r
the right. In order to test crossmodal exogenous orienting effepence, 2002) and the supposed
more efficient blocking of irrelevant stimuli in the early blind@npared to sighted (cf. Hotting &
Rdder, 2004), parts of the targets were preceded by to-be-ignoreohnaedies of 100 msec to the

same or different side as the targets (i.e., valid or invahatk)r In other subsets of trials, targets
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were presented in absence of auditory cues, or only auditory cuespvesented. The results
showed that blind people have superior duration discrimination abilitie®rapared to sighted
controls, as shown by both speed and accuracy of their responses.

Moreover, the electrophysiological data suggest that their dotpgnce correlates with an
enlarged posterior negativity for the blind (vs. sighted), in both tactile and auditksywdsch was
most significant from 320-340 ms (in the auditory task) and around 300 e (factile task). The
source location analysis showed a temporal source for controls aratipitab source for blind,
especially in the right hemisphere (cf. Weeks et al., 2000).ebttagly, in both conditions (i.e.,
auditory or tactile targets), increased posterior activithéblind as compared to controls appears
to be related to improved auditory duration discriminatibarthermore, the examination of
individual source locations along the anterior-posterior axis in tbapgof blind participants
showed a significant correlation between the estimated souragoles for both modalities. No
reduced orienting effects induced by crossmodal cues were obseviad, thus suggesting that
changes in information processing in the early blind participaetiat due to modifications in
structures relevant for attentional orienting and alertness, butntwreadvanced processing level.
Taken together, these findings support the hypothesis that the enhanced pedanththe pattern
of activations observed in blind could reflect a modification at ex latocessing level instead of
changes in early perceptual processes taken over by occipteat.déurthermore, these data are in
line with a supramodal, rather than modality-specific, temporakepé&on process which involves
occipital areas in blind.

These results add to the above mentioned evidence, demonstratiig thiaseénce of visual
afferences during development induces dramatic changes ineargaged in visual processing.
Until recently, the consequences of re-afferentation of visual ingités a period of visual
deprivation had never been explored. Testing patients born with densaléinmataracts — which
prevent from any visual stimulation — and successively (betwBand 24" month of life) operated

for its removal offered, however, the unique and intriguing possibditiest whether vision in
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postnatal period is necessary for multisensory function to en{Ergear et al., 2007). Although
these patients showed a recovery of basic visual functions, audisugtvinteractions were
reduced or absent even after 14 years from the operation. For @)sthey showed less
interference in an audio-visual capture paradigm and were not abénédit from lip-reading in
audio-visual speech perception, thus providing strong support to the hypaoltla¢sisrmal vision
and possibly multisensory inputs during early development is atrifiic the full deployment of

cross-modal functions.
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PART I|1: Experimental Studies

Chapter 7.

The sensory dominance between touch and audition

7.1. Introduction

One of the issues that has been widely explored in the field ofsendory integration
research is the postulated asymmetric nature of the relajpohshiveen the senses (i.e., sensory
dominance), which typically manifests itself under conditions ofggual discrepancy (i.e., when
the information provided by the different senses are incongruent; e.g., Welchr&i\E080).

One particularly impressive demonstration of the prevalence of oisergemodality over
another has been provided by Colavita. In his seminal studies (Cple®t4; Colavita, Tomko &
Weisberg, 1976, Colavita & Weisberg, 1979), participants wergepted with auditory and visual
stimuli and instructed to press rapidly one of two response keys depending on thigynmoadich
the target was presented (i.e., speeded discrimination task). HoweCelavita’'s earliest studies,
the participants were unaware that bimodal audiovisual trials aisie presented during the
experimental session. The surprising result to emerge frora gaeb/ studies was that, when both
stimuli were presented, the participants tended to press the dagiaded with the visual stimulus
significantly more frequently than the key associated withatlditory stimulus. The tendency for
participants to preferentially report the visual component on the binaodBovisual trials in a
speeded discrimination task, subsequently known as the “Colavita’ €feetKoppen & Spence,
2007a, for an operational definition), has been widely explored and regliestensively for the
audiovisual sensory pairing (Koppen & Spence, 2007a, b, c; Koppen, Alsius, &eS@2008;
Sinnett, Soto-Faraco, & Spence, 2008; Sinnett, Spence, & Soto-Faraco, 2007).

Recently, Hartcher O’Brien, Gallace, Krings, Koppen, and Spence (2@0@)shown that
the Colavita effect also occurs between the vision and touch. Oaire agtrong visual dominance

effect was reported, with participants failing to respond to tbeldéacomponent of the bimodal
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visuotactile pairings of stimuli significantly more often thanytligiled to respond to the visual
component (see also Hecht & Reiner, 2009, for similar results). Swamearprisingly, when the
same paradigm was used with auditory and tactile stimulntigc@o Colavita effect was observed,
thus suggesting the absence of any systematic pattern of domibetween touch and audition
(Hecht & Reiner, 2009). These results add to previous studies amtehactions occurring between
touch and audition, which turned out to be inconsistent in proving a clearnpaftesensory
dominance between these two modalities (e.g., Bresciani & E2866; Caclin, Soto-Faraco,
Kingstone, & Spence, 2002; Soto-Faraco, Spence, & Kingstone, 2004).

A few studies have demonstrated that tactile cues can smmtify affect the processing of
simultaneously-presented auditory stimuli, resulting in a biasfntpe perceived localization of
auditory stimuli. For instance, Caclin and her colleagues (2002) demwewasstthat auditory
localization can be affected by the synchronous presentation tdé tsitmuli (i.e., participants
tended to mislocalize the perceived position of auditory stimuli wwdre position of
simultaneously-presented tactile stimuli), thus demonstrating theetaetgture’ of audition.

On the other hand, other evidence supports the prevalence of audition overlhoane
perceptual illusion, known as the parchment skin illusion, participantheubpalms together in a
back-and-forth motion and exposed to the recorded sound generated by ipgrftims action
(Jousmaki & Hari, 1998). The authors showed that manipulating the freqoéticy sound that
was presented modulated the perceived roughness/smoothness of the fakm (®uucially, no
change in tactile sensitivity was reported, cf. Guest, CatnlogdlL & Spence, 2002; see also

Suzuki, Gyoba, & Sakamoto, 2008).

7.2. Experiment 1. The audiotactile Colavita effect in the frontal space
To date, however, the investigation of interactions taking place eettvearing and touch
has failed to provide any evidence of an audiotactile Colavitatgffé Hecht & Reiner, 2009). As

in a typical study of the Colavita effect, the participantthat study had to make speeded detection
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responses to unimodal auditory, unimodal tactile, or bimodal audiotaatilelis The participants
showed no preference for responding to either the auditory or ttie stanuli on the bimodal
target trials, thus suggesting the absence of any clear mpattedominance between targets
presented in these two modalities (Hecht & Reiner, 2009). It thussst®t auditory and tactile
sensory inputs are more evenly matched, thus giving rise to ansecnéahe detection of each
component. By extending previous tentative observations (Hecht & ReD@9), in the present
study it has been tested whether the null audiotactile Colefféeat is robust enough to resist the
manipulation of either the physical features of the stimuli involved (Expetifrjeand/or the region
of space from where the stimuli are presented (Experiment 2 aperibbent 3). Whereas in
Experiment 1 the stimuli were presented from a single locat the frontal space (Experiment 1),
in Experiments 2 and 3 the stimuli were presented from multgkgibns (i.e., the tactile stimuli to
the surface of the hands or of the cheeks; the auditory stimarh headphones or frontal
loudspeakers; Experiment 2). In Experiment 3, the stimuli weremiexs in the rear space (i.e., the
tactile stimuli on the participants’ neck; the auditory stimudif headphones or from loudspeakers
behind the participants’ head. See Methods section for further details).

It is well-known that auditory stimuli of different complexitye(, pure tones vs. white noise
bursts) can induce distinct neural responses in human (Hall, Edmondsen-&oRedriksson,
2006; Kitagawa & Spence, 2006; Schonwiesner, Ribsamen, & von Cramon, 2005; §dRezide
& Sutter, 2000; Wessinger, VanMeter, Tian, Van Lare, Peckar, & Raaker, 2001), as well as
qualitatively different behavioural responses — at least undenrcedaditions — in audiotactile
tasks (see Farné & Ladavas, 2002; and Kitagawa, Zampini, & Sp20@®, for evidence from
neurologically-impaired patients and intact people, respectivilylExperiment 1, we tested the
prediction that more complex auditory stimuli would interact morth vactile stimuli than pure
tones, thus possibly resulting in a stronger binding of the auditoryaatitk tcomponents of the
bimodal targets. Such a pattern of results would parallel the esttai@nce suggesting that tactile

stimuli interact to a greater extent with complex auditoryngli than with pure tones in the

111



Audiotactile interactions: Spatiotemporal factors and role of visual experience

peripersonal space lying close to the hand (see also Fu, Johnston, Biudth, 3miley, Hackett,
Garraghty, & Schroeder, 2003). Moreover, we introduced an additional condioeasing the
amplitude of the auditory stimuli. This manipulation has already Ipeeved to be effective in
modulating the crossmodal interactions between audition and touch instatkezs (Bresciani &

Ernst, 2007).

7.2.1. Method

Participants Forty-five participants (24 females; mean age of 24 yeangjer from 18 to 34
years; 5 left-handed) took part in this experiment. The participegts randomly assigned to one
of three groups: Group 1 (22 participants; 11 women; mean age of 25 rpeges. 18-34 years; 19
right-handed), Group 2 (14 participants; 8 women; mean age of 24 26aBg; years; 13 right-
handed), Group 3 (9 participants; 5 women; mean age of 24 year§; &as; 8 right-handed).
The experiment took approximately 30 minutes to complete.

Apparatus and stimuliThe participants sat in front of a table with the palm ofrthei

dominant hand resting on a foam cube positioned centrally on a table iapgtedyx 60 cm in front
of them. An Oticon-A (100 Ohm, Oticon Inc., Somerset, NJ) bone conductwatei, with a
vibrating surface 1.6 cm wide x 2.4 cm long, was secured in ordber itoconstant contact with the
participant’s fingertip. One loudspeaker (Creative, Cambridge Soundwakl,Was positioned
directly behind the vibrotactile stimulator. In contrast to the hmain sound used in Hecht and
Reiner’'s (2009) study, the auditory stimuli used here consisted qirélsentation of one of three
sounds depending on the group: One group of participants was presented aittmpsar(70dB(A)
as measured from the participants’ head position); A second grougrt@igants was presented
with 70dB(A) white noise bursts; The third group was presented with (8)dRire tones. It must
be noted that a difference in intensity of 7 dB has been proved éffdmtive in modulating the
magnitude of the interactions occurring between audition and touclothearstudy (see Section

9.3). The vibrotactile stimuli consisted of the activation of the mmmeluction vibrator that was
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driven by a pure tone generator. The auditory and tactile stinewk Wwoth presented for 50 ms.
White noise was presented at 60 dB(A) via headphones (Cordless Segidphone SBC HCO075,
Philips) worn by the participant throughout the experiment in orderagk any noise made by the
participant or elicited by the operation of the vibrotactile statasl Two footpedals were placed
under the table in order to collect the participants’ responses. Tikergef the stimuli and the

recording of participants’ responses were controlled by E-pfisgchology Software Tools Inc.;

WWWw.pstnet.com/eprime

Design.The participants were presented with 6 blocks of 100 trials, eatdisting of 40
unimodal auditory trials, 40 unimodal tactile trials, and 20 bimodal autiietarials. These
stimulus probabilities were chosen to match those used in previousssfady., Colavita, 1974;
Hartcher O’Brien et al., 2008; Koppen & Spence, 2007a). The order of @eserdf the different
trial types was randomized within each block of trials. A blocR@®practice trials was presented at
the start of the experimental session in order to familiarize the pantisipéh the task.

ProcedureThe experiment was completed in a completely dark testindnb®ot each trial,
the participants were presented with a unimodal (i.e., auditoryaaiie), or bimodal (i.e.,
audiotactile) targets. The targets were presented at thenloggiof each trial, followed by a 1,450
ms response interval. The next trial began automatically aendeof the preceding trial. The
participants had to release one footpedal (either the lefthd) mdnenever they detected an auditory
target and the other footpedal whenever they detected a ttufjet. The stimulus-response
footpedal mapping was counterbalanced across participants. TheppaiScivere instructed to
release both footpedals whenever a bimodal target was presentepe(iftc sSnstructions were
given as to whether they should press the two response keys simudignar not). On each trial,
the participants could make more than one response within the 1,450 ms response interval provided.

The participants were instructed to respond as accurately andyrasidpbossible. No

feedback about the correctness of a participant’s responses was provided.
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7.2.2. Results

Participants failed to respond on <3% of the trials, and thesg Wwexk not included in the
subsequent data analysis.

Error data. A repeated measures analysis of variance (ANOVA) wasnmeed on the error
data with the within-participant factor of Trial Type (Unimodaldéory, Unimodal tactile, or
Bimodal) and the between-participants factor of Sound Type (70dBt&uee 70dB White noise,
80dB Pure tone). Note that Bonferroni-corrected t-tests were woseall fpost-hoc comparisons
reported in this study. The analysis revealed a significant effant of Trial Type, F(2,84)=4.82;
p=.02, with participants responding less accurately on the bimodat tai@s (M=7.0% errors)
than on either the unimodal auditory (M=3.4% errors; t(44)=2.43, p=.02) or unitactis target
trials (M=3.7% errors; t(44)=2.63, p=.01), but no less accurately on unintacide than on
unimodal auditory target trials (t(44)<1, n.s.). Neither the maecetif Sound Type, F(2,42)=1.05;
n.s., nor the interaction between Trial Type and Sound Type, F(4,84)=1.58; achede
significance.

We analysed the data from those bimodal trials in which thesipants failed to report one
of the two targets that had been presented, using a repeated méd$éOnéa with the within-
participants factors of Response (auditory-only vs. tactile-omlgh)the between-participants factor
of Sound Type. Participants made approximately the same number toirgwaaily and tactile-only
responses (M=2.7% vs. 4.4%), and hence the main effect of responsaotvasynificant,
F(1,42)=1.87; p=.18 (cf. Hecht & Reiner, 2009). The effect of Sound TyRelH=1.79; p=.18,

and the interaction between the factors, F(2,42)<1; n.s., also failed to reachasigsdific

L Even though non-significant effects (e.g., p>.08 eommonly considered as a proofs of absencergf a
effects, this conclusion is improper. Indeed, & gxperimental results are non-significant, thé Imgpothesis fails to be
rejected, but one can not draw the conclusionttiemtiata are in support of the null hypothesis @rimence of effect
is not proof of no effect”; Rouanet, 1996, p. 188e also Lecoutre & Derzko, 2001). In Experimerd,dabsence of any
— significant — evidence in support of an audidkad€olavita effect prevents us from drawing thexdasion that no
difference, even thoughtsaall difference (cf. Rouanet, 1996) between the amotitiie auditory-only and the tactile-
only responses is present. Differently from othelds, such as physics and pharmacology, the titatisechniques
aimed to asserting the smallness of effects haveméar been extensively used in experimental ipspgy. However,
as pointed out by Gallistel (2009), the demonsiratf null effects is in this field as importantthg claims that some
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RT data.The RT data from those trials in which the participants respocaiedctly were
analysed using an ANOVA with the within-participants factorsTafget Modality (auditory or
tactile) and Target Type (unimodal or bimodal) and the betweeicipants factor of Sound Type.
This analysis revealed a significant main effect of Targgpe, F(1,42)=115.19; p<.001,
attributable to participants responding significantly more rapidltherunimodal (M=541 ms) than
on the bimodal target trials (M=620 ms). The slowing of participamsponses on the bimodal
trials replicates previous results (Hartcher O’Brien et2008; Hecht & Reiner, 2009; Koppen &
Spence, 2007a), and has been attributed to the costs associated with participants heakegwo
responses rather than just one (Sinnett et al., 2007). There w@sfi@at interaction between
Target Type and Sound Type, F(2,42)=4.24; p=.02, with a more pronounceckersiéfem
performance between the unimodal and bimodal target trialbdoparticipants in the 70dB white
noise condition than in either the 70dB pure tone or 80dB pure tone dil(ps64, and 71 ms,

respectively). There was no main effect of Target Moddf¥,42)<1; n.s. In fact, the auditory and

manipulations are effective in determining sigrafit modulations of the effects investigated (e.gmgini, Brown,
Shore, Maravita, Réder, & Spence, 2005).

In Experiment 1, all experimental manipulationgaduced turned out to be ineffective in modulatihg —
null — audiotactile Colavita effect. In order tosass whether the present pattern of results catobsidered as a
support of a real equivalence between the two mmeasim exam, we performed an additional statistaaalysis.
According to the logic of the Null Hypothesis Sificeince Testing, the hypothesis to be demonstrsitedild be the
alternative hypothesis. By contrast, the test @doce used here is based on the following assungpfif. Lecoutre &
Derzko, 2001):

A= |8effe0|

- Hy: A L]0, A) (i.e., “smallness of effect” hypothesis);

-He: A [ A, ) (i.e., to be rejected hypothesis)

wherel = [0, A] defines a directional quantity used to specify thmallness confidence interval” (i.e., SCI)
for defrect DEtwWeen the compared. It is assumed that an2SQ@alling within the equivalence region [@] can be
considered as a statistical evidence in supporarof'equivalence” between the two measures put mpawison.
Otherwise, the effect size can not be considerawgkgible.

We applied the procedure put forward by Lecoutré&zko (2009) to the error rate data reported & th
bimodal trials. We chose the value/of= 0.1 as maximum interval bound, a value considiéry Cohen as the half of a
small effect (1988).

100(1e)% smallness confidence interval fors calculated as:

{o, L(ltﬁﬂ

L = observed Eta Squared; andv2 = degrees of freedom of the F ratio.

We obtain the following values. For the Effect Mbya(L = .043 and F[1,42] = 1.87440.99= 2.698), the 99%
SCl interval is [0, .0949]. For the Effect Soundo€y(L = .79 and F[2,42] = 1.79,}.99= 2.698), the SCl is [0, 0.1484].
For the interaction Modality X Sound Type (L = .0d7d F[2,42] =.37 4b.0.90= 2.698), the SCl is [0, 0.0510]. From the
results of this analysis it can be inferred tha 8CI intervals relative to the effect of Modalégd of the interaction
Modality X Sound Type (of particular interest iretlpresent experiment) are included in the regioedmfivalence.
Thus, the hypothesis that the effect size of tletofaModality (Auditory-only vs. Tactile-only respees) and of the
interaction Modality X Sound Type are greater thahcan be rejected (p<.01).
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tactile targets RTs were found to be identical (both M = 581 Mone of the other terms in this

analysis were significant.

Pure Tone 70dB White Noise 70dB Pure Tone 80dB
Error rates (%)
Unimodal Tactile 3.13 (0.5) 455 (2.2) 3.80 (1.0)
Unimodal Auditory 3.75 (1.3) 3.24 (0.5) 2.96 (0.5)
Bimodal
Tactile-Only responses 3.30 (0.7) 7.18 (3.5) 2.8 (1.2
Auditory-Only responses 2.31 (0.8) 3.87 (1.7) 1.7 (0.5)
Colavita effect n.s. n.s. n.s.
RTs (ms)
Unimodal Tactile 561 (26) 500 (24) 546 (43)
Unimodal Auditory 564 (30) 500 (29) 558 (41)
Bimodal
Tactile responses 626 (28) 614 (33) 628 (48)
Auditory responses 626 (29) 606 (30) 618 (48)

Table 1 Mean error rates and reaction times (RTs) for dhamodal auditory, unimodal tactile and
bimodal target stimuli in Experiment 1.

Previous studies have explored people’s performance ahtasks in which they had to
make two responses to a feature of a single target.fdobag that people tended over time to select
and initiate the two responses as a single responding @ctRagot & Pashler, 1992). In order to
highlight any possible response coupling in the present samdgdditional analysis was conducted

on RT of participants’ correct responses to bimodal tafgét&oppen & Spence, 2007a). Thus, we
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calculated the correlation between the RTs to the auditorytledactile component on each
bimodal trial. The results (see Table 2 and Figure 1) ledestrong correlations between the RTs
to the two components of participants’ responses on the himadget trials. These results
therefore support the hypothesis that on the majority of thalparticipants tended to couple their

responses to the auditory and the tactile components.

Experiment 1

RT correlation
values

Group 1 Group 2 Group 3

r(2441) =.895*  r(1445) = .827*  r(1020) = .900*

* indicates p < .01.

Table 2.Values of the correlations between the resporteadees reported in
Experiment 1.
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Tactile RTs

Figure 1.Scatterplots of the responses to the auditorytactiie components of
the bimodal targets, for those trials in which #vants made a correct response
(Experiment 1). Each marker represents an indivittizd from one participant.

The results of the analysis of the accuracy data fronefirent 1 show that participants did

not respond preferentially to either the auditory or tactile wtiwhen both were presented
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simultaneously. The null audiotactile Colavita effect has bgditated across a variety of different
experimental conditions, and it has shown to be resistant toghgulation of the complexity (i.e.,
pure tone or white noise) and intensity (70 or 80 dB(Ajhe auditory stimuli.

Thus, the results of Experiment 1 confirms that no Colavitaimance effect occurs
between simultaneously-presented auditory and tactile stimuli thieestimuli are presented from a
single location in frontal space, thus replicating the recemitseseported by Hecht and Reiner

(2009).

7.3. Experiment 2. The audiotactile Colavita effect: The effect of spatial factors and the part
of body stimulated

Two major implications emerge from the results of Experinier®n the one hand, they
suggest that the incoming sensory signals provided by thitoguand tactile channels are weakly
competing (or competing in an evenly manner), at leasdsasd in the Colavita paradigm. On the
other hand, one might argue that the Colavita effect camigeely considered as an expression of
the dominance (or prepotency) that visual stimuli exert otieub presented in other sensory
modalities (i.e., audition and touch), and can thus be coeslides being a uniquely visuarm of
dominance effect (cf. Hecht & Reiner, 2009). It shoulchbeed, however, that in the Experiment 1
the potential occurrence of a Colavita effect between tondthaaring involved the presentation of
auditory and tactile stimuli from a central location in the spaezity in front of the participant
(cf. Hecht & Reiner, 2009). The tactile stimuli were prestate the fingertip of one hand and the
auditory stimuli from loudspeaker(s) located within 60 cm efghrticipants in frontal space. In the
next Experiment, we investigated whether the apparent selpalanyce between audition and touch
could be disrupted by presenting the auditory and tactile stimuh flifferent locations. In the
Experiment 2, two different spatial locations were used toeptebe stimuli, both in touch (i.e.,

cheeks or hands) and in audition (i.e., external loudspeakéeadphones).
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There are evidence suggesting that the interactions occureimgeen touch and audition
can be asymmetrical in nature when different parts of thg boe put in comparison (e.g., hands
vs. face: Fu et al., 2003; Menning, Ackermann, HertrichM&thiak, 2005; hands vs. feet:
Beauchamp, Yasar, Frye, & Ro, 2008; Kayser et aD5P(Even though evidence concerning the
cortical organization of the somatosensory cortex for thereifit parts of the face are equivocal
(Eickhoff, Grefkes, Fink, & Zilles, 2008; lannetti, Porr@rfano, Romanelli, Galeotti, & Cruccu,
2003), it is well-known that the representation of the facef great importance in terms of the
cerebral representation of the body (Nguyen, Tran, Kasia, Inui, & Kakigi, 2004; Sereno &
Huang, 2006; Weinstein, 1968; see also Menning, Ackemmétertrich, & Mathiak, 2005).
Moreover, the evidence showing greater cortical conveggeinc the auditory cortex for
somatosensory inputs originating from the face (vs. hamtgce (Fu et al., 2003) further supports
the assumption that the stimuli presented close to the faceeatedirby the brain as being
particularly relevant (e.g., Ladavas, Zeloni, & Farné 81 ®rino, Padiglioni, Haggard, & Ladavas,
2008a; Serino, Pizzoferrato, & Ladavas, 2008b; Tippéillis, Dancer, Lloyd, Howard, &
McGlone, 2001; Tsakiris, 2008; see also Blakemore, BrisBia, Frith, & Ward, 2005). It might
thus be expected that the stimulation of the face could possilge a facilitatory effect (in terms
of accuracy and response latencies) in the processihg tdictile stimuli as compared to when the
stimuli are presented to the hand.

In a Colavita task, where the participants typically have spaed to the modality of the
targets (though see Koppen et al.,, 2008), an interfereffeet is commonly shown, with
participants responding more slowly in the bimodal (vs. udafjotrials. This contrasts with the
multisensory facilitation effect observed in speeded detectikg, tadiere no such discrimination is
required (Sinnett, Soto-Faraco, & Spence, 2008). Thwge iissume that the spatial manipulation
introduced here would make the auditory and the tactile stimalbrgpete for central processing
capacity, then it can be inferred that the outcomes emeirgimgour study would be analogous to

the results obtained in previous studies of the Colavita effert. might expect that the number of
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errors in the bimodal trials would be higher than in the uniiioidés (where no such competition

occurs). Crucially, in the bimodal trials, participants woulgoes preferentially to the dominant

sensory modality, failing to report the stimulus presentededrother sensory modality on a certain
proportion of the trials, thus giving rise (for the first timeptoaudiotactile Colavita effect.

If, on the other hand, audiotactile interactions reflect a reealy balanced match between
the senses, the simultaneous presentation of stimuli in botbrgensdalities (note that in the
typical study of the Colavita effect, the sensory componentbimodal trials are presented
simultaneously; though see Koppen & Spence, 2007d) skeilidate their detection (i.e., with the
number of errors reported in the bimodal trials not signifigadtiffering from the errors reported in
unimodal trials).

Regarding the spatial manipulation introduced here, the facilitatenlting from the
simultaneous presentation of signals in both sensory modahiesdsbe increased when they are
presented in close spatial proximity (cf. Tajadura-Jimgk@agawa, Valjamae, Zampini, Murray,
& Spence, 2009). In one of his audiovisual studies, Cola\li82) advanced an alternative
conjecture regarding the modulatory effect of spatial faatarshe visual dominance effect that
now bears his name. The first investigations conductedotgvita on the visual dominance effect
that now bears his name were conducted with the visual agitory stimuli presented from
different positions in frontal space (Colavita, Tomko, & Weighd 976; Colavita & Weisberg,
1979). In one of the studies conducted later, the auditonuls were presented via headphones,
whereas the visual stimuli were presented from a centratiggosn frontal space. Colavita
hypothesized that the use of the headphones might possilly served to free the participants
from directing the attention towards two locations in space (epresenting the sound and light
source), thus resulting in a reduction or even the abolishafghe visual dominance effect. The
results of Colavita’s study (1982) showed that the usesafiphones resulted in a reduced visual
dominance effect, which was nevertheless observablearsiderable, with participants failing to

respond to the sound on 85% of the bimodal trials. Evergththe two proposed accounts differ in
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terms of the key underlying mechanism (i.e., spatial in loypothesis and attentional in the
hypothesis forwarded by Colavita), both are rooted in #smiraption that the facilitation of the
sensory processing should reduce the dominance am®ogriponents.
7.3.1. Method

Participants Ten participants (8 females; mean age of 25 years; famge20 to 33 years;
one left-handed) took part in this experiment. Three paaintgphad taken part in Experiment 1 as
well. The experiment took approximately 60 minutes to complete.

Apparatus and stimuliThe experimental situation was similar to that used in Experifhent

except for the following differences. The participants retited hands on the table 40 cm to either
side of their body midline. Two bone conduction vibratorsenesed to present the tactile stimuli to
the hands (i.e., the right stimulator to the to the right indegef; the left to the left index finger).
Two loudspeaker cones were positioned directly behindvibetactile stimulators. Identical
vibrotactile stimulators were attached to the participant’s ch@éiles auditory stimuli (i.e., 50 ms
pure tones at 80dB(A) as measured from the participaa#id position) could be delivered either
from the loudspeakers or via headphones worn by theipant, and they originated from either
the right (Ar) or left (A) side. The vibrotactile were presented on the righ} ¢F left (T.). White
noise was presented at 70 dB(A) from a central loudgpebkoughout the experiment in order to
mask any noise made by the participant or elicited by thetpeiof the vibrotactile stimulators.

Design and procedurelhe participants were presented with four blocks of trieésh

consisting of 120 trials. A 2x2 factorial design was uséth auditory location (i.e., loudspeakers
vs. headphones) and tactually-stimulated body-part @ee, ¥s. hand) as the factors. The order in
which the four blocks (i.e., loudspeakers/face, loudspéeked, headphones/face,
headphones/face) were conducted was counterbalancesk guarticipants. Auditory and tactile
stimuli could either be presented simultaneously (AT multisgrstonulus pair) or as unimodal (A
or T) target events. A total of eight different stimulus ¢tons were presented in a random order:

TL, Tr, AL, Ar, ALTL, ArTr, ArTL, AL Tr. Each unimodal target condition (i.ey, g, AL, At)
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consisted of 18 trials, whereas each bimodal target conditen A T., ArTr, ArTL, ALTR)
consisted of 12 trials. In addition, participants performedi.28 6 unimodal auditory, 6 unimodal
tactile, 16 bimodal audiotactile) practice trials before each blufclexperimental trials. The
experiment took about 60 minutes to complete. The procedase exactly the same as in
Experiment 1.

7.3.2. Results

The participants failed to make any response on 2% dfitile, and these trials were not
included in the subsequent data analysis.

Error data Since preliminary t-test comparisons conducted on theatafrmed that no
statistical differences were present betweemid Tk, A_ and Az, A.T. and ATg, and AT, and
AT trials, the accuracy scores reported for these stimulumgmiwere collapsed. A repeated
measures analysis of variance (ANOVA) was then peddron the resulting error data with the
within-participant factors of Body-Part (Hand vs. Face), rBodocation (Loudspeakers vs.
Headphones) and Trial Type (Unimodal Auditory, UnimodaltilegcBimodal Same Side, and
Bimodal Different Sides). The analysis failed to reveal agryificant terms.

Next, we analysed the data from the bimoelabr trials (i.e., from those bimodal trials in
which the participants failed to report one of the two targetafitezs that had been presented:;
7.6% of the trials), using a repeated measure