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Abstract

Sequential data streams describe a variety of real life processes: from sensor readings of

natural phenomena to robotics, moving trajectories and network monitoring scenarios. An

item in a sequential data stream often depends on its previous values, subsequent items

being strongly correlated. In this thesis we address the problem of extracting the most

significant sequential patterns from a data stream, with applications to real-time data

summarization and classification and estimating generative models of the data.

The first contribution of this thesis is the notion of Conditional Heavy Hitters, which

describes the items that are frequent conditionally – that is, within the context of their

parent item. Conditional Heavy Hitters are useful in a variety of applications in sensor

monitoring, analysis, Markov chain modeling, and more. We develop algorithms for effi-

cient detection of Conditional Heavy Hitters depending on the characteristics of the data,

and provide analytical quality guarantees for their performance. We also study the behav-

ior of the proposed algorithms for different types of data and demonstrate the efficacy of

our methods by experimental evaluation on several synthetic and real-world datasets.

The second contribution of the thesis is the extension of Conditional Heavy Hitters to

patterns of variable order, which we formalize in the notion of Variable Order Conditional

Heavy Hitters. The significance of the variable order patterns is measured in terms of high

conditional and joint probability and their difference from the independent case in terms

of statistical significance. The approximate online solution in the variable order case

exploits lossless compression approaches. Facing the tradeoff between memory usage and

accuracy of the pattern extraction, we introduce several online space pruning strategies and

study their quality guarantees. The strategies can be chosen depending on the estimation

objectives, such as maximizing the precision or recall of extracted significant patterns. The

efficiency of our approach is experimentally evaluated on three real datasets.

The last contribution of the thesis is related to the prediction quality of the classical

and sequential classification algorithms under varying levels of label noise. We present

the ”Sigmoid Rule” Framework, which allows choosing the most appropriate learning al-

gorithm depending on the properties of the data. The framework uses an existing model

of the expected performance of learning algorithms as a sigmoid function of the signal-

to-noise ratio in the training instances. Based on the sigmoid parameters we define a

set of intuitive criteria that are useful for comparing the behavior of learning algorithms

in the presence of noise. Furthermore, we show that there is a connection between these

parameters and the characteristics of the underlying dataset, hinting at how the inherent

properties of a dataset affect learning. The framework is applicable to concept drift sce-

narios, including modeling user behavior over time, and mining of noisy time series of

evolving nature.
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Chapter 1

Introduction

In the last decades there has been a dramatic explosion in the availability of streaming

measurements that naturally appear from different sources, such as sensor networks of

human activities, position updates of moving objects in location-based services, mobile

calls, climatological processes, financial transactions and others. Such data sources pro-

duce billions of possibly noisy and temporally correlated values that arrive at a high rate,

thus, making the tasks of pattern extraction, generative model estimation and sequential

classification challenging.

In this chapter, we introduce three research directions that correspond to the problems

of i) detecting interesting correlations, ii) estimating variable order generative models

for sequential data streams, and iii) analyzing the performance of learning algorithms in

noisy settings. Section 1.1 presents the general motivation for each direction. Then, in

Section 1.2, we discuss the problem definitions and the contributions of this thesis. The

structure of the thesis is given in Section 1.2.4. The publications based on the research

made in this thesis are listed in Section 1.2.5.

1.1 Motivation

Due to its importance, the data stream model has received much attention in different

research communities, such as data bases, data mining, networking, robotics and theory.

There are many research problems that are addressed there, for example, data stream sum-

marization [58], anomaly detection [21], data stream clustering [59] and classification [2].

In the majority of these works, adjacent observations of a data stream are treated as

independent. In the recent works [35, 36] it has been demonstrated that it is beneficial to

take into account the correlations between the neighboring observations for data modeling

and related tasks that are based on similarity measurement among the parts of a data

stream, such as pattern extraction, motif discovery, clustering and classification.

Streaming data are often noisy. Although the machine learning and data mining com-
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CHAPTER 1. INTRODUCTION

munities have extensively studied the behavior of classifiers in different settings[62, 112],

the effect of labeling noise on the classification task is still an open problem.

1.1.1 Detecting Interesting Correlations in Fast Data Streams

Within applications that generate large quantities of data, it is often important to identify

particular entities that are associated with a large fraction of the data items [34, 84]. For

example, in a network setting, we often want to find which users are responsible for

sending or receiving a large fraction of the traffic. In monitoring updates to a large

database table, it is important to know which attribute values predominate, for query

planning and approximate query answering purposes. This notion has been abstracted

as the idea of “heavy hitters” or “frequent items”. Considerable effort has been spent on

finding algorithms to track the heavy hitters under a variety of scenarios and data arrival

models [7, 20, 25, 33, 78, 85, 88, 93].

However, the concept of heavy hitters can on occasion be quite a blunt one. Consider

the network health monitoring scenario. It is well-known that in any measurement, there

will be some destinations that are globally popular (search engines, social networks, video

providers); likewise, so will be certain users (large organizations behind a single IP address,

heavy downloaders and filesharers). As a result, tracking the heavy hitters within this data

is not always informative, as they reveal only knowledge which is relatively slow changing,

and not actionable. Rather, we would like to find which are sources or destinations that

are significantly locally popular. That is, find those (source, destination) pairs where the

destination is a heavy hitter amongst the connections of the same source.

Another application area is in security, in the intrusion detection domain. Here, a large

number of different actions are observed, and the goal is to sift for unusual patterns of

activity. The canonical approach is based around association rule and frequent itemset

mining. These methods identify subsets of activities whose joint occurrence frequency

exceeds some given threshold. While popular, this methodology has its limitations. The

enormous search space implied by all possible combinations of actions typically requires

a lengthy off-line search to identify the patterns of interest. While there are some on-line

algorithms, these still require substantial resources to track sufficient statistics for the

potentially frequent subsets. As a result, this kind of mining tends to be costly, and to

deliver results significantly after the event.

Essentially, these two approaches (frequent items and frequent itemsets) fall at two

ends of the spectrum: the frequent items approach is not rich enough to identify behavior

of interest, while the frequent itemsets are potentially too rich, and too costly to find. In

this thesis, we propose an intermediate goal, which focuses more on correlations between

items than simple heavy hitters, but is lightweight enough to permit efficient stream-

ing algorithms. We call this concept “Conditional Heavy Hitters”, and work to provide

2



1.1. MOTIVATION

meaningful definitions and a suite of algorithmic approaches to find them.

1.1.2 Estimating Variable Order Generative Models for Sequential Data Streams

Conditional Heavy Hitters, introduced in the previous section, correspond to sequential

patterns of fixed order (length). If a data stream contains correlated subsequences of

varying length, Conditional Heavy Hitters are not enough to capture the peculiarities of

the data stream.

There have been few works devoted to online statistical and probabilistic modeling

of data streams, where correlations among the values are taken into account, for ex-

ample, estimation of regression models [57] and Hidden Markov Models (HMMs); but

they reflect only linear dependency among the observations or only first order correla-

tions [63, 118]. Currently, estimation of more sophisticated probabilistic models, such

as high order HMMs, Conditional Random Fields (CRFs), or Variable Order Markov

Models (VMMs) requires much space in order to keep the exponentially large number of

parameters of high orders, which is infeasible for large alphabets and streaming settings.

Conditional Heavy Hitters, described in Chapter 3, are capable of approximately estimat-

ing the parameters of a high-order Markov chain with large alphabet, but keep the order

of the model fixed.

In Chapter 4 we address the problem of online discovery of Variable Order Conditional

Heavy Hitters (VOCHH) for data streams whose elements can be represented as symbols

from large finite alphabets.

Specifically, we consider data that can be abstracted as pairs of temporally sorted

symbols, which we refer to as a parent and a child. Parent consists of previously seen

symbols, while a child usually corresponds to the most recent symbol. The fundamental

concept of Conditional Heavy Hitters of variable order is to find those parent-child pairs,

where the probability of the child is high, conditioned on the parent and the frequency

of the parent-child pair is statistically significantly different from the i.i.d case of the

distribution of the symbols. Variable order comes from the fact that parents can consist

of variable number of symbols.

Streaming data from moving trajectories, sensors, web search, network monitoring,

human activities, mobile wireless networks and text processing can naturally be mod-

eled using variable order contexts, thus, they can be efficiently analyzed using VOCHH.

VOCHH can be used to estimate the most important transition probabilities of the data

generation models with markovian properties, such as Markov Models, HMMs, CRFs and

others, in streaming environment. In other words, VOCHH extract the largest probabili-

ties of moving from one state to another.

Even though any variable order Markov model can be described using a fixed-length

Markov Chain of a sufficiently high order, the number of parameters that would need to
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be stored is exponentially high. At the same time, to estimate all high order transition

probabilities of a Markov Chain of a fixed order, much larger training datasets are needed.

The variable order models estimate the parameters for only a small subset of meaningful

contexts, thus, allocating space and using training datasets much more efficiently, which

is crucial for streaming processing.

1.1.3 Analysis of Performance of Learning Algorithms in Noisy Settings

Conditional Heavy Hitters and VOCHH are useful for estimation of the generative model

of the data stream in real time. The models can be exploited in the task of data stream

classification. As streaming data often contain noise, it is important to study the behavior

of classifiers in noisy settings.

Transforming vast amounts of collected – possibly noisy – data into useful information

through the processes of clustering and classification has important applications in many

domains. One example is preference detection of the customers for marketing. Another

example is detection of negligent “providers” for Mechanical turk and reduction of their

behavior on task results. The machine learning and data mining communities have ex-

tensively studied the behavior of classifiers in different settings (e.g., [62, 112]), however,

the effect of noise on the classification task is still an important and an open problem.

The importance of studying noisy data settings is augmented by the fact that noise

is very common in a variety of large scale data sources, such as sensor networks and the

Web, and Machine learning algorithms, both classical and developed for sequential data,

perform differently in the settings with varying levels of labeling noise. Thus, there rises

a need for a unified framework aimed at studying the behavior of learning algorithms in

the presence of noise, depending on the specifics of each particular dataset.

In Chapter 5, we study the effect of training set label noise1 on a classification task.

This type of noise is common in cases of concept drift, where a target concept shifts over

time, rendering previous training instances obsolete. Essentially, in the case of concept

drift, feature noise causes the labels of previous training instances to be out of date and,

thus, equivalent to label noise. Drifting concepts appear in a variety of settings in the

real world, such as the state of a free market, or the traits of the most viewed movie.

1.2 Problem Description and Contributions

1.2.1 Detecting Interesting Correlations in Fast Data Streams

In order to find interesting correlations, we model data that can be abstracted as pairs

of items, which we refer to as parent and child items. The central concept of Conditional

Heavy Hitters is to find those parent-child pairs that are most frequent, relative to the
1Throughout the rest of this thesis we will use the term noise to refer to the label noise, unless otherwise indicated.
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frequency of the parent. The reason for referring to such heavy hitters as “conditional”

is by analogy to conditional probabilities: essentially, we seek children whose probability

is high, conditioned on the parent. These should be distinct from the parent-child pairs

which are overall most frequent, since these can be found by using existing heavy hitter

algorithms. While this is a natural goal, it turns out that there are several ways to

formalize this, which we discuss in more detail in Chapter 3. Thus, the first challenge is

to formalize the notion of Conditional Heavy Hitters. As we consider streaming data that

consists of symbols from possibly large alphabets, the second challenge is to accurately

extract Conditional Heavy Hitters in real time with limited space budget. To this end,

we developed several streaming algorithms that use pruning based on the value of the

conditional probability. The core structure of the algorithms, which keeps estimated

statistics about the frequencies of paren-child pairs, depends on the simple characteristics

of data. The characteristics correspond to the expected size of possible parents that have

at least one heavy hitter child. If the expected size of parents is small we call such a

dataset “sparse”, otherwise, we refer to it as to a “dense” dataset.

Contributions. The main contributions of this research direction include:

• Definition of the concept of Conditional Heavy Hitters, which can be applied in a

variety of settings;

• Theoretical and empirical comparison of Conditional Heavy Hitters with other no-

tions of interesting elements studied in the data stream literature, such as frequent

itemsets, association rules, and correlated heavy hitters;

• Development and description of several streaming algorithms for retrieving Condi-

tional Heavy Hitters and analysis of their applicability for data with varying charac-

teristics;

• The algorithms developed are evaluated on a mixture of real and synthetic datasets.

We observe that certain algorithms can retrieve the conditional heavy hitters with

high accuracy while retaining a compact amount of historical information. Different

algorithms achieve the best results depending on simple characteristics of the data:

essentially, whether the number of Conditional Heavy Hitters is comparable to the

number of parents, or whether it is much lower.

1.2.2 Estimating Variable Order Generative Models for Sequential Data Streams

Studies [41, 74, 82, 104] show that for various domains, such as language modeling, cor-

rection of corrupted text, speech recognition, machine translation, protein models and

models for web page prediction, VMM provide better fit than fixed order models and use

much less space, which is crucial to our problem of modeling data from large alphabets.

In terms of statistical learning theory, the generalization guarantee (bias-variance

tradeoff) of estimation of VMM depends on the degree of the variability of the con-
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texts. This means that if the maximum order of the context is chosen, then, the fixed

order model of this order leads to the smallest bias and the largest variance. The cause of

the largest variance is the lack of evidence for estimating the parameters of the fixed-order

model with enough confidence. Other words, fixed order model leads to the overfitting.

On the other hand, using the smallest context information leads to underfitting, when bias

is the largest and variance is the smallest. The main challenge of this work is to devise

proper notion of variable order Conditional Heavy Hitters and develop online methods of

their extraction in order to balance the bias-variance tradeoff in limited memory settings.

To achieve this, we focus on the variable order modeling aimed at keeping all the impor-

tant contexts that correspond to the significant dependencies of the data, and keeping the

shortest possible contexts for the independent observations.

Our approach for VOCHH discovery exploits the variations of well known lossless

compression algorithms [13] that are used for building an efficient representation of VMMs.

Lossless algorithms with the best accuracy guarantees and at the same time the best

performance originate in suffix trees or their analogs [22], [13]. After training they can be

used for different purposes of data analysis:

1. extraction of essential connections between a symbol and a context – in order to find

out the highest conditional probabilities of various orders.

2. forecasting – to predict future states of a data stream given a sequence of previous

states;

3. similarity matching – to compare several parts of a data stream or several data

streams based on their representation structures. This can be further used for clas-

sification and clustering tasks.

Lossless compression algorithms have several limitations: tree structures keep the in-

formation of all seen subsequences, thus, in case of large alphabets and, consequently,

large number of states, the trees can grow up to the length of the stream and exceed

memory budget. The algorithms that involve pruning, such as Probabilistic Suffix Trees,

have running time quadratic in the length of the stream, thus making online usage im-

possible. Other pruning strategies proposed in the literature are either too simplistic, for

example, based on the frequency of a subsequence, or require much time to reconstruct

the representation tree like in Probabilistic Suffix Trees.

In this work we develop and assess several algorithms that adopt the trie structure

of Prediction by Partial Match (PPM) algorithm – one of the best performing lossless

compression algorithms. We transform the PPM trie into the VOCHH trie by using

online pruning strategies based on the values of conditional probabilities, frequencies of

the sequential patterns and their statistical significance. The developed algorithms are

suitable for various settings if either higher precision or recall of the VOCHH extraction

is preferred. On the other hand, their aim is to minimize the LogLoss of the estimated

variable order model.
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Contributions. Main contributions of this thesis along this research direction include:

• Definition of the concept of Conditional Heavy Hitters of Variable Order.

• Several streaming algorithms for retrieving VOCHH.

• Analysis of the developed algorithms, including quality guarantees with regard to

the VOCHH estimation.

• The developed algorithms are evaluated on three real-world datasets. We observe

that the algorithms can retrieve VOCHH with high accuracy while using restricted

memory budget.

1.2.3 Analysis of Performance of Learning Algorithms in Noisy Settings

Giannakopoulos and Palpanas [53] have shown that the performance2 of a classifier in the

presence of noise can be effectively approximated by a sigmoid function, which relates the

signal-to-noise ratio in training data to the expected performance of the classifier. We

call this fact the “Sigmoid Rule”. In Chaptercha:srf we examine how much added benefit

we can derive from the sigmoid rule model, by studying and analyzing the parameters of

the sigmoid in order to detect the influence of each parameter on the learner behavior.

Based on the most prominent parameters, we define several dimensions characterizing the

behavior of the algorithm, which can be used to construct criteria for the comparison of

different learning algorithms. We name this set of dimensions the “Sigmoid Rule” Frame-

work (SRF). The dimensions of the “sigmoid rule” are useful for comparing algorithms,

and can take into account different requirements of the user. We also study, using SRF,

how dataset attributes (i.e., the number of classes, features and instances and the fractal

dimensionality [39] ) correlate with the expected performance of the classifiers in varying

noise settings.

In this work we also show that the “Sigmoid Rule” is equally applicable to the problem

of sequential classification, where classifiers of a different nature (for example, based on

Hidden Markov Models) are considered. Sequential classifiers are useful for datasets

where samples rely on causal phenomena, based on the sequence of appearance. We

consider datasets where instances are the points of time series, causing the relationship

between adjacent points. Using SRF, we additionally study the influence of the dataset

characteristics on the performance of sequential classifiers. The dataset characteristics

in this case are the number of classes, features and correlation order (a measure of how

many recent instances strongly correlate with the next instance).

Contributions. In summary, we make the following contributions.

• We define a set of intuitive criteria based on the SRF that can be used to compare the

behavior of learning algorithms in the presence of noise. This set of criteria provides

both quantitative and qualitative support for learner selection in different settings.

2When we write performance of an algorithm, we mean the classification accuracy.
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• We demonstrate that there is a connection between the SRF dimensions and the

characteristics of the underlying dataset, using both a correlation study and regres-

sion modeling based on linear and logistic regression. In both cases we discovered

statistically significant relations between SRF dimensions and dataset characteristics.

Our analysis shows that these relations are stronger for the sequential classifiers than

for the non-sequential, traditional classifiers, where the instances are considered to

be independent.

• Our results are based on an extensive experimental evaluation, using 10 synthetic and

31 real datasets from diverse domains. The heterogeneity of the dataset collection

validates the general applicability of the SRF for both non-sequential and sequential

learners.

1.2.4 Thesis Structure

The thesis contains the following chapters:

Chapter 2 surveys background and the related work relevant to the research directions

of this thesis. In more detail, we discuss the specifics of streaming model, consider relevant

notions of interesting patterns proposed in the literature, survey lossless compression

algorithms and discuss the methods that are used for the analysis of classifiers in noisy

settings.

Chapter 3 is devoted to the problem of Detecting Interesting Correlations in Fast Data

Streams. It describes the notion of Conditional Heavy Hitters and developed algorithms

together with the analysis of their quality guarantees, as well as the experimental evalu-

ation of the algorithms.

Chapter 4 presents our results along the direction of Estimating Variable Order Genera-

tive Models for Sequential Data Streams. We devise optimal pruning strategy to minimize

LogLoss of the variable order model and describe its online variations. We also discuss

the developed algorithms for VOCHH discovery and their quality guarantees. Finally, we

experimentally evaluate the algorithms using three real datasets.

Chapter 5 contains the description of the Sigmoid Rule Framework, including the cri-

teria that can be used to choose the optimal classifier in the noisy settings for a particular

dataset. We also present the analysis of dependence of classifier’s performance on the

dataset characteristics. The analysis is done for both classical and sequential classifiers.

Chapter 6 presents concluding remarks and directions of future work.

1.2.5 Publications

Research presented in this dissertation resulted in the following publications:

• [35] Michele Dallachiesa, Besmira Nushi, Katsiaryna Mirylenka and Themis Pal-

panas. Similarity Matching for Uncertain Time Series: Analytical and Experimental
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Comparison. Proceedings of the 2nd ACM SIGSPATIAL International Workshop on

Querying and Mining Uncertain Spatio-Temporal Data. ACM, 2013: 8–15 (QUeST

’2011).

• [92] Katsiaryna Mirylenka, George Giannakopoulos Themis Palpanas. SRF: A Frame-

work for the Study of Classifier Behavior under Training Set Mislabeling Noise.

Advances in Knowledge Discovery and Data Mining. Lecture Notes in Computer

Science. Springer Berlin Heidelberg, 2012. 109-121 (PAKDD’2012).

• [37] Michele Dallachiesa, Besmira Nushi, Katsiaryna Mirylenka and Themis Pal-

panas. Uncertain Time-Series Similarity: Return to the Basics. Proc. VLDB En-

dow. VLDB Endowment. 2012 (VLDB’2012).

• [90] Katsiaryna Mirylenka, Graham Cormode, Themis Palpanas and Divesh Srivas-

tava. Finding Interesting Correlations with Conditional Heavy Hitters. Proceed-

ing of IEEE 29th International Conference on Data Engineering(2013): 1069–1080

(ICDE’2013).

• [89] Katsiaryna Mirylenka, Graham Cormode, Themis Palpanas and Divesh Srivas-

tava. Conditional heavy hitters: detecting interesting correlations in data streams.

The VLDB Journal. Springer Berlin Heidelberg. 2015: 1-20.
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Chapter 2

Background and Related Work

In this thesis we address the problem of mining and learning in sequential data streams

along the directions of finding important patterns of the fixed and variable order, and

analysis of classifiers in noisy settings. We propose methods of finding important pat-

terns and a framework for classifier analysis. In this chapter we provide the necessary

background and related work for the formulated problems and the proposed methods. In

Sections 2.1 we describe the data stream model. In Sections 2.2, 2.3 and 2.4 we consider

relevant notions of interesting patterns proposed in the literature, survey lossless com-

pression algorithms and discuss the methods that are used for the analysis of classifiers

in noisy settings.

2.1 Data Streams and Their Specifics

The recent development of tools that generate and monitor data online has led to the

necessity of processing of huge quantities of data in very short time. This gave rise to a

new kind of data model that is called a data stream.

Data stream can be defined as an unbounded sequence (x1, x2, ..., xn, ...) that is

indexed on the basis of the time of its arrival at the receiver. Babcock et al. [8] point out

some fundamental properties of a data stream system such as:

(a) data elements arrive continuously, sometimes with a different rate;

(b) there is no limit on the total number of points in the data stream;

(c) once processed, the element of a data stream can not be retrieved unless it was

explicitly stored in the memory;

(d) the amount of the available memory is less than the size of the data stream;

(e) there is a limited processing time that can be devoted to each element in the

stream. This time can be so small that some values may have to be thrown away (load

shedding [1]).
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In other words, a data stream is an ordered sequence of elements that needs to be

processed online because otherwise it will be lost.

2.2 Detecting Interesting Correlations in Fast Data Streams

The notions of heavy hitters and frequent itemsets have been heavily studied in the

database and data mining literature. Interest in finding the heavy hitters in streams of

data goes back to the early eighties [17, 93], where simple algorithms based on tracking

items and counts were developed. Thanks to the interest in algorithms for streams of data,

improved methods have been developed over the course of the last decade. These include

variants of methods that track items and corresponding estimated counts [40, 85, 88],

and randomized “sketch” methods, capable of handling negative weights [25, 33]. These

methods can all provide the guarantee that, given a parameter ε, they can find all items in

a stream of length n that occur more than εn times, while maintaining a summary of size

O(1/ε). Equivalently, they estimate the frequency of any given item with additive error

εn. For further details and empirical comparison of methods, see the surveys [34, 84].

The heavy hitters are a special case of frequent itemsets: they are the frequent 1-

itemsets. Additionally, all larger frequent itemsets consist of subsets of the heavy hitters.

There has been much work dedicated to finding frequent itemsets (and their variations) in

the off-line setting, often starting from the Apriori [3] and FP-Tree algorithms [64]. These

concepts have been adapted to work over streams of data, resulting in algorithms such

as FUP [24], and FP-stream [55]. A limitation of finding frequent itemsets is that the

number of possibly frequent itemsets can become very large, meaning that the algorithm

either has to track information about many candidates, or else aggressively prune the

retained data, and risk missing out on some frequent itemsets. In formalizing Conditional

Heavy Hitters, one aim is to form a compromise between heavy hitters (which are simple

and for which space/accuracy tradeoffs can be provided) and frequent itemsets (which are

much more complex, and for which no tight space guarantees are provided). Additional

background on itemset mining in streams is given by Yu and Chi [127].

Several other variations of heavy hitters on streams have been proposed in the litera-

ture. Where the stream is time-varying, it is sometimes of interest to monitor only the

heavy hitters within a recent time window, or with some other time-decay [32, 38, 79, 109].

The notion of hierarchical heavy hitters says that when items fall in a hierarchy (or com-

bination of hierarchies), it is interesting to find nodes in the hierarchy that are heavy

from aggregating their descendants [31]. Lastly, correlated aggregates consider streams

of tuples, and ask for aggregates on some attributes, for the subset of tuples that meet

some other conditions [52]. In this regard, our concept of Conditional Heavy Hitters can

be seen as a generalized version of a kind of correlated aggregate, albeit one that has not

been studied previously.
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Our notion of Conditional Heavy Hitters is related to models of (temporal) correlation

in data, as captured by Markov chains. That is, given a sequence of items, the kth

order transition probabilities are defined as the (marginal) probability of seeing each

character, given the history of the k prior characters. In our terminology, setting the child

as the new character and the parent as the concatenation of the k previous characters

means that finding the Conditional Heavy Hitters maps on to finding the high transition

probabilities in this Markov chain. The importance of considering correlations has been

recently motivated within several domains [35, 37, 80]. There has been much prior work

on capturing correlations in data via different Markov-style models, such as homogeneous

Markov chains of high order, hidden Markov Models [12], Bayesian networks [97] and

others [80, 119]. However, fitting these increasingly complex models requires a lot of CPU

and I/O time and multiple passes over the data, and hence it is infeasible to estimate them

in a streaming setting. For example, the simple Mixture Transition Distribution [101]

aims to approximate the transition probabilities with a smaller number of parameters,

but requires multiple iterations over the data to do so. By focusing on the Conditional

Heavy Hitters, we also identify a small number of parameters to describe the distribution,

but can recover these efficiently in a single pass over the data.

Most related to this work is the paper of Lahiri and Tirthapura [77] which considers

the problem of ‘correlated heavy hitters’ over a stream of tuples (a, b). Here, (a, b) is a

correlated heavy hitter if a is a simple heavy hitter (frequency exceeds ψ) in a sequence of

single-dimensional records and b is a heavy hitter in the subset of tuples where a appears.

We discuss the similarity and differences of this definition to Conditional Heavy Hitters

in Sections 3.2 and 3.3.

2.3 Estimating Variable Order Generative Models for Sequen-

tial Data Streams

As we have discussed before, Variable Order Conditional Heavy Hitters (VOCHH) can

be seen as the main elements of the transition matrix of a Variable Order Markov Model,

as they have highest conditional probability values and high support. Currently, lossless

compression algorithms are the most efficient algorithms that can estimate VMMs. Ac-

cording to Bunton [22] in the hierarchy of model classes, most of the lossless compression

algorithms lie in the FSMX (Finite State Machines X class of models), thus, these algo-

rithms provide asymptotically optimal solutions with respect to the Markovian sources

with Variable Order. The algorithms that belong to FSMX are based on suffix trees, and

include general suffix trees [113], count suffix trees [66], probabilistic suffix trees [104].

FSMX also include algorithms that can be represented via suffix tress while possibly

having different core structures, such as Prediction by Partial Matching (PPM) [27] and
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its derivatives PPM-C [94] and PPM* [28]. In this section we consider theoretical and

empirical properties of these algorithms together with another non-stochastic popular

lossless compression algorithm LZ78 [129]. We discuss the PPM algorithm in detail in

Section 2.3.4 because we use it as a foundation for our methods of VOCHH discovery.

2.3.1 Online Compression Algorithms

There are several types of compression algorithms [22]: (a) lossy and lossless; (b) online

and multiple-pass; (c) stochastic and Ziv-Lempel-like. As we are interested in efficient

and accurate VOCHH estimation for large finite-alphabet sources in streaming settings

we focus on lossless, online and stochastic algorithms. Due to the very large source al-

phabets it is not feasible to keep the counts of all seen sequences in a tree. The least

informative nodes and sequences should be pruned. Thus, eventually we cannot guar-

antee lossless compression. On the other hand, we cannot use lossy algorithms as they

are developed for particular domains such as image or video compression or even text

compression where prior knowledge about the data source is heavily exploited [121]. Cur-

rently, online stochastic modeling techniques arguably provide the best data compression

among techniques known according to both theoretical and empirical studies [22], [13].

These results belong to the performance of the PPM family of techniques which we are

going to discuss in more detail later in the chapter.

The work [13] surveys the most popular compression methods and evaluates the meth-

ods by their prediction accuracy for three different datasets of sequential nature, namely

english text, music and protein (amino-acid) sequence datasets. The methods estimate

VMM from a sequence of observed states. They build a model, based on a tree or a

collection of trees in a way that, when we look up a ”context” (preceding states), we get

a prediction or a probability distribution for the next state.

General features of the compression algorithms according to Begleiter [13] are the

following:

• A tree that is used to represent the estimated VMM is constructed during a training

phase.

• Given the tree, conditional probabilities of any order (if the tree is not bounded) can be

calculated. If the order is bounded and a query is longer than the maximum depth of

the tree, there are several tricks to calculate the probability distribution, for example,

the largest parent subsequence is used to estimate the probability of the sequence.

• The methods provide lossless compression of data. Having a good lossless algorithm,

data series can be efficiently encoded with a small number of bits, proportional to the

entropy of prediction, which also means high prediction quality of the model. Thus,

lossless compression can be considered as summarizaion of the data series.

Lossless compression algorithms usually do not use any pruning and do not assume
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uniformity of VMMs (in Section 4.1 we discussed uniform and nonuniform models where

the variable length depends only on a context or on a full sequence consisting of a context

and a symbol).

The algorithms that perform the best according to the study [13] are the following:

1. PPM-C – the Prediction by Partial Matching, Method C, proposed in [94].

2. For the protein classification problems the best algorithm is LZ-MS [96], which is

a modification of the Lempel-Ziv compression algorithm LZ78 [129]. It is shown in

the work [10] that the running time of LZ78 can be improved if it is represented via

suffix tree.

These algorithms and their master algorithm – the general suffix tree algorithm [113] –

together with their variations are described in Table 2.1. It is also shown in the study [83]

that usage of the prefix and suffix structures is the most beneficial for sequential pattern

mining.

In the description of the algorithms we use the following notation:

• Training dataset consists of n strings (or trajectories) of total length N ;

• D – the maximum order of the model, which shows the maximum length of depen-

dency among the neighboring observations. The order of the model corresponds to

the length of the context or a parent that is used for modeling time correlations;

• m – the length of the query string 1, that is the string whose probability we need to

find.

• z – the number of occurrences of this string in the tree,

• r – the number of resulting LZ78 factors for the corresponding algorithm.

• Σ – a finite alphabet defining the possible values of the sequence elements.

The full VOCHH-related notation is listed in Appendix A.3.

According to the comparison and accuracy results provided in [13] and [22], PPM-C is

the best performer, while LZ78 and PST, in addition to the lower accuracy, have larger

space and time requirements for the calculation of conditional probabilities.

VOCHH can be extracted using the tree structures obtained after training a lossless

compression algorithm. Many lossless compression algorithms build either a suffix or a

prefix tree (trie) in linear time, and can thus be used for real time applications, if space

pruning is implemented efficiently.

1We use the terms string, sequence and trajectory interchangeably in the thesis, unless specified otherwise.
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2.3.2 Pruning

As mentioned above, in the case of large alphabets and bounded space, the main issue is to

efficiently prune the nodes that are not promising in a sense that they have low potential

to become Conditional Heavy Hitters. Pruning strategies are not naturally embedded

into the lossless compression algorithms, although several pruning strategies, such as least

recently used or least frequently used, are described in the litereture. The most popular

and the easiest strategy is to fully rebuild a tree when memory budget is spent [49]. One

of the reason why full model reconstruction is preferred is that for other strategies there is

a need to keep additional pointers to track the least recently/frequently used sequences.

Study of the VMM usage for predicting web pages navigation [41] introduces the

confidence-based pruning, which checks if there is a difference in conditional probabil-

ities of several children given a parent. If all possible children are equiprobable, it is

safely assumed that elimination of such a parent will not change the model. This strategy

is not useful in the case of very large alphabets as it is almost impossible to observe a

parent with all possible states following it.

In the work [74], in which the back off model is used, the quality of a model after

pruning is measured by the improved average KL divergence, which consists of the sum

of terms:

d(yk, σ) = Prfull[y
k, σ] log

Prfull[σ|yk]
Pr[escape|yk]Pfull[σ|yk−1]

for those sequences (yk, σ) that were not observed in a training set. σ is a symbol from

Σ, and probabilities Prfull[·] are defined by the suffix tree. The work [74] uses another

kind of pruning strategy in order to minimize the improved KL divergence with the full

model: it aims to remove those elements from the full model that have the lowest values

of d(yk, σ). All the nodes with the lowest values of the criteria are successively removed

until the tree reaches the predefined size. If the node is decided to be removed, all its

successor nodes are also removed. Due to heavy computation this pruning strategy can

only be used offline.

As VMMs of high orders have large number of parameters, all related works consider

mainly offline pruning strategies: when an exact model is already built (or all exact prob-

abilities are estimated) some parts of the model or some probabilities with the smallest

impact on the model are discarded. Even strategies like “least frequently used” are usually

assessed in the offline fashion, though they can be used online as well.

2.3.3 Probabilistic Suffix Trees versus PPM-C

Probabilistic Suffix Trees. The most significant work in machine learning domain that

is also a lossless compression algorithm is a variation of a suffix tree algorithm, which is

called Probabilistic Suffix Tree (PST). PST estimates Probabilistic Suffix Automata (a
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CHAPTER 2. BACKGROUND AND RELATED WORK

subclass of Probabilistic Finite Automata that is used to model transitions between the

finite number of states). The PST algorithm has PAC-style performance guarantees [104]:

for some small δ and ε it is proven that with the probability 1 − δ the Kullback-Leibler

divergence between a true and an estimated distributions, after normalization by the

length of the string, is less than ε.

The PST algorithm is not a real time algorithm, as it first extracts all the subsequences

bounded by the maximal order D with their exact counts, then calculates the maximal

likelihood estimates for all transitional probabilities, and finally uses some refinements to

keep only significant ones. These refinements can be seen as offline pruning strategies.

Each candidate subsequence (y, x), which corresponds to a new node or a sequence of

nodes, is examined for two conditions:

1. joint probability of the context and the symbol should be larger than the predefined

threshold. This threshold can be converted to a frequency threshold;

2. the context y is meaningful if there is a symbol σ such that P (σ|y) > threshold;

3. the context y contributes additional information for predicting σ relative to its longest

suffix y′ (if y = (x1, x2, ..., xk) then its longest suffix y′ = (x2, x3..., xk)). This means

that the ratio of their conditional probabilities is significantly different from one:

P (σ|y)

P (σ|y′)
≥ 1 + ε or

P (σ|y)

P (σ|y′)
≤ 1

1 + ε
, (2.1)

where ε > 0.

All the thresholds depend on ε, δ, the size of the alphabet, and length of the strings used

for training. The procedure for building PST has quadratic time complexity (O(D ∗N2),

and the space complexity O(D∗N), where N is the length of the training data, and O(D)

is the time required to find P (σ|y).

Several additional offline pruning criteria for PST were used in the work [82]. The first

two pruning strategies from PST are adopted as they are, while the last strategy that

checks if a node brings additional information compared to its parent is reformulated.

In the previous work [104], difference from a parent suffix is checked separately for each

symbol using the equation 2.1, while in the paper [82] the difference is checked using

Kullback-Leibler divergence between distributions P̂ (·|σy) and P̂ (·|y). If the difference is

smaller than a threshold, then the node is pruned. This criterion is efficient only for small

alphabets, as the Kullback-Leibler divergence is calculated when distribution over all the

symbols is defined.

Another pruning criterion adopted in the work [82] is based on Akaike’s Information

Criterion (AIC), which should be minimized by the best model. AIC seeks the balance

between the complexity of the model and its fit. Complexity of the model is represented

by the number of its parameters, while its fit is calculated using the likelihood function of

the model. The pruning is done on two levels. First, maximal model depth D is chosen by
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testing fixed order Markov Chains of different orders, then model with the minimal AIC

is considered as a starting point for further pruning. On the next level, each parent-child

pair is considered in order to choose the model based on either the parent or the son.

According to the results on the protein data [82], using the AIC criterion results in the

significantly smaller size of the PST, as well as the improved quality of prediction. AIC

still needs offline processing due to the multiple passes over the data.

In most of the lossless compression algorithms that are used for prediction2 so called

“zero-frequency problem” is faced. Zero-frequency problem corresponds to those cases

where the sequence for which the probability should be predicted has not been seen in

the training dataset. To address zero-frequency problem (P [σ|y] = 0), the PST approach

uses a small, user-defined probability to be assigned to it: P [σ|y] = pmin. This part is

additional and it does not participate in PAC learning guarantees.

Interestingly, though the PST algorithm has good theoretical properties, it did not

perform well in the empirical studies [13], [72], which compared different lossless compres-

sion algorithms for the purpose of building VMM models. In fact, PST was not among

the three best performers.

Prediction by Partial Matching. PPM and especially its variation PPM-C perform

the best. PPM-based algorithms can be represented as a suffix tree [22] and PST and

PPM keep essentially the same information as PST, but in different data structures. The

main difference between these two algorithms is the implementation of zero-frequency

problem for sequences that have not been seen in a training set. While PST uses minimal

probability threshold, PPM uses a complex mechanism of escape and exclusion, which

has very good empirical performance, despite having no theoretical guarantees. This

escape mechanism in also called back-off technique. The technique can be formulated as

Equation 2.3.4, where Pr(escape|y) is different for different implementations, but they

depend on the number of symbols seen after y – Σy, a context y and probabilities of seen

symbols.

The back-off technique helps to define a model completely on demand when an estima-

tion of the probability of an unseen sequence is needed. Parameter Pr(escape|s) is needed

in order to get distributions to sum to unity. Thus, in PPM algorithms the probability of

unobserved symbols is not fixed and depends on the number of observed symbols and the

frequency of a context, while in PST this minimal probability is the same for any context.

It is demonstrated in the work [72] that usage of similar mechanism for PST improved its

performance greatly.

As we focus on the streaming settings, we build our approach based on the best per-

forming PPM algorithm, as it has training time complexity O(n) and has the potential for

online pruning. The main challenge of our approach is to tackle PPM space complexity

O(D*n), which is infeasible for the streams with large alphabets. For prediction we use

2The equivalence of problems of lossless compression and prediction of discrete sequences is proven in the work [48]
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the best performing back-off model implemented in PPM-C version of PPM algorithm

which is described below.

2.3.4 Prediction by Partial Marching

In this section we describe in more detail the PPM compression algorithm and its PPM-C

variation that we will use as the basis of VOCHH estimation. The main parts of the

algorithm are the following [13]:

Input:

(1) D – the maximal order of dependency (maximum context of VOCHH parent), and,

at the same time, the maximal depth of the tree which contains the model information;

(2) Escape and exclusion mechanisms, which are used to solve the zero-frequency prob-

lem for the contexts which were not seen during training. There are various PPM al-

gorithms depending on different escape and exclusion mechanisms. In general, escape

mechanism works as follows, for all the contexts y with the order k ≤ D we need to

allocate a certain probability mass P̂k(escape|y) for all symbols that did not appear after

the context y. The remaining probability mass 1− P̂k(escape|y) is shared among symbols

with non-zero frequencies. The probability mass allocation differentiates PPM algorithms,

nevertheless, all algorithms follow the recursive equation following [13]:

P̂ (x|y) =

{
P̂k(x|y), if Fr(y, x) 6= 0

P̂k(escape|y) · P̂ r(x|y′), otherwise.
(2.2)

The exclusion mechanism is based on the fact that probabilities of observed symbols

given a context can be estimated more accurately if they are calculated using just the

observed set of symbols rather than all possible symbols.

Learning phase:

PPM algorithm constructs a trie T based on the data stream s = (x1, x2, ..., xN). Each

node in T corresponds to a symbol from the alphabet Σ and has a counter. The depth

of the trie T is bounded by the order D and is less or equal to D + 1. The root node

of T corresponds to an empty symbol. The algorithm incrementally parses the training

sequence, one symbol at a time. Each symbol and its context of the length up to D define

a path in T . The counter of any node with the corresponding path (y, x) is Fr(y, x),

where y is the parent or the context of a path, and x is the child or the last symbol; The

learning phase requires linear time O(N) to be finished. The space required for the worst

case trie is O(D ·N).

There are several types of trie updates that are used in PPM variations:

1. Full updates, when all counts of all sequences including the intermediate sequences

in a trie are updated;
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2. Update Exclusion (used in PPM-C) – only the frequencies that correspond to the

maximum suffix-tree frontier are updated. The frequencies are updated if it is a new

symbol of a parent, or it is a maximum frontier (length) symbol;

3. MaxOrderUpdates – counts are updated only when a new symbol is a maximum

order state. For the descendants all the counts are smaller than real, similarly to the

previous case.

The last two types of updates lead to faster training, but make the trie inconsistent for

pruning, as all the non-leaf nodes have counts smaller than their real frequencies.

As in the best-performer – PPM-C algorithm – no pruning was implemented, during

the training phase not all counts of the nodes corresponding to a training path were

updated, only the leaf nodes have valid up-to-date counts. As we would like to implement

further pruning, we use the standard PPM full update procedure.

Testing/prediction phase:

When a trie T is built (the building can be continuous and a testing sequence can

be included in the trie) it encodes the probability distribution of variable order of the

training dataset. Probabilities P̂ (x|y), |y| ≤ D can be calculated by traversing the trie

along the longest suffix of y, denoted as y′, such that (y′, x) are fully contained in T as a

path from the root to a leaf. Then the counters along the path are used to calculate the

probabilities using the following equations:

P̂k(x|y) =
Fr(y, x)

|Σy|+
∑

x′′∈Σy
Fr(y, x′′)

, if x ∈ Σy; (2.3)

P̂k(escape|y) =
|Σy|

|Σy|+
∑

x′′∈Σy
Fr(y, x′′)

, otherwise, (2.4)

where |y| = k, Σy is the set of symbols seen so far in the context of y. The straightforward

computation of P̂ (x|y) using T requires O(|y|2) time [13]. This escape mechanism is

considered among the best [13] in practice. At the same time, according to Witten and

Bell [122] there is no principle justification among different escape mechanisms.

2.3.5 Model Validation: LogLoss

Here we discuss the goodness of fit methods for estimated VMM models, which are used

to see how well the built model describes initial data. As we already mentioned before, the

compression algorithms for VMM estimation are validated using LogLoss on the testing

dataset [13]. LogLoss is defined as follows:

l(P̂ , xk) = −1

k

k∑
i=1

log P̂ (xi|x1, x2, ...., xi−1). (2.5)

The best model has minimum LogLoss, as a small LogLoss means that the probability

that a sequence was generated by a model is high, thus, the model fits the data well. For
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LogLoss computation there is no need to assess the full probability distribution from the

trie including the cases that are not encoded in the trie. The conditional probability is

estimated only for the current testing sequence. LogLoss which is also called cross-entopy

loss or logistic regression loss is defined on the estimated probabilities, and is widely

used to evaluate probability outputs of prediction and classification tasks, for example,

it is used as one of the loss optimization functions by the winners of the KDD Cup

Orange Challenge in 2009 [42] and KDD Cup 2004 [116] and for model evaluation in the

work [128]. The authors of the work [107] show that if models are well calibrated, LogLoss

is the highest-performing selection metric if little data is available for model selection.

There is a direct connection between LogLoss, lossless compression, and entropy. The

quantity − log2 Pr(xt|x1, ..., xt−1) is called “self-information”, it is the compression or

code length of symbol xt and it is measured in bits per symbol. The expected value

of self-information is the entropy. So, LogLoss is the average of the self-information for

each symbol in a test sequence. The average LogLoss is the average compression rate

of a sequence, given the estimated distribution P [13]. The equivalence of the LogLoss

minimization and compression is shown in the works [103], [102]. This validation fits the

case where we are interested in the prediction of the next points given the context.

Sometimes, for the model validation, similarity measures between several distributions,

such as Kullback-Leibler divergence or Jensen-Shannon divergence, are used. For their

calculation it is required to estimate all the probabilities of the model, even those probabil-

ities which are not estimated because not all possible contexts are seen during the training

phase. Since we are interested in detecting only strong correlations , the measures above

cannot do us justice, since they value the detection of weak correlations equally. As we

would like to concentrate only on the largest conditional probabilities given the variable

order contexts, validation metrics similar to logloss are more preferable.

2.3.6 Comparison with Other Notions of Interesting Correlations

Among the notions that describe elements of interest in the streaming data series are

Heavy Hitters, Frequent Itemsets, Correlated Heavy Hitters, Association Rules and others

that are compared with the Conditional Heavy Hitters of the fixed order and discussed

in Section 3.3. Association Rules is the closest notion to the Conditional Heavy Hitters

of Variable Order, as both of them focus on the pairs that have high frequency and high

conditional probability of occurrence. At the same time, a parent in the pair has variable

length.

The main differences between Association Rules and VOCHH are the following:

1. In Association Rule world there is no single global sequence, the patterns are dis-

covered in terms of subsequences. This also means that there is no single generative

model of the data;
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2. Sequential Association Rules do not try to find Markov style patterns, though there is

sequentiality there. In general, Association Rules are used to find the correlation phe-

nomena among the items, but they are not devised to make direct predictions [106].

3. There may be time gaps in the timestamps of items in the rule. In one transaction

there is no sequential relationship between the items. In contrast, the VOCHH

approach assumes that all the observations are sequential.

Studies devoted to the discovery of Association Rules can be divided into four main

branches:

(a) Original Association rules, which operate through the thresholds on support and

confidence [3], as discussed in Section 3.3;

(b) Streaming algorithms for the online discovery of Association Rules [67];

(c) Sequential Association Rules, that take into account order of the itemsets [65, 106].

The order might be with the gaps in the timestamps, thus the parts of the rule may

happen not in the adjacent transactions;

(d) Association Rules with statistical foundation, where statistical significance of the rule

or the set of rules is taken into account [61, 73].

Our VOCHH approach can be seen as a product of all the branches of Association

Rules but with Markov sequentiality and a single generative model.

2.4 Analysis of Performance of Learning Algorithms in Noisy

Settings

Since 1984, when Valiant published his theory of learnable [114], setting the basis of

Probably Approximately Correct (PAC) learning, numerous different machine learning

algorithms and classification problems have been devised and studied in the machine

learning community. Given the variety of existing learning algorithms, researchers are

often interested in obtaining the best algorithm for their particular tasks. The algorithm

selection is considered to be a part of the meta-learning domain [56].

According to the No-Free-Lunch theorems (NFL) described in the work [125] and

proven in the works [123, 124], there is no overall best classification algorithm, given the

fact that all algorithms have equal performance on average over all datasets. Nevertheless,

we are usually interested in applying machine learning algorithms to a specific dataset

with certain characteristics, in which case we are not limited by the NFL theorems.

As mentioned in the work [5], the results of NFL theorems hint at comparing different

classification algorithms on the basis of dataset characteristics, which is the aim of our

work in this research direction.

Concerning the measures of performance that help distinguish among learners, in [5]
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the authors compared algorithms on a large number of datasets, using measures of per-

formance that take into account the distribution of the classes, which is a characteristic

of a dataset. The Area Under the receiver operating Curve (AUC) is another measure

used to assess machine learning algorithms and to divide them into groups of classifiers

that have statistically significant difference in performance [18]. In all the above studies,

the analysis of performance has been applied for the datasets without noise, while we

study the behavior of classification algorithms in noisy settings. In our study we use the

fact shown by G. Giannakopoulos and T. Palpanas [53, 54] about concept drift, which

illustrates that a sigmoid function can accurately describe performance in the presence

of varying levels of label noise in the training set. In an early influential work [75], the

problem of concept attainment in the presence of noise was also indicated and studied

in the STAGGER system. In this thesis, we analytically study the sigmoid function to

determine the set of parameters that can be used to support the selection of the learner

in different noisy classification settings.

The behavior of machine learning classifiers in the presence of noise is also considered

in the work [70]. The artificial datasets used for classification were created on the basis of

predefined linear and nonlinear regression models, and noise was injected in the features,

instead of the class labels as in our case. Noisy models of non-markovian processes using

reinforcement learning algorithms and the methods of temporal difference are analyzed in

the paper [98]. In the work [26], the authors examine multiple-instance induction of rules

for different noise models. There are also theoretical studies on regression algorithms for

noisy data [111] and works on denoising, like [81], where a wavelet-based noise removal

technique was shown to increase the efficiency of four learners. Both noise-related studies

[81, 111] dealt with noise in the attributes. However, we study label-related noise and do

not consider a specific noise model, which is a different problem. The label-related noise

corresponds mostly to the concept drift scenario, as was also discussed in the introduc-

tion 1.2.3.

Paper [95] presents a study on the effect of different types of noise on the precision of

supervised learning techniques. They address this issue by systematically comparing how

different degrees of noise affect supervised learners that belong to different paradigms.

They consider 4 classifiers, namely the Näıve Bayes classifier, the decision tree classifier,

the IBk instance-based learner and the SMO support vector machine. They test them

on a collection of data sets that are perturbed with noise in the input attributes and

noise in the output class, and observe that Näıve Bayes is more robust to noisy data than

the other three techniques. The performance was evaluated on 13 datasets. However,

no general framework was proposed for modelling the effect of noise on the performance

of the classifiers. In contrast, we propose the Sigmoid Rule Framework for comparing

the behavior of classifiers. We also introduce different dimensions that can be used to

formulate the criteria for comparing the algorithms depending on user needs. Moreover,
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we also apply this framework to sequential classifiers, which were not considered in above

studies.

Sequential data and especially time series data collected from sensors are often affected

by noise. That is, the quality of the data may be decreased by errors due to limitations in

the tolerance of the measurement equipment. Sequential classification based on Markov

chains with noisy training data is considered in the work of Dupont [44]. The paper shows

that smoothed Markov chains are very robust to classification noise. The same paper dis-

cusses the relation between the classification accuracy and the test set perplexity that is

often used to measure prediction quality. However, unlike our work, no specific formal-

ization is proposed for analyzing the effect of different noise levels on the performance of

the classifier. Development of such formalization is becoming increasingly important as

sequential and time series data classification are applied in diverse domains, such as finan-

cial analysis, bioinformatics and information retrieval. For example, a recent survey [126]

considers various methods of sequential classification in terms of methodologies and ap-

plication domains. The methods for sequential classification we focus on are introduced

in the works [99], [108] and [46], which describe Hidden Markov models, Conditional Ran-

dom Fields, and Recurrent Neural Networks correspondingly. The techniques described

in this thesis, such as Conditional Heavy Hitters from Chapter 3, allow estimating se-

quential models in real time. The efficiency of such techniques enables the applicability

of sequential classification to sensor data analysis and moving trajectories.
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Chapter 3

Streaming Conditional Heavy

Hitters

In this chapter we tackle the problem of finding interesting correlations in data streams.

We have introduced the notion of Conditional Heavy Hitters in Section 4.5.1. In this

Chapter, first, we discuss the motivating applications of Conditional Heavy Hitters in

Section 3.1 and describe necessary preliminaries in Section 4.5.1. Then, in Section 3.3,

we discuss similarities and differences of Conditional Heavy Hitters with other notions

of interesting elements studied in the data stream literature, such as frequent itemsets,

association rules, and correlated heavy hitters. In Section 3.4 we present several streaming

algorithms for detecting Conditional Heavy Hitters and analyze their applicability for

data with varying characteristics. In Section 3.5 the developed algorithms are evaluated

on a mixture of real and synthetic datasets. The algorithms can detect Conditional

Heavy Hitters with high accuracy while retaining a small amount of historical information.

Furthermore, these algorithms are able to process the streams arriving at a high speed. In

Section 3.5.6 we also show the ability of extracted Conditional Heavy Hitters to accurately

estimate the Markov Model of moving trajectories.

The work presented in this chapter has been published as a conference paper [90] and

as a journal paper [89].

3.1 Motivating Applications

Equipped with the concept of Conditional Heavy Hitters, we can apply it to a variety of

settings:

– In a network monitoring setting, we can look for the conditional heavy hitters over

packets within the network, where for each packet the source address is considered as

the parent, and the destination address as the child. In this case the Conditional Heavy
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Hitters identify those destinations which occur most frequently for their corresponding

sources. This can be useful in identifying local trends, shifts in popularity, and traf-

fic planning, especially when several sources are found to share the same child as a

conditional heavy hitter.

– When modeling many real systems and processes, it is common to use a Markov chain

to capture the transition behavior between states. However, many of the systems have

large numbers of possible states (e.g. modeling traffic flow in a large city), and so it can

be costly to maintain complete statistics. Instead it suffices if we can just measure the

most important observed transition probabilities from state to state from a stream of

state occupancies. That is, we identify the large probabilities of moving from one state

to another – these are exactly the Conditional Heavy Hitters, with the parent being the

current state, and the child being the transition taken. Thus, tracking the Conditional

Heavy Hitters over a long sequence of observations of state transitions can capture the

essential parameters of the Markov chain.

– Caching and pre-fetching are widely used in Web-based systems. Their aim is to reduce

the time latencies perceived by users when navigating the Web. Advanced caching and

pre-fetching policies use probability graphs, access trees and markov-chain models [100],

in order to predict the least/most probable objects to be accessed next, or in the

near future. In this case Conditional Heavy Hitters can efficiently capture the main

transitions from previous sequence of objects to the next, thus providing existing policies

with the most relevant real-time probabilities to enable them to make better predictions.

– Within a database management system or data warehouse, there are a large number of

transactions which affect the overall data distribution. Such systems commonly keep

statistics on individual attributes, to capture the number of distinct values, frequent

items, and so on. Given the large number of columns, it is infeasible to keep detailed

statistics on all combinations of columns. However, a suitable compromise is to keep

some summary statistics on pairs of columns which commonly co-occur (in join paths,

say). Finding the Conditional Heavy Hitters within such pairs captures information

about the correlations between them, and can allow improved selectivity estimation.

3.2 Preliminaries

To allow our definition of Conditional Heavy Hitters to be generally applicable, we assume

that the input can be modeled as a stream of pairs of adjacent (parent, child) values (p, c).

A parent p can be a single symbol, or a sequence of adjacent symbols in the stream, while

a child is a single symbol.
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Definition 1 (Frequencies). Given a stream of (parent, child) pairs whose ith element is

(pi, ci), the frequency of a parent p, fp, is defined as

fp = |{i : pi = p}|.

The frequency of a (parent, child) pair, fp,c, is defined as

fp,c = |{i : pi = p ∧ ci = c}|.

From these frequencies, we can define (empirical) probabilities associated with items

and pairs.

Definition 2 (Probabilities). Given a stream of n (parent, child) pairs, the empirical

probability of a parent p, Pr[p], is defined as Pr[p] = fp/n. The joint probability of a

parent-child pair, Pr[p, c], is defined as Pr[p, c] = fp,c/n. The conditional probability of a

child given a parent, Pr[c|p], is defined as

Pr[c|p] =
Pr[p, c]

Pr[p]
=
fp,c
fp

.

We can now define a first notion of conditional heavy hitters.

Definition 3 (Conditional Heavy Hitter). We say that a pair (p, c) is a conditional heavy

hitter with respect to a threshold 0 < φ < 1 if Pr[c|p] ≥ φ.

This definition has the advantage of clarity and simplicity. However, on further consid-

eration, there are some drawbacks associated with this formulation. Firstly, observe that

when a parent is rare, it is more likely to generate Conditional Heavy Hitters. As a clear

example, consider the case of a parent p that occurs only once in the stream. Then we

have fp,c = fp = 1 for the associated child c, and so Pr[c|p] = 1, making it automatically

a conditional heavy hitter. While this is a valid application of the definition—the (empir-

ical) conditional probability of this child truly is 1—we might still object that this is not

a particularly significant association, due to the limited support of this item. Second, for

related reasons, the total number of conditional heavy hitters meeting this definition can

be large. Specifically, in an extreme case a given parent p can have Θ(1/φ) distinct chil-

dren which are all conditional heavy hitters. So if there are |P | distinct parents, there can

be a total of Θ(|P |/φ) distinct Conditional Heavy Hitters—a very large amount—many

of which may be infrequent and uninformative.

A natural way to avoid these issues is to place an additional constraint on the frequency

of the parent, thus limiting the number of parents which can contribute to Conditional

Heavy Hitters. One solution would be to additionally require that Pr[p] > ψ for (p, c)

to form a conditional heavy hitter (similar to [77]). Certainly, this has the desired effect:

the number of conditional heavy hitters can now be at most Ω(1/φψ), and parents with

very small count can no longer contribute Conditional Heavy Hitters. However, we argue
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that this definition is overly restrictive: it restricts attention to only those parents who

are ψ-heavy hitters, and so misses those pairs which may have a significant correlation

despite a lower total frequency. Other formulations, such as requiring Pr[(p, c)] > φψ

have similar drawbacks. Consequently, we set up a different requirement as our goal.

Definition 4 (Popular conditional heavy hitter). A pair (p, c) is a popular conditional

heavy hitter if it is a conditional heavy hitter with respect to φ, and it ranks among the

top-τ of the Conditional Heavy Hitters, ordered by fp,c.

This says that we seek parent-child pairs that are conditional heavy hitters, with a

preference to those that have a higher occurrence within the observed data. In realistic

data sets, we may expect that there will be many Conditional Heavy Hitters with large

fp,c values, which will ensure that we avoid the trivial case of fp,c = fp = 1. Consequently,

this represents a workable definition, that avoids this unwanted case, while also avoiding

ruling out interesting cases.

Given this definition, it is not possible to provide algorithms which guarantee to always

find exactly those items counted as popular Conditional Heavy Hitters while also using

small space, as shown by the following lemma:

Lemma 1. Any (randomized) one-pass algorithm which promises to find all popular Con-

ditional Heavy Hitters must use Ω(min(n, |P |)) space, where n is the length of the stream,

and |P | is the number of distinct parents.

Proof. Consider a stream of items, x1, x2, . . . xn, and suppose we have an algorithm which

finds popular Conditional Heavy Hitters. From this stream, we generate a new stream of

parent-child pairs, (x1, 0), (x2, 0), . . . (xn, 0). Then each distinct pair is a conditional heavy

hitter: P [0|p] = 1. Thus, the algorithm must find the top-τ most frequently occurring

parents. But observe that these correspond exactly to the top-τ most frequently occurring

items in the original stream. It has previously been shown that accurately solving this

problem requires space Ω(min(n, U)) over a set of U possible items, even just to find the

most frequent item [6], which gives the claimed lower bound.

In some cases, |P | is not so large, and so we can look for algorithms which use this

much space. In other cases, |P |may be very large, and this amount of space is impractical.

However, this bound should not cause us to abandon hope of finding methods which are

effective in practice. The kinds of sequences which are used to construct the worst-case

examples in the lower-bounds are very artificial, where all items occur only once or twice

within the data, forcing any correct algorithm to keep enough information to distinguish

which items occur more than once. Realistic data is more varied, and so there is more

evidence spread throughout the stream to help identify the conditional heavy hitters.

Our goal will be to design algorithms which allow us to estimate the conditional prob-

ability of parent-child pairs accurately. That is, the goal is find an estimate P̂r[c|p] that
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accurately estimates Pr[c|p]. From this, we will be able to find candidate conditional

heavy hitters. Having the candidate Conditional Heavy Hitters we can also extract the

popular Conditional Heavy Hitters. Our experimental study evaluates the ability of these

algorithms to find such Conditional Heavy Hitters.

3.3 Elements of Interest in a Data Stream

The problem of detecting “interesting” elements in data streams has attracted a lot of

attention in the recent years. There can be many different interpretations of what makes

an element of interest, varying across different applications. Consequently, several differ-

ent notions have been proposed that are relevant to our study. In each case, there has

been at least one paper describing algorithms for each of the following notions

(a) frequent items, or Heavy Hitters [34, 84];

(b) Frequent Itemsets [64], which are the foundation of

(c) Association Rules [3];

(d) Correlated Heavy Hitters [77];

(e) elements with the highest Pointwise Mutual Information (PMI) [45], and

(f) Conditional Heavy Hitters [90].

In this section, we formally consider each notion, or problem definition and study the

relationships among them. For consistency with the rest of the thesis, we consider streams

of pairs p and c.

Notion 1. The Frequent Itemsets (of size two) are the (p, c)-pairs that occur in the

data stream more often than a given support threshold: fp,c > φ0, φ0 > 0.

Note that Heavy Hitters (HHs) of the stream can be considered as frequent itemsets of

size one. Conceptually, the frequent itemsets are equivalent to the heavy hitters if every

(p, c)-pair is modeled as a single element.

Notion 2. A (p, c)-pair, or implication p⇒ c, is an Association Rule [3] if fp,c > φ1

(support), φ1 > 0, and Pr[c|p] > φ2 (confidence), 0 < φ2 < 1.

Notion 3. Correlated Heavy Hitters [77] are the pairs (p, c), where fp > φ3, φ3 > 0

and Pr[c|p] > φ2, 0 < φ2 < 1.

Notion 4. A pair (p, c) is considered to have the highest Pointwise Mutual Informa-

tion [45] if it is among the top-σ (σ ∈ Z>0) pairs ranked using PMI(p, c) = log
Pr[p, c]

Pr[p] Pr[c]
.

Notion 5.1 A pair (p, c) is a Conditional Heavy Hitter [90] if Pr[c|p] > φ2, 0 < φ2 < 1.
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Figure 3.1: Comparison of various notions of interesting data stream elements.

Notion 5.2 The pair (p, c) is considered to be a Popular Conditional Heavy Hitter [90]

if it is a conditional heavy hitter and it ranks among the top-τ (τ ∈ Z>0) of the highest

Conditional Heavy Hitters sorted by fp,c.

All the thresholds, φi, i = 0, 1, 2, 3, σ, and τ , are user-defined.

We note that we consider frequent itemsets and association rules only for the case

of pairs of items. The general problem of frequent itemsets is not considered here as it

involves additional challenges; mainly that of pruning non-promising itemsets of varying

length, creating an exponentially large search space. Moreover, we point out that Notion 1

(frequent itemsets, or heavy hitters) and Notion 4 (pointwise mutual information) are very

different from the others, because both these notions treat the two elements of the pair

equally, thus, not taking into account the sequential nature of their relationship within

the data stream. Notion 1 suffers this limitation due to its simplicity, while Notion 4

treats p and c symmetrically and finds those pairs where both elements occur together

more often than if their occurrences were independent. Therefore, in the following we

elaborate on the other three notions, which consider the sequential nature of the pair.

Figure 3.1 sketches these notions and the relations between them.

Association rules (Notion 2) and correlated heavy hitters (Notion 3) are very similar

as they both consider the conditional probability of the child given the parent. Notion 2
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has an additional constraint on the frequency of the parent-child pair, while Notion 3 has

a constraint on the frequency of the parent. Note that given the output of any algorithm

for association rules, where φ1 > ε with ε sufficiently close to zero, we can filter out those

items where fp > φ3 and obtain the same results as correlated heavy hitters.

Lemma 2. The output of the correlated heavy hitters algorithm produces the output of

the association rules algorithm if φ3 = φ2/φ1.

Proof. If the pair (p, c) is a correlated heavy hitter, it satisfies the condition Pr[c|p] > φ2.

To qualify as an association rule the pair (p, c) should also satisfy the condition:

fp,c > φ1 (3.1)

Consider the definition of the conditional probability Pr[c|p] = Pr[p, c]/Pr[p] = fp,c/fp.

We then have fp,c = Pr[c|p] · fp. Since (p, c) is a correlated heavy hitter, fp > φ3 and

fp,c = Pr[c|p] · fp > φ3 · φ2. If φ3 = φ2/φ1 then condition (3.1) is satisfied.

The transformations needed to derive association rules from correlated heavy hitters

and vice versa are depicted by the solid (orange) arrows in Figure 3.1.

Association rules (Notion 2), correlated heavy hitters (Notion 3) and Conditional Heavy

Hitters (Notions 5.1 and 5.2) all use a threshold for the conditional probability. (Note

that it is possible to use the same algorithms for Conditional Heavy Hitters and popular

Conditional Heavy Hitters; in the latter case, additional ordering and pruning by the

frequencies of parent-child pairs is applied.) Conditional heavy hitters do not have any

additional conditions on the frequencies of the elements, hence by filtering the results

based on the frequencies of parents, or the frequencies of parent-child pairs, the results of

Conditional Heavy Hitters may be transformed to correlated heavy hitters or association

rules, respectively. Likewise, if the thresholds on frequencies φ1 and φ3 are set to a

sufficiently small value ε > 0, the results of association rules and correlated heavy hitters

algorithms can be used to find the Conditional Heavy Hitters. These relationships are

shown using the dashed (black) and dotted (green) arrows in Figure 3.1.

These connections show that a solution set for certain of the notions identified above

can be manipulated to provide solutions for others also. However, there are overheads in

simply trying to apply an algorithm for one notion to solve another: there are additional

time and space costs, and it may be necessary to modify the parameters used substantially

to obtain the desired output. Furthermore, the quality guarantees offered by a particular

algorithm are specific to the notion and thresholds that it targets. In most cases, these

guarantees do not translate into guarantees for different notions. For example, if we

use the algorithm of correlated heavy hitters for Conditional Heavy Hitters by setting

φ3 = 0, the space guarantees of the algorithm (which depend on φ3) no longer hold. In

Section 3.5.2, we further study the relationships among heavy hitters, Conditional Heavy
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Table 3.1: Main characteristics of the proposed algorithms

Algorithm Parents Summary structure Eviction order

GlobalHH all global parent-child frequency

ParentHH all local parent-child frequency

CondHH all global conditional probability

FamilyHH partial global parent-child frequency

SparseHH partial global conditional probability

Hitters, correlated heavy hitters and association rules by experimentally evaluating their

behavior in different settings.

The focus in the rest of this paper is on Conditional HH, which share the threshold

for conditional probability with AR and Correlated HH, but do not use any additional

thresholds. The guaranties for Conditional HH are focused on the accuracy of estimation

of the conditional probability, rather than on the other costs, while the other approaches

do not take this into consideration and focus more on a set of pairs, which satisfy the

corresponding constraints.

3.4 Algorithms for Conditional Heavy Hitters

In this section, we describe a variety of algorithms to help us identify the Conditional

Heavy Hitters within a stream of data. These are summarized in Table 3.1. We begin

with algorithms for the traditional heavy hitters problem, and adapt these to identify

those which are conditional heavy hitters.

3.4.1 GlobalHH Algorithm

Our first algorithm aims to identify all parent-child pairs that occur frequently, so that

we can extract the subset that are Conditional Heavy Hitters. For this task, we make use

of existing algorithms to find the heavy hitters from a stream of items. The SpaceSaving

algorithm by Metwally et al. [88] has been widely used for this problem. Given an amount

of space s, it guarantees to find all items in a stream of length n which occur more than

n/s times (and, moreover, to provide an estimate of their frequency which is accurate

up to an n/s additive error). For streams which obey a frequency distribution that

follows a long-tail distribution, formalized as a Zipfian distribution, it further guarantees

to provide accurate recovery of the head of the distribution. The algorithm behaves very

well in practice, finding accurate estimates of frequencies of items across a variety of data

sets [34, 84]: it exhibits the most stable behavior among all heavy hitter algorithms.

The algorithm works as follows: it maintains a collection SS of k items and associated

counts. For simplicity, assume that the structure is initialized with k arbitrary items with
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count 0. For each item x seen in the stream, if it is currently stored in the collection, the

associated count f̂x is incremented. Otherwise, we find the item with the current smallest

count in the collection, and replace it with the new item, then increment its count. At

any time, we can estimate the frequency of any item x with the associated count in the

collection f̂x if the item is stored, and 0 otherwise.

We formalize the GlobalHHalgorithm in pseudocode in Algorithm 1. Given each (p, c)

pair in the stream, we insert it into the SS structure (lines 3-13). We also separately

maintain information on the frequency of each parent (lines 1, 4). In this first algorithm,

we assume that there is sufficient space to store information on all parents, which means

we have the exact fp values. If the SS structure is full (line 8), we eliminate the element

with the lowest count from the structure and store its frequency in variable m (line 9).

Then, a new element is inserted in SS with frequency m+ 1 (line 11).

To identify the Conditional Heavy Hitters and the popular Conditional Heavy Hitters,

we iterate over all items in the SS structure in decreasing order of their counts. For

each stored (p, c) pair, we compute its estimated f̂p,c value, which is contained in the SS

structure and denoted as SS[(pi, ci)] in Algorithm 1. Then, we calculate the corresponding

conditional probability T [(pi, ci)] = SS[(pi, ci)]/fpi
, and test whether T [(pi, ci)] > φ. If

this condition is true, we output this pair as a conditional heavy hitter. The top-τ

such pairs are the popular Conditional Heavy Hitters. We refer to this algorithm as the

GlobalHH algorithm, since it is based on finding the parent-child pairs which are global

heavy hitters.

The SS structure is implemented as a min heap. Since its operations, namely Insert

and Delete Minimal element, can be implemented with O(log s) time complexity, the

running time of the GlobalHH algorithm for processing each new element of the stream

is O(log s).

Lemma 3. Given space O(s+|P |), the GlobalHH algorithm guarantees that each candidate

(p, c) pair output will have Pr[c|p] ≤ P̂r[c|p] ≤ Pr[c|p] +
1

sPr[p]
. When the distribution

of (p, c) pairs follows a Zipfian distribution with parameter z > 1, the error bound is

improved to
1

sz Pr[p]
.

Proof. Since the fp values are found exactly, the uncertainty in the estimated conditional

probability, P̂r[c|p] is due to the error from the SS algorithm. This guarantees that our

estimate of fp,c is an overestimate by at most n/s for arbitrary streams. We output

f̂p,c/fp, which overestimates by at most
n

sfp
=

1

sPr[p]
. Therefore, we have the bound

stated. This guarantees to overestimate the conditional probability, and so will ensure

good recall. Alternately, we could provide an underestimate of the conditional probability

by using a lower bound on the estimate of fp,c. In this case, we ensure good precision,
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Algorithm 1 GlobalHH for Conditional Heavy Hitters

Input: Data stream D = {(pi, ci), i = 1, 2, ...}.
Output: SS - SpaceSaving structure of length s for parent-child pairs

1: fpi
= 0, i = 1, 2, ..., |P | - keeps the frequency of each parent

2: m = 0 - highest frequency of a pair removed from SS

3: for each element (pi, ci) of D do

4: fpi
= fpi

+ 1

5: if (pi, ci) ∈ SS then

6: SS[(pi, ci)] = SS[(pi, ci)] + 1

7: else

8: if |SS| ≥ s then

9: m = SS.deleteMin()

10: end if

11: SS.insert((pi, ci),m+ 1)

12: end if

13: end for

but do not guarantee recall. For streams with Zipfian frequency distribution, the error

bound is tightened to ns−z [88], improving the error bound to
1

sz Pr[p]
as claimed.

3.4.2 ParentHH Algorithm

Our second algorithm takes a parent-centric view of the problem. Again, making the

assumption that it is feasible to retain information about each distinct parent observed,

we consider the case of keeping information about the set of children associated with

each parent. That is, we keep a separate instance of the SS structure for each distinct

parent. Clearly, this can use a lot of space, but will allow very accurate recovery of

Conditional Heavy Hitters. We call this the ParentHH algorithm, since it retains heavy

hitter information for each parent.

Algorithm 2 describes ParentHH. For each parent p observed in the stream, we main-

tain an instance of the SSp structure of size s/|P |, dedicated to the children c that arrive

as part of a pair for this p (line 2). For each pair (p, c) that arrives, we insert c in the

corresponding SSp (line 7).

The output of the ParentHH algorithm, T , which is the set of the s highest Conditional

Heavy Hitters, is calculated using the SSP structure in the following way: for each parent

pi the corresponding SSpi
is retrieved. All the pairs (pi, ci), where ci ∈ SSpi

are placed in

the answer set T with the corresponding conditional probabilities T [(pi, ci)] are set equal

to SSpi
(ci)/fpi

. In order to recover the Conditional Heavy Hitters given a threshold φ, we

consider the set T in decreasing order of the conditional probabilities, and output (p, c)

as an estimated conditional heavy hitter if f̂p,c/fp ≥ φ. The first τ such pairs are popular

Conditional Heavy Hitters.
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Algorithm 2 ParentHH for Conditional Heavy Hitters

Input: Data stream D = {(pi, ci), i = 1, 2, ...}.
Output: SSpi - SpaceSaving structure of length s/|P | for parent-child pairs assigned to each parent pi,

i = 1, 2, ..., |P |.
1: fpi = 0, i = 1, 2, ..., |P | - keeps the frequency of each parent

2: mp - highest frequency of a pair removed from SSp

3: mpi
= 0, i = 1, 2, ..., |P |

4: for each element (pi, ci) of D do

5: fpi
= fpi

+ 1

6: if ci ∈ SSpi
then

7: SSpi(ci) = SSpi(ci) + 1

8: else

9: if |SSpi | ≥ s/|P | then

10: mpi
= SSpi

.deleteMin()

11: end if

12: SSpi .insert(ci,mpi + 1)

13: end if

14: end for

The reintroduction strategy in this algorithm is similar to the GlobalHH algorithm

considered above, but in this case, the SSp structure and reintroduction frequencies mp

are specific for each distinct parent. In our implementation SSp is realized using a heap,

and all heaps are kept in a hash table with a parent ID as a key. Since in this case we

consider a fixed amount of parents, the operations on the hash table take constant time

and the time required by the ParentHH algorithm for processing a new element from the

stream is O(log s).

Lemma 4. Given space O(min(s, n)) (for s > |P |), the ParentHH algorithm guarantees

that each candidate (p, c) pair output will have

Pr[c|p] ≤ P̂r[c|p] ≤ Pr[c|p] +
|P |
s
.

Proof. From the SSp structure, we obtain an estimate of fp,c which has error proportional

to the number of items passed to the structure, which is fp, the number of occurrences

of p. So the amount by which f̂p,c overestimates is at most fp|P |/s. When we estimate

P̂r[c|p], the error is (fp|P |/s)/fp = |P |/s. The space bound follows immediately: it is

bounded by n, since each item in the stream can increase the number of tuples stored by at

most a constant amount. Using this overestimate favors recall, at the cost of precision. It

is possible to instead use an underestimate of fp,c, by subtracting an appropriate amount.

In this case, we obtain good precision, but without guarantees on recall.

Clearly, this algorithm provides accurate estimated conditional probabilities, but at a

cost: we devote up to s/|P | space for each parent, which seems excessive for parents that
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turn out to be relatively infrequent (and hence their children are unlikely to appear as

true Conditional Heavy Hitters).

3.4.3 CondHH Algorithm

Our third algorithm also keeps a summary structure similar to the previous algorithms,

but with a different goal. Instead of using the absolute frequency to determine which

items to retain detailed information for, we use their (estimated) conditional probability.

Since this aligns with the overall goal, it may lead to more accurate behavior. We call

this algorithm CondHH since it treats the conditional probability as a first class citizen.

In the CondHH algorithm (which is written out in pseudocode in Algorithm 3), we

keep a collection of (p, c) pairs in the CSS (line 3) structure, along with a count for each

pair. The algorithm proceeds similarly to GlobalHH: for each (p, c) pair that arrives, it

checks if it is stored in CSS, and if so, it increases its associated count. If it is not stored,

then it evicts some (p, c) pair from CSS, and replaces it with the new pair. Under the

GlobalHH semantics, we would apply the SS algorithm, and evict the pair with the least

frequency. But in the CondHH algorithm, we find the pair with the lowest conditional

probability, i.e. with the smallest value of P̂r[c|p] = f̂p,c/fp, and evict it (line 20). The

algorithm also keeps track of the maximum value of f̂p,c for all children of parent p that

have been deleted so far; this value is stored in mp (line 2). When we need to remove an

old pair (p′, c′) from the data structure in order to insert a new pair, we update mp′ if

needed, and insert the new pair (p, c) with an estimated count f̂p,c = mp + 1 (line 22).

The set of Conditional Heavy Hitters and their probabilities can then be calculated

on demand as follows: for each (pi, ci) ∈ CSS its conditional probability is T [(pi, ci)] =

CSS[(pi, ci)]/fpi
. The Conditional Heavy Hitters and the popular Conditional Heavy

Hitters are then computed in the same way as in the algorithms described earlier.

Directly implementing this algorithm could be slow, due to the need to find the item

with the lowest P̂r[c|p] on each eviction. However, this can be made fast by keeping the

data in an appropriate data structure. Specifically, we can index the stored parent-child

pairs in a two-level data structure. For each parent, we keep its children stored in sorted

ascending order of f̂p,c. This can be maintained efficiently using data structures based on

doubly-linked lists as described in [88]. Then the parents are stored in sorted order of

min
c

(f̂p,c)/fp, i.e. the estimated conditional probability of their least frequent child, via

a standard data structure such as a heap or search tree if we need also fast search. This

structure means that we can quickly find the parent-child pair with the smallest overall

estimated conditional probability, based on the observation that for each parent we only

need to consider the probability of its least frequent child.

Whenever a child frequency is increased, we can quickly update the estimated f̂p,c,

and ensure that the sortedness condition on the children is maintained. This update also
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Algorithm 3 CondHH for Conditional Heavy Hitters

Input: Data stream D = {(pi, ci), i = 1, 2, ...}.
Output: CSS - Conditional SpaceSaving structure of length s for parent-child pairs

1: fpi
= 0, i = 1, 2, ..., |P | - keeps the frequency of each parent

2: mpi = 0 - highest frequency of a pair removed from CSS per parent pi, i = 1, 2, ..., |P |
3: for each element (pi, ci) of D do

4: fpi
= fpi

+ 1

5: if (pi, ci) ∈ CSS then

6: CSS[(pi, ci)] = CSS[(pi, ci)] + 1

7: else

8: if |CSS| ≥ s then

9: mcandidate
pj

= CSS.deleteMinCondProb()

10: mpj = max(mpj ,m
candidate
pj

)

11: end if

12: CSS.insert((pi, ci),mpi
+ 1)

13: end if

14: end for

affects fp, and so may also require us to move the parent around to restore the heap

property on min
c

(f̂p,c)/fp. Likewise, whenever a child of p is removed from this structure

(because it is chosen for eviction), its successor in the sorted order of f̂p,c becomes the

new least frequent child of p, which may also require restoring the heap property. At

the same time we can update mp. Thus, implementing this algorithm requires a constant

number of pointer operations (O(1)), and a constant number of heap or tree operations

per update (each taking time O(log s)), leading to an overall time complexity of O(log s)

per element.

Lemma 5. The CondHH algorithm guarantees that each candidate (p, c) pair output will

have

Pr[c|p] ≤ P̂r[c|p] ≤ Pr[c|p] +
mp + 1

fp
.

Proof. For each parent p, mp is an upper bound on the maximum value of f̂p,c of a (p, c)

pair that has been deleted. Inductively, this is also an upper bound on any fp,c deleted

(p, c) pair: this is true initially when mp = fp,c = 0 for all (p, c) pairs, and is maintained

by every operation. Therefore, we have that whenever any new pair is inserted with

f̂p,c = mp + 1, we have that 0 ≤ fp,c ≤ f̂p,c = mp + 1, and hence (while it remains

in the data structure) 0 ≤ f̂p,c − fp,c ≤ mp + 1. Consequently we have 0 ≤ P̂r[c|p] −
Pr[c|p] ≤ (mp + 1)/fp. As with the previous algorithms, this tends to overestimate the

true conditional probability, leading to higher recall, but weaker precision. This can be

reversed by manipulating the estimate of f̂p,c, by subtracting mp + 1, to obtain a lower

bound on fp,c and hence Pr[c|p].
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Note that in general this bound might not be very strong: we may see cases where

mp + 1 = fp, and so we do not obtain a useful guarantee. However, in practice we expect

to obtain useful guarantees for the popular Conditional Heavy Hitters.

3.4.4 FamilyHH Algorithm

All the algorithms proposed above make the assumption that we can track detailed in-

formation for each parent (such as fp, heavy hitter children for each p, etc.). However,

this assumption is not always reasonable. For example, in the network traffic example in

Section 1.1.1, the number of parents is equal to the number of possible children (both are

equal to the number of IP addresses, which is 232 under IPv4). In some cases the number

of parents actually observed in the data will be small enough to track exactly. But in

general, we should also provide algorithms for when this is not so.

Our next algorithm generalizes GlobalHH, and so keeps sparse information about both

parents and children by maintaining just the heavy hitter parents, and the heavy hitter

parent-child pairs. So instead of tracking fp, we will instead use f̂p, an approximate

version of the frequency.

The resulting algorithm is called FamilyHH as it keeps track of reintroduction frequen-

cies, one for the parent elements, mp, and one for the parent-child pairs, mc. FamilyHH,

shown in Algorithm 4, uses two separate instances of the SS data structure, namely, SSp

for the parents with space t, and SSc for the parent-child pairs with space s (lines 4–1).

The insertion and eviction mechanisms are similar to the ones presented in the previous

algorithms. When a parent or a child is evicted from the corresponding structure reintro-

duction frequencies are updated by its current frequency plus one (lines 9, 11 and 17, 19

correspondingly for a parent and a child).

In order to identify the candidate Conditional Heavy Hitters on demand, we iterate

over the heavy hitter parent-child pairs in decreasing order of frequency, and from each

find P̂r[c|p] = f̂p,c/f̂p, or fill in the set T with the corresponding probabilities T [(pi, ci)]

set equal to SSc[(pi, ci)]/SSp[pi].

Both SSp and SSc are implemented as heaps, which leads to O(log(t + s)) running

time complexity for processing every element in the data stream.

Lemma 6. The FamilyHH algorithm guarantees that each candidate (p, c) pair output

will have

P̂r[c|p] = Pr[c|p]± 1/(min(s, t) Pr[p]).

Proof. From the properties of the heavy hitters algorithm, we have that fp ≤ f̂p ≤ fp+n/t
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Algorithm 4 FamilyHH for Conditional Heavy Hitters

Input: Data stream D = {(pi, ci), i = 1, 2, ...}.
Output: SSc - SpaceSaving structure of length s for parent-child pairs

1: SSp - SpaceSaving structure of length t for parents

2: mc = 0 - highest frequency of a pair removed from SSc

3: mp = 0 - highest frequency of a parent removed from SSp

4: for each element (pi, ci) of D do

5: if pi ∈ SSp then

6: SSp[pi] = SSp[pi] + 1

7: else

8: if |SSp| ≥ t then

9: mp = SSp.deleteMin()

10: end if

11: SSp.insert(pi,+ +mp)

12: end if

13: if (pi, ci) ∈ SSc then

14: SSc[(pi, ci)] = SSc[(pi, ci)] + 1

15: else

16: if |SSc| ≥ s then

17: mc = SSc.deleteMin()

18: end if

19: SSc.insert((pi, ci),+ +mc)

20: end if

21: end for

and fp,c ≤ f̂p,c ≤ fp,c + n/s. Consequently, we have

P̂r[c|p] =
f̂p,c

f̂p
≤ fp,c + n/s

fp
= Pr[c|p] +

1

sPr[p]

P̂r[c|p] =
f̂p,c

f̂p
≥ fp,c
fp + n/t

=
Pr[c|p]

1 + n/(fpt)

≥ Pr[c|p](1− n

fpt
) = Pr[c|p]− Pr[c|p]

tPr[p]

≥ Pr[c|p]− 1

tPr[p]

Based on this analysis, we choose to set t = s, so that the error bound is Pr[c|p] ±
1/(sPr[p]).

This estimate may sometimes overestimate, and sometimes underestimate, depending

on the errors of the component estimates. We can make it always overestimate or always

underestimate by scaling these values appropriately.
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3.4.5 SparseHH Algorithm

Our final, most involved, algorithm also keeps only approximate information on the set of

parents. We call this the SparseHH algorithm, as it keeps only sparse information on the

parents. For the parent-child pairs, we make use of the CSS structure from the CondHH

algorithm, which attempts to retain those pairs with the highest conditional probability.

However, now that we are retaining only a subset of the parents, we need to modify this

slightly. We will aim to maintain frequency information on only those parents that have

an active child in the data structure. Now, when we come to insert a new parent-child

pair p, c into CSS, we must decide what bound on the frequency to use. We suggest some

possibilities for this “reintroduction strategy”:

• Global. Maintain a global value m on the max (estimated) frequency of any (p, c) pair

that has been deleted so far.

• Ancestor. If there is some reason to believe that parents with similar labels (e.g. in a

hierarchy) have similar frequency, then we can maintain a small number g of different

groups of parents, and retain for each the maximum frequency of any (p, c) deleted that

came from that group. For example, if the p values are drawn from a hierarchy, we can

choose a high level in the hierarchy, and create groups based on this.

• Hash Partition. For other cases, we can create a random partitioning of parents into g

groups based on a hash function, and maintain the maximum frequency of any (p, c)

pair belonging to that group. In the case of a single group, this becomes equivalent to

the global strategy.

• Bloom Filter. We can keep a compact summary of items deleted with high values of f̂p,c,

say, in the form of a Bloom Filter [19]. That is, when we delete a pair with frequency

f̂p,c, we compute an index from this as i = dlogb f̂p,ce for a parameter b (for concreteness,

consider b = 2). Then we insert (p, c) into a Bloom Filter indexed by i. When a new

pair (p, c) is inserted into the data structure, we scan through the Bloom Filters, testing

if (p, c) is present in each. If the test indicates it is in the ith Bloom Filter, then we

instantiate f̂p,c = bi. Note that Bloom Filters may lead to false positives: in this case,

we will result in an overestimate of the frequency. This may lead to false positives in

the estimated conditional heavy hitters, but will ensure that we do not underestimate

the conditional probability of any pair.

Depending on the circumstances, any of these reintroduction strategies may be better,

and indeed, we can run multiple of these in parallel, and choose the one that gives the

smallest estimated value of f̂p,c each time. SparseHH is described in Algorithm 5. The

reintroduction data structures for parents (line 2) and parent-child pairs (line 3) follow one

of the strategies listed above, and get updated according to this strategy every time there

is an eviction (lines 10–11), or an insertion (lines 16–17). As in the previous algorithms

the set of potential heavy hitters is computed on demand and consists of all the pairs
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Algorithm 5 SparseHH for Conditional Heavy Hitters

Input: Data stream D = {(pi, ci), i = 1, 2, ...}.
Output: CSS - SpaceSaving structure of length s for parent-child pairs

1: fap - frequencies of parents which are active in CSS structure

2: Rp - reintroduction frequency for a parent

3: Rc - reintroduction frequency for a pair CSS

4: for each element (pi, ci) of D do

5: if (pi, ci) ∈ CSS then

6: fap(pi) = fap(pi) + 1

7: CSS[(pi, ci)] = CSS[(pi, ci)] + 1

8: else

9: if |CSS| ≥ s then

10: CSS.deleteMinCondProb()

11: Update fap, Rc and Rp

12: end if

13: if pi /∈ fap then

14: fap(pi) = Rp(pi)

15: end if

16: CSS.insert((pi, ci), Rc[(pi, ci)] + 1)

17: fap(pi) = fap(pi) + 1

18: end if

19: end for

(pi, ci) ∈ CSS with their conditional probabilities T [(pi, ci)] = CSS(pi, ci)]/fap(pi).

The Rc and Rp structures can be implemented with data structures that support the

search, insert and delete operations have (average) complexity of O(1), such as those

based on hash tables. The CSS structure, similarly to the CondHH algorithm, can be

implemented using a double linked list and a heap, or a balanced search tree structure.

Therefore, the overall running time of SparseHH is O(log s) per element.

There are several other implementation choices for SparseHH:

• Different reintroduction strategies may offer either upper or lower bounds on estimated

counts; upper bounds favor recall, while lower bounds favor precision.

• We divide the memory available to the algorithm into two pieces: the memory used for

the main tracking of counts (which in turn is split into information kept for parents and

for approximate (p, c) frequencies); and the memory used for estimating counts when

an item is introduced into the structure. We use a parameter ρ to describe this split:

a ρ fraction of the available memory is given to the main structure, and 1 − ρ to the

reintroduction structure.

We compare these choices empirically in Section 3.5.
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Figure 3.2: Descriptive statistics for WorldCup’98 data.

3.4.6 Discussion

We have proposed a variety of algorithms. They fall into two main classes: those that keep

some information about each parent (GlobalHH, ParentHH, and CondHH); and those that

do not (FamilyHH and SparseHH). Each algorithm aims to accurately approximate the

conditional probability of pairs, based on different priorities for what information to retain

given limited space. Among these, we are most interested in the behavior of CondHH

and SparseHH, since these most directly capture the nature of conditional heavy hitters

by focusing on the (estimated) conditional probability of items. Meanwhile, GlobalHH,

ParentHH and FamilyHH are based on the raw frequencies of items. A priori, it is unclear

which algorithm will perform best for the task of retrieving Conditional Heavy Hitters

from a stream, so we will compare them empirically to determine the relative performance.

3.5 Experimental Results

All our experiments were conducted on a single 2.67GHz core of a Linux server with a

large total amount of available memory. In evaluating the quality of our algorithms for

recovering conditional heavy hitters, we make use of several measures of accuracy:

• The Precision and Recall of the recovered conditional heavy hitter pairs relative to the

“true” set that are greater than a threshold Pr[c|p] ≥ φ (Definition 3);

• The Precision of the top-τ popular conditional probabilities (Definition 4)1;

• The Average Precision for the popular conditional probabilities, where the average is

taken over all top-r sets of popular Conditional Heavy Hitters, for r = 1, 2, ..., τ .

1Note that when restricting output to have size exactly τ , precision and recall are identical, so we do not duplicate this

measurement.
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3.5.1 Data Analysis and Experimental Setup

We applied the above algorithms for several real and artificial datasets, namely (1) sim-

ulated Markov chains, to estimate the largest elements of the matrix of transition proba-

bilities; (2) requests made to the World Cup 1998 Web site to detect Conditional Heavy

Hitters between clientID and objectID of the requests; (3) GPS trajectories of taxis in

San Francisco to detect the most probable position of the vehicle taking into account

two previous positions. We describe the datasets in more detail in the following sections.

φ was chosen in each case according to the characteristics of the data in order to have

reasonable number of Conditional Heavy Hitters. We distinguish between cases where

the data is sparse—few parents have conditional heavy hitter children—and dense—most

parents have conditional heavy hitter children.

Markov chain artificial data. As discussed in the Introduction, one application of

finding the Conditional Heavy Hitters is to model the transition probabilities of a Markov

chain. The goal is then to estimate the entries in this transition probability matrix, by

finding the large values (and assuming the rest to be uniform). To model a Markov chain

of order k, we concatenate the k most recent observations together to form a parent, and

take the next observation as the corresponding child. In general, given an alphabet A, it is

not feasible to track all the |A|k+1 transition probabilities exactly, due to the high resource

costs to do so. Hence, we instead use our algorithms to find and estimate the highest and

the most important elements of transition probability matrix. In our experiments we use

an alphabet size |A| = 103 and model a Markov chain of order k = 2. This means there

are one million parents and one billion possible parent-child pairs.

We use two types of generation process for the data. The first case generates “dense”

sequences so that each parent (P ) has exactly one “heavy” child (Ch) with conditional

probability chosen (randomly) to be greater than 0.6. The rest of the probability mass

is uniformly distributed among the other possible edges. More formally, ∀P ∈ A × A,

∃ch ∈ A, such that Pr[ch|p] ≥ 0.6 while Pr[ci|p] =
1− Pr[ch|p]

|A| − 1
, where ci ∈ A, ci 6= ch. In

this setting, there are 1 million conditional heavy hitters out of 1 billion possibilities.

The second generation process produces a “sparse” sequence with a predefined number

of Conditional Heavy Hitters that is smaller than the number of parents. We identify a

subset of parents to have one or more heavy children. We determine the number of heavy

children nc for a “heavy” parent by picking nc from a truncated normal distribution

with mean 3 and standard deviation 2. In our experiments we created a total of 200K

conditional heavy hitters, so on average, only 1 in 15 parents has conditional heavy hitter

children. Each “heavy” parent shares a total transition probability equal to 0.8 among its

conditional heavy hitter children. The rest of the probability mass 0.2 is divided uniformly

among the other edges. More formally, if a parent p is chosen to be heavy, then we pick nc
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children C at random, and set their transition probabilities Pr[c ∈ C|p] = 0.8/nc, while

for the others Pr[c 6∈ C|p] = 0.2/(|A| − nc). We set the number of Conditional Heavy

Hitters to recover as the true number of Conditional Heavy Hitters, i.e. 200K.

Taxicab GPS data. The Taxicab data consists of about 20 million GPS points for a

fleet of taxis, collected over the course of a month, obtained from cabspotting.org. To

go from the fine-grain GPS locations to streams of values, we performed pre-processing

to clip the data to a bounded region and coarsen to a grid. The region of the measure-

ments is restricted to a rectangle in the area of San Francisco, with latitude in the range

[37.6...37.835], which covers 26km and longitude in the range [−122.52...− 122.35], which

covers 15km. This clipping was performed to remove a few incorrect readings which were

far outside this region.

This space was partitioned into 10,000 rectangles using a 100 × 100 grid. Given the

readings within this grid, we proceeded to define trajectories from the data as a sequence of

grid cells occupied by the same cab. We considered a new trajectory to begin if there was

a gap of more than 30 minutes between successive observations. Following this definition,

we extracted 54,308 trajectories. We model the trajectory data as a second order Markov

chain, on the grounds that knowing the previous two steps is likely to be indicative of

where the next step will take us. A first order model would only have the previous

location, and so would not capture in what direction the vehicle was traveling. This

model generates around 160,000 distinct parents and a million distinct parent-child pairs;

our experiments with finer grids (omitted for brevity) had even higher dimensionality.

With a default φ value of 0.8, we observed 63,721 conditional heavy hitters. This means

that about 2 out of every 5 parents have conditional heavy hitter children, so we consider

this a dense dataset.

Worldcup’98 data. The Worldcup data2 contains information about the requests made

to the World Cup Web site during the 1998 tournament. Each request contains a ClientID

(a unique integer identifier for the client that issued the request) and an ObjectID (a

unique integer identifier for the requested URL). We are interested in finding Conditional

Heavy Hitters between ClientID and ObjectID pairs, where ClientID is treated as the

parent, and ObjectID as the child. That is, we are interested in detecting (ClientID,

ObjectID) pairs where the requested child is particularly popular for that user.

We used data from day 41 to day 46 of the competition. The total number of records

in this period is around 105 million; the number of distinct parent-child pairs is around

59 million; and the number of distinct parents is 540K. In this data we look for the

Conditional Heavy Hitters that have a probability of occurrence greater then φ = 0.25.

The total number of such Conditional Heavy Hitters is in excess of fifty thousand. About

1 in 10 parents has a conditional heavy hitter child, making this data relatively sparse.

2http://ita.ee.lbl.gov/html/contrib/WorldCup.html
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Figure 3.3: Jaccard distance for top-τ conditional (CondHH) and simple (HH), CondHH and corre-

lated(CorrHH) heavy hitters, and CondHH and Association Rules with red numbers correspond to r -

the number of retrieved frequent item sets which are triples.

The frequency distributions are skewed: there are many parents and parent-child pairs

that are found only once or a small number of times in the dataset (Figure 3.2a and

Figure 3.2c). Although most of the parent-child pairs occur once—52 million out of the

59 million distinct pairs—still, there are many pairs that occur a greater number of times.

The distribution of probabilities of Conditional Heavy Hitters is shown in Figure 3.2b,

and shows that there is sufficient probability mass associated with higher conditional

probabilities.

3.5.2 Comparison with Association Rules, Simple and Correlated Heavy Hit-

ters

In the first set of experiments, we compare Conditional Heavy Hitters to simple heavy

hitters, correlated heavy hitters and association rules, and demonstrate that Conditional

Heavy Hitters constitute a distinct set of elements that cannot be identified by existing

methods. In these experiments, we computed the top-τ heavy hitters, correlated heavy

hitters, and Conditional Heavy Hitters, and then computed the Jaccard distances between

the Conditional Heavy Hitters and the other three approaches. We recall that the Jaccard

distance between two sets X and Y is defined as 1− |X ∩ Y |
|X ∪ Y |

. The distance is 0 if X = Y ,

and the closer the distance gets to 1, the more the two sets are different (distance 1 means

that the sets are disjoint).

Since the set of Conditional Heavy Hitters and the set of association rules cannot be

directly compared, we performed the experiment as follows. We first identified the top-τ

frequent itemsets of sizes two and three combined, as both are needed in order to compute

Conditional Heavy Hitters that model a Markov chain of order 2 (i.e., the parent consists
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(c) Bloom Filter strategy

Figure 3.4: SparseHH accuracy for conditional heavy hitter recovery on Worldcup data under different

reintroduction strategies.

of two elements of the data stream). From these τ itemsets we were able to compute

r Conditional Heavy Hitters, and we compared those to the set of top-r Conditional

Heavy Hitters, which were extracted from the τ results computed by our approach. The

results of this comparison on the WorldCup’98 dataset are shown in Figure 3.3 (the plot

is broken in two pieces to aid readability: Figure 3.3a shows the results for small values

of τ , while Figure 3.3b plots the trends as τ increases to large values). The numbers (in

red) marked on the “CondHH vs AssociationRules” curve denote the value of r for the

different experiments.

These graphs show that the set of Conditional Heavy Hitters is very different from the

sets produced by the other approaches. This is especially true when we compare tradi-

tional heavy hitters to Conditional Heavy Hitters, indicating that the two definitions are

truly describing distinct phenomena. Likewise, there is little similarity between the results

found for correlated heavy hitters and Conditional Heavy Hitters. We also observe that

the number r of parent-child pairs discovered by association rules is very low compared

to τ in all cases. Although the most frequent parent-child pairs are similar to the most

popular Conditional Heavy Hitters for some of the small values of r, in general, the set

of association rules is very different from that of Conditional Heavy Hitters. Thus, cur-

rent approaches for finding association rules cannot help in retrieving Conditional Heavy

Hitters, for which we need new algorithms in order to efficiently identify.

Utility of Conditional HH. We now study the elements that are found as Conditional

Heavy Hitters and interpret them in a domain where the semantics are known. We

compare to the elements found as correlated heavy hitters, and show that there is value

in both sets discovered, but Conditional Heavy Hitters can provide more useful insights

than correlated heavy hitters. For this experiment we use the taxicab GPS data, and

compare the top-25 popular Conditional Heavy Hitters with the top-25 correlated heavy

hitters. Following Notion 3, correlated heavy hitters are sorted in descending order of the
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parent frequency. There is some overlap between these two sets, indicating items that

are reported as significant under both definitions. However, there are 14 elements found

outside the overlap: 7 specific to each definition. We plot each of these sets of 7 elements

overlaid on the San Francisco area maps from which they are drawn, in Figure 3.5.

(a) Correlated HH (b) Conditional HH

Figure 3.5: Unique correlated and Conditional Heavy Hitters not detected by the other technique.

The plots represent the San Francisco region, where the taxicab data was collected

from, discretized into a 100×100 grid. Here, a parent is defined as two successive positions

(this helps to establish direction of travel, for example), and the child is the subsequent

location. In some cases, two out of the three cells intersect. We plot first parent cells (the

first in a sequence) using a black border, second parent cells (the second in a sequence)

using a blue border, and child cells (the third in a sequence) using a red border. There

is a line between the first parent cell and the second parent cell, and an arrow between a

second parent cell and a child, if they do not overlap. Figure 3.5a shows the correlated

HH that are not found with the conditional HH definition, while Figure 3.5b shows the

conditional HH that are not detected as correlated HH.

We interpret these results based on our study of features on the map such as highways

and tourist attractions – note that the algorithms do not possess any such knowledge.

We observe that the unique correlated HH are primarily short trajectories concentrated

around the city center, indicating slow moving traffic around popular points of interest.

Meanwhile, the conditional HH are found around the city center but also on the highways

further outside the city. Of particular interest are trajectories around the airport (SFO),
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(a) Favor precision, ρ = 0.9.
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(d) Favor recall, ρ = 0.9.

Figure 3.6: Accuracy on sparse synthetic data using SparseHH.

which show journeys that turn off the highway to go to the airport.

Although similar, the two definitions emphasise different aspects. Correlated heavy

hitters are ones which have high support for the parent. In this instance, they have

shown that it is common to make slow progress in the heart of the city (parent), in which

case it is quite common to continue making slow progress in the same direction (child).

While helpful in identifying “pinch points” in the traffic, this does not provide much

unexpected information. Conditional heavy hitters place more emphasis on having a high

conditional probability of the child, given the parents. In this instance, they highlight

that traffic travelling south on highway 101 is likely to stay on (rather than take an exit),

and also that traffic on the highway close to the airport is very likely to go to the airport.

This highlights the importance of the airport as a destination from the highway. Such

insights can be of greater use to traffic planners and city architects in understanding

typical journey and behavior around intersections. We obtain similar results when we

look at different sized sets, such as the top-20 and top-30 sets. These results demonstrate

that the conditional HH concept can reveal interesting and meaningful patterns, distinct

from those found by correlated HH.

3.5.3 Parameter Setting for SparseHH

The SparseHH algorithm has several parameters and choices that affect its performance.

Here, we investigate how to set these parameters before comparing with other algorithms.

Choice of reintroduction strategy. We compare the different choices of reintroduction

strategy: hash partitioning, ancestor, and Bloom Filter. Figure 3.4 shows the accuracy

over the Worldcup data, where we set τ = 100 and φ = 0.25 to define the (popular)

conditional heavy hitters.

Here, the ratio of memory allocated to the main structure, ρ, was set to 0.9, with the

remainder used to help reintroduce items to the data structure. We observe that the hash

partitioning strategy performs the best across all metrics (Figure 3.4a). The ancestor
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Figure 3.7: Precision (blue diamonds) and Recall (red squares) of SparseHH variations on sparse synthetic

data as ρ varies.

strategy can obtain good results, but only when a larger total amount of memory is made

available (Figure 3.4b). The Bloom Filter strategy, while achieving high recall, always

has very poor precision (Figure 3.4c). Based on this and other results, we adopt the Hash

partitioning strategy as the method of choice for SparseHH: while the Ancestor method

is sometimes competitive, this can be seen as a special case of the Hash partition method

with a structured choice of hash function, so we do not further distinguish these methods.

Choice of memory ratio. As noted in Section 3.4.5, we can adjust the estimated counts

in the algorithm to give either upper or lower bounds, and hence to favor precision or

to favor recall. We compared the impacts of this choice in our experiments, shown in

Figure 3.6 for the sparse synthetic data. We set φ = 0.05, sufficient to distinguish the

conditional heavy hitters from the other pairs. In the plots, we pick a representative

selection of parameter settings, as we vary the ratio ρ that governs the division of mem-

ory between the main and reintroduction structures, and whether the algorithm favors

precision or recall. Across these, we first observe that this choice does indeed behave as

advertised: favoring precision obtains near perfect precision, while favoring recall allows

recall to grow as total memory increases. However, when we favor precision, recall tends

to improve as we allocate more memory (Figures 3.6a and 3.6b), while favoring recall

tends to cause precision to drop off as more memory is used (Figures 3.6c and 3.6d).

To investigate this further, we fix the available memory, and vary the ratio ρ. The

results on the same data are shown in Figure 3.7. We observe that when we favor precision,

the precision is always near perfect (Figure 3.7a). The benefit of giving more memory to

the main structure outweighs the loss from reducing space for the reintroduction strategy,

so a large ρ value gives the best recall. Contrarily, favoring recall has generally good

recall, but gets the best precision when almost all of the memory is turned over to the

reintroduction strategy (Figure 3.7b). Still, it is hard to obtain both good recall and good

precision from this strategy: although we see some good behavior for very small values
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Figure 3.8: Precision and Recall on the WorldCup data.
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Figure 3.9: Accuracy as φ varies on Worldcup data

of ρ here, this was not stable across other datasets. Consequently, we conclude that it

is preferable to favor precision, and adopt this with ρ = 0.9 as the default in all other

experiments.

3.5.4 Performance on Sparse Data

We now compare all the proposed algorithms, initially on sparse data, and subsequently

on more dense data.

World Cup Data. We present results for recovering (ClientID, ObjectID) Conditional

Heavy Hitters from the (relatively sparse) Worldcup data. In other experiments, we also

looked for correlations on other attribute combinations, such as (ServerID, ObjectID).

The results there were broadly similar, and so are omitted for brevity.

Figure 3.8 shows results on precision and recall for recovering the Conditional Heavy

Hitters for this data. Here, the CondHH and SparseHH (using Hash partition reintroduc-

tion) methods perform the best for both precision and recall. These two algorithms both

make use of an eviction strategy that picks the parent-child pair with the lowest (esti-

mated) conditional probability to be deleted from the main structure. This observation

suggests that such a pruning strategy can be effective at retaining the most promising

pairs in memory. For this data, the number of parents is not so large, and so it is feasible

to retain information on all parents. Thus, CondHH is not penalized for this choice here,
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Figure 3.10: Accuracy on sparse synthetic data as memory varies

although we see examples later where there are too many parent items to track effectively.

These methods also achieved high top-τ precision, over 0.8, indicating over 80% agreement

between the top 100 reported Conditional Heavy Hitters and the true most popular heavy

hitters. On this data, we observe that other approaches suggested—GlobalHH FamilyHH

and ParentHH (omitted from the plots)—are unable to provide useful results: although

they provide accuracy guarantees as a function of the space available, it turns out that

these guarantees do not become useful until much more memory is available. In this

case, the successful algorithms (CondHH and SparseHH) are able to achieve near-perfect

precision and recall using less than 10% of the memory required to represent the data

exactly.

Figure 3.9 shows the accuracy of CondHH and SparseHH as we vary φ, the threshold

for defining a conditional heavy hitter. We see that for large φ values and moderate

memory (30MB), CondHH is preferable, and achieves near-perfect precision and recall.

As φ is decreased, there are more Conditional Heavy Hitters to recover, and when memory

is constrained to only 5MB (the dashed lines), recall necessarily falls: the algorithms are

unable to retain information about all Conditional Heavy Hitters. However, in the low φ,

low memory setting, SparseHH is able to maintain higher precision, while the precision

of CondHH falls off.

Pruning Strategy With Combined Eviction Criteria. We now evaluate the effect

of using a combined eviction criteria, based on both the conditional probability and the

frequency of the parent-child pairs, for both of which we fix thresholds. When the memory

budget is reached the eviction strategy works as follows:

1. evict the pair for which both thresholds do not hold;

2. otherwise, evict the pair for which the threshold on the conditional probability does

not hold;

3. otherwise, evict the pair for which the threshold on the parent-child frequency does
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not hold;

4. otherwise, evict the pair with the lowest conditional probability.

This eviction strategy was implemented for both IP (Intermediate Parent) and Hash

reintroduction strategies of SparseHH, and was tested on the WorldCup data. The ex-

periments were done using the same settings as for the prior reintroduction strategies,

and for different frequency thresholds to check their influence on the results. The new

strategy does not lead to significant differences: precision and recall are the same (and

up to 10% smaller for small memory budgets), while top-τ and average τ precision are

10% higher (and up to 18% for small memory budgets) for the modified versions. We

tried with values 10, 100 and 1000 as the frequency thresholds used for eviction, and

observed little sensitivity of the results; the reason is that low conditional probability is

still an important criterion of eviction. The changes in the Hash version of SparseHH

algorithm are even less pronounced, though the general trend is the same: precision and

recall results are a bit lower while top-τ and average top-τ precisions are higher for the

modified algorithm.

Sparse Synthetic Data. We now compare all the algorithms on the truly sparse syn-

thetic data, for a stream of length 108. This data has a much smaller number of Condi-

tional Heavy Hitters compared to the number of parent items. Consequently, we expect

the algorithms which try to keep information on all parents to perform poorly here, since

this will occupy most of their available resources.

This conjecture is confirmed in Figure 3.10: only

SparseHH is able to obtain both good precision and good recall for the range of memory

provided. It also has accuracy as measured by top-τ precision and average precision up

to τ : both around 0.9 (plots omitted for space reasons). Among the other algorithms,

CondHH shows the best improvement in recall as more memory is made available, with

GlobalHH and FamilyHH improving more slowly (Figure 3.10b). The ParentHH algo-

rithm can only produce results when enough memory is available to keep a (very small)

summary structure for each parent—in this case, above 72MB. Interestingly, the precision

performance of all algorithms apart from SparseHH is very poor: much more memory is

needed before these can achieve good precision (Figure 3.10a). This is in part because

even the highest amount of memory shown in Figure 3.10 represents less than 5% of the

space to record the exact statistics for the given data. In terms of the original application,

of approximating the Markov chain transition matrix, the results are also strong: the L1

difference between the distributions is about 0.01, where 0 would be perfect recovery, and

1 represents the worst case. We conclude that over sparse data, the SparseHH algorithm

has the best performance and is the method of choice.

In terms of the time cost of the algorithms, Figure 3.11 shows that there is little

systematic variation as a function of the size of the summary structure. The simpler
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Figure 3.11: Time cost of algorithms on sparse synthetic data as memory varies
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Figure 3.12: Accuracy and timing results for algorithms on dense synthetic data

GlobalHH and ParentHH algorithms are the faster ones, but all algorithms have per-

formance measured in the hundreds of thousands of updates per second to process 108

items.

3.5.5 Performance on Dense Data

Dense synthetic data. In the dense synthetic data, each parent has at least one child

that is a conditional heavy hitter. We generate a stream of data from the 2nd order

Markov chain of different lengths, between 107 and 1010 observations. We allocate an

amount of space equivalent to twice the number of possible parent items, and evaluate

their accuracy in terms of precision and recall on streams of varying lengths. With the

threshold φ = 0.5, Figure 3.12 shows the average time and accuracy achieved over 10

independently chosen streams. The observed standard deviation over these repetitions

was very low, around 10−3 for all precision and recall computations.

The results show that the GlobalHH algorithm performs poorly, with only moderate

precision and recall on this relatively “easy” data set (Figures 3.12a and 3.12b). The Par-

entHH algorithm has near perfect recall, and precision improves as the stream gets longer

(and so the signal becomes easier to detect). However, again, the CondHH algorithm has

the best accuracy, getting near perfect precision and recall throughout. The SparseHH
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Figure 3.13: Accuracy on Taxicab data as memory varies

algorithm had identical results to CondHH on this data. On closer inspection of the data

structures, we observed that this was because SparseHH has sufficient memory to keep

frequency information on all parents. Consequently, it can store the same information

as CondHH and so finds the same estimated frequencies. For similar reasons FamilyHH

kept the same information as GlobalHH and so is omitted from the plots. In terms of

scalability, all algorithms are similar. Figure 3.12c shows that the CondHH algorithm is

slightly slower in our implementation, due to the more involved data structure mainte-

nance process. However, the difference is not substantial, and could be improved by a

more engineered solution. Even here, the throughput is nearly half a million updates per

second on a single core.

Taxicab data. The Taxicab data is quite dense: many parents have a conditional

heavy hitter child. Figure 3.13 provides precision and recall results on this data for φ =

0.8. As in other experiments, GlobalHH does not provide useful recovery of Conditional

Heavy Hitters with such low memory. SparseHH achieves good precision, but CondHH

has enough memory to obtain perfect precision (Figure 3.13a). The story is similar for

recall: SparseHH improves as more memory is available, but is consistently dominated

by CondHH, until SparseHH is given enough memory to store all parents. Moreover, for

the top-τ precision the results for CondHH were much stronger, approaching 1, while

SparseHH achieved only 0.25.

To better understand the relative behavior of these two competitive algorithms, Fig-

ure 3.14 shows the case as we vary φ, the threshold for Conditional Heavy Hitters, while

holding the total memory constant at 4MB. As φ decreases, there are more pairs passing

the threshold, and so the problem becomes harder. The precision of SparseHH tends to

remain constant, while there is a more notable dip in the precision of CondHH. Inter-

estingly, adjusting the memory available for the reintroduction strategy of SparseHH by

adjusting ρ has a marked effect: putting more memory to this end improves precision,

but reduces recall. We conclude that for dense data, CondHH is the method of choice,
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Figure 3.14: Accuracy as φ varies on Taxicab data
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(b) Recovered Markov Model based on Condi-

tional Heavy Hitters

Figure 3.15: Heatmaps of trajectories modeled using exact transition probability matrix and recovered

matrix based on Conditional Heavy Hitters.

provided we can afford to store all parents.

3.5.6 Markov Model Estimation

In this section, we experimentally evaluate how well Conditional Heavy Hitters can ap-

proximate a Markov chain model. The premise is that the conditional probabilities we

derive from the Conditional Heavy Hitters can be used to estimate the largest elements

of the transition probability matrix. We computed the Conditional Heavy Hitters in the

TaxiCab dataset using the CondHH algorithm, using 3MB of total memory and φ = 0.8

(the corresponding precision and recall values are shown in Figure 3.13).

First, we check whether Conditional Heavy Hitters can adequately describe the gener-

ation process of the real trajectories in the Taxicab data. To study this, we compare the

heatmaps of the trajectories generated by the exact Markov model and by the recovered
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CHAPTER 3. STREAMING CONDITIONAL HEAVY HITTERS

Table 3.2: Earth Mover’s Distance between the heatmaps of trajectories.

Heatmaps Exact markov model

Conditional HH 1.98

Supervised Random 4.13

Random 7.40

Markov model, i.e., the model approximated by the Conditional Heavy Hitters results,

depicted in Figure 3.15. The heatmap indicates the number of times different trajectories

have passed through a spatial cell. The ‘hottest’ cells are colored in red, while the ‘coolest’

in blue. The resulting heatmaps show that the trajectories built using Conditional Heavy

Hitters accurately reflect the hot regions of the trajectories built using the exact transi-

tion probability matrix, which indicates that Conditional Heavy Hitters indeed capture

the highest transition probabilities.

Earth Mover’s Distance comparison. In order to quantify the distance between the

two heatmaps, we employ the Earth Mover’s distance (EMD)[105]. EMD measures the

difference of probability masses, multiplied by the distance that the probability mass has

to be moved in order to derive one probability density function from the other. In our

setting, we compute EMD over the probability density functions (or the corresponding

histograms) that are represented by the heatmaps. We calculated the EMD between the

heatmaps of trajectories generated by the exact markov model and Conditional Heavy

Hitters, as well as two baseline models, Random and Supervised Random. The Random

model corresponds to a random assignment for the next state of a trajectory at each step.

The Supervised Random assigns the next state in the same way as our approach does

when a particular prefix (i.e., parent) is missing. That is, it distributes the probability

mass among the neighborhood of this prefix, assigning slightly more mass in the direction

of movement (according to the previous state). The results, reported in Table 3.2, show

that Conditional Heavy Hitters are more than two times closer to the exact markov model

than the Supervised Random assignment, and more than 3.5 times closer than Random.

Kernel-density comparison. We also conducted a Kernel density based two-sample

comparison (KDE) test [43] to compare the position distributions of the trajectories gen-

erated by the exact and recovered Markov models. The null hypothesis of this test was

that the distributions were equal. We set the significance level α = 0.05, and obtained a

p-value for the test equal to 0.51, which means that there is not enough evidence to reject

the hypothesis that these two distributions are equal.

Prediction accuracy. Besides the heatmaps, we also assess the prediction errors of the

exact and recovered Markov models. Our goal is to check whether the recovered model

can be used to predict the next state of a taxicab given its two previous states. We also

compare the results with the error of Random and Supervised Random models described
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3.5. EXPERIMENTAL RESULTS

above. Each model defines a probability distribution for the next state given two previous

states. The prediction is performed using this probability distribution.

Two kinds of errors are considered:

1. the Mean Euclidean Distance (MED) between the estimated cell ĉi and true cell ci,

i = 1, 2, ..., T , where T is the number of predictions over taxicab trajectories, T is

larger than:

MED =
1

T

T∑
i=1

dist(ĉi, ci)

=
1

T

T∑
i=1

√
(ĉxi − cxi )2 + (ĉyi − c

y
i )

2,

where cx and cy are spatial coordinated of the cells in the 100× 100 grid that corre-

spond to initial longitude and latitude of trajectory points;

2. the Misclassification Error (ME), or ratio of cells which were incorrectly estimated:

ME =
1

T

T∑
i=1

1{ĉi 6= ci}.

Table 3.3 summarizes the results, which are averaged over 10 runs. The differences

between all pairs of errors are statistically significant according to Welch Two Sample

t-test [120], for which significance level α was set to 0.01. The results show that the

accuracy of the exact model compared to the accuracy of the recovered model is 1%

and 5.6% higher according to MED and ME correspondingly. This was expected as

the recovered model is just an approximation of the exact model. At the same time,

the performance of the recovered model is 23% and 6.2% better than the performance

of Random and Supervised Random models according to ME (2521% and 19% better

according to MED). The prediction made with the recovered model for the states with

known prefix behaves even better.

We note that both the heatmaps and the prediction errors can be improved if we

better model the cases where the prefix is not among the Conditional Heavy Hitters.

This can be achieved using domain knowledge, such as the road maps in the region of the

taxicab dataset. Nevertheless, even without domain knowledge, we have shown that the

trajectories built using the Conditional Heavy Hitters are a fairly accurate representation

of the original data.
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CHAPTER 3. STREAMING CONDITIONAL HEAVY HITTERS

Table 3.3: Mean Euclidean Distance (MED) and Misclassification Error (ME) of different prediction

models for Taxicab dataset.

Prediction Model MED ME

Exact Model 1.77 0.80

Recovered model 1.87 0.81

Recovered model only with known prefix 1.59 0.74

Random 47.15 1.00

Supervised Random 2.23 0.86

3.6 Summary

In this thesis, we have introduced the notion of conditional heavy hitters as a useful

concept that is distinct from prior notions of heavy hitters, correlated heavy hitters and

frequent itemsets. We introduced a sequence of algorithms that build on existing tech-

niques, but target the new definition. Our empirical study demonstrated that among

these, it is those that most directly target the new definition, by preferentially retaining

items with high (estimated) conditional probability and pruning those with low condi-

tional probability, that perform the best. Specifically, the SparseHH algorithm, which

keeps an approximate summary of both the parent-child pairs as well as the parent items,

generally performs the best across a range of sparse datasets and parameter settings. In

particular, it achieves high precision and recall on the set of Conditional Heavy Hitters

while retaining only 5-10% of the space of storing exact statistics. When the data is more

dense and there is sufficient memory, CondHH is the preferred method. If we do not know

the nature of the data in the advance, we can simply run SparseHH, since it will keep

information on parents exactly while there is room, and so behave more like CondHH.

Future work will identify further applications for conditional heavy hitters, and evaluate

their efficacy in those settings. Our algorithms are defined in the streaming model, which

captures the challenging case of high-speed arrival of data. As the scale of data increases,

it will become necessary to adapt these algorithms to a distributed setting, where multiple

streams are observed, and the collected summaries can be combined to give a summary

of the union of all the input data.
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Chapter 4

Streaming Conditional Heavy

Hitters of Variable Order

In this chapter we address the problem of online discovery of Variable Order Conditional

Heavy Hitters for data streams whose elements can be represented as symbols from large

finite alphabets. VOCHH represent the most significant sequential patterns from a data

stream and serve the tasks of real-time data summarization, inference of the generative

models of the data, and online prediction of future states.

In this chapter, first, we describe the preliminaries needed to formalize the notion of

VOCHH in Section 4.1. The related work for this chapter has already been discussed in

Section 2.3. We obtain the optimal pruning strategy for the LogLoss minimization and

discuss its online variations in Section 4.2. Then, we describe the formalization of VOCHH

and the problem definition in Section 4.3. Real-time solution approach is proposed in

Section 4.4, followed by the experimental evaluation in Section 4.5, in which we assess

the quality of the proposed algorithms on three real datasets. Finally, we summarize the

results of this chapter in Section 5.3. The notations and abbreviations used in this chapter

are listed in Appendix A.3.

4.1 Preliminaries

4.1.1 Markov Models

All Markov models assume markovian property, which means that the current state of

the system depends on a finite number of the previous states.
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Markov Chain

Markov chain is a fixed-order Markov model1, where the order corresponds to the length

of the context or the number of the preceding states that influence the current state.

Markov chains of order k, defined for the states from a finite alphabet Σ, are described

using two kinds of parameters:

1. the transition probability matrix, which provides the conditional probabilities of mov-

ing to the next state after seeing a particular context of the length k,

2. the initial distribution, which defines the probabilities of the first k − 1 elements of

the chain, which cannot be derived from the transition probability matrix.

More formally, initial distribution provides the probability density functions for all the

combinations of the symbols from Σ up to the order k: P (xi = σi), P (xi = σi, xi+1 =

σi+1),..., P (xi = σi, xi+1 = σi+1, ..., xi+k−1 = σi+k−1). The matrix of transition proba-

bilities defines all the transitions from the contexts of the length k: P (xi = σi|xi−k =

σi−k, xi−k+1 = σi−k+1, ..., xi−1 = σi).

Further in the thesis, for simplicity, we will refer to the initial distribution as P (xi),

P (xi, xi+1), P (xi, xi+1, xi+k−1) and to a transition probability matrix as P (xi|xi−k, xi−k+1,

..., xi−1).

Together, the initial distribution and the transition probability matrix define the full

probability distribution P (·) of the high order Markov chain. Note, that the order is fixed

in this case.

Variable Order Markov Model (VMM)

In the variable order case, the current state may depend on a varying number of previous

states. In the formulation of the markovian property, different contexts will thus have

different length (order).

When VMM is considered, the transition probability matrix describes only meaningful

transition probabilities, which are defined as follows:

Definition 5 (Meaningful Transition Probabilities). For a given child x and parent yk of

length k, k ≤ D a transition probability P [x|yk] of VMM is called meaningful if:

1. P [x|yk] = P [x|yj] for all j > k (the Markov property),

2. k is the minimum non-negative integer satisfying the condition above.

The initial distribution of the VMM also depends on a particular sequence, and de-

fines the probability distribution for the few first states that cannot be derived from the

transition probability matrix.
1In the thesis we consider only homogeneous Markov models, in which the probabilities do not change over time.
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Types of Markov Sources of Variable Order

The variable part of the VMM can be defined through the variability of only the context

(parent), or through the variability of the parent-child pair (full sequence which contains

both the context (parent) and the following symbol (child)). These to cases correspond

to the notions of the uniform and the non-uniform VMM respectively.

Definition 6 (Uniform VMM). Uniform Variable Markov Model is the probabilistic model

with the probability density function P (·) that has the following characteristics: if there is

a parent-child pair (yk, x) that has meaningful transition probability as per Definition 2,

then for other children from the alphabet, the transition probability given the same parent

is also meaningful. k is the length of the parent yk.

Thus, no longer parent that includes yk as a suffix can have meaningful transition

probabilities with respect to any child. In this case, the variability of the markovian

source is only in the parent.

In the second model, the Nonuniform VMM, variability is connected with a parent-

child pair:

Definition 7 (Nonuniform VMM). Nonuniform Variable Markov Model is the probabilis-

tic model with the probability density function P (·) that has the following characteristics:

if there is a parent-child pair (yk, x) that has meaningful transition probability as per Defi-

nition 2, other children from the alphabet can have meaningful transition probabilities with

the longer parents that have yk as a suffix. k is the length of the parent yk.

Nonuniform model says that if there a pair with the meaningful probability, a longer

parent will not bring more information about the probability, but other children may have

meaningful longer parents.

The second model is more general, while the first model is quite restrictive. In the

experimental section we check which model corresponds to the real dataset of moving

trajectories (Section 4.5.2).

If the model of a certain data stream is assumed, or proven, to be uniform, this opens

the possibility to efficiently prune longer contexts that contain excessive information.

4.1.2 Pruning Strategies

In this section we consider benefits and drawbacks of possible ways of pruning the PPM

trie (we introduced the PPM algorithm and data structures in Section 2.3.4). Online

strategies are listed in Table 4.1.

All three strategies optimize a criteria related to the LogLoss of the model, as the

LogLoss depends both on the conditional probability and on the frequency of a sequence.

The higher the conditional probability and the frequency of subsequences, the lower the

LogLoss.
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Table 4.1: Characteristics of the online pruning strategies.

Properties

Pruning strategies

1 2 3

Frequency based Conditional Probability

Based

Combination of 1 and 2

1)Description of the

strategy

when the space budget is

consumed we delete those

leaves of the trie which

have the lowest frequency

when the space budget

is consumed we delete

those leaves of a trie

that have the lowest con-

ditional probability given

the path from a root to a

leaf

this is a combination of

strategies 1 and 2, when

we prune those leaves of a

trie, which have the low-

est value of the combina-

tion of a conditional prob-

ability and a frequency

2)Benefits Easy to implement. It

is also shown that states

with lower support have

low prediction accuracies

If the conditional proba-

bility is small it can be ne-

glected for the model

minimization of LogLoss

3)Additional Space

Needed

Binary search tree of leaf paths (array of path values, crite-

ria value) according to the minimal conditional probability

of a path

4)Additional opera-

tions needed

Update of the sorted leaf path structures and the trie after

an element was deleted

6)Reintroduction Additionally, keep the maximal frequency of a deleted child

in each node and reintroduce it with a new child

7)Incremental

usage

Possible

For all the three strategies, pruning can be made in constant (O(1)) time, at the cost

of maintaining the pointers to the leaf nodes of a trie in the order of increasing value of

the pruning criterion.

This can be implemented using the sorting structures, such as the binary search tree,

which is updated online with every new arriving trajectory.

Overview of other pruning strategies. The strategies described in the following

are computationally expensive, and thus can only be applied periodically in a streaming

setting.

Minimal Description Length. Minimal Description Length (MDL) principle, which is

described in paper [87], is used there to prune binary decision trees for classification task.

The principle can also be used for the general purposes of estimating a data model. There

are several difficulties in adapting this principle to online pruning. Applying the MDL

principle involves estimating the costs of multiple trees and their ability to represent the

data seen so far. As we would like to prune our trees in real time, this procedure has

to be performed every time the space budget is reached. On the other hand, MDL is
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an objective pruning strategy that has theoretical foundations, in contrast to heuristic

approaches.

Distribution of children. Prior algorithms for (hierarchical) heavy hitters worked by

expanding internal nodes that were ”heavy”, and collapsing nodes that were ”light” into

their parents. However, we might want to expand the nodes where the children seem

to have ”different” distributional behavior from their siblings, and collapse nodes where

all siblings seem to behave similarly. We could also measure the entropy of the child

distribution in order to chose which parents should be collapsed (the larger the entropy,

the more uniform the distribution is).

Conditional entropy and entropy for the Markov processes are described in the work [14].

In general, in order to compute the entropy of the whole chain, we need to estimate the

probabilities of all possible contexts. Then, we can compare how much entropy each sib-

ling node produces and what is the distributional similarity between the sibling nodes.

We can also estimate the amount of information we will gain/lose by splitting/deleting a

node. Unfortunately, the computational cost of this approach is prohibitive in a streaming

setting.

Relying on the uniformity of the VMM. If the VMM model is uniform (see Sec-

tion 4.1.1), then, for any context that is considered meaningful, all longer contexts, con-

taining this context as a suffix, can be pruned form the model.

In the next section we obtain and discuss a pruning strategy that is optimal in the

sense of the minimal LogLoss of the generative model represented by VOCHH. LogLoss

is a measure of the goodness of fit of generative models, discussed in Section 2.3.5.

4.2 Pruning Strategies for the LogLoss Function

In this section, we propose a new pruning strategy that is optimal with respect to mini-

mizing the LogLoss of the model described by VOCHHs.

Lemma 7. Suppose that the distribution of the streaming data does not change over time.

The approximate VMM model with limited memory budget, where nodes are pruned based

on the rule:

x = argmin
x

Fr[yk, x] · log
Pr[x|yk]
Pr[x|yk−1]

, (4.1)

where yk−1 is a suffix of yk, minimizes the LogLoss on the training data.

Proof. Approximate VMM model represents the variable order probabilistic model that

defines the probability distribution P̂ (·|·) Given the data xm, the best approximate model

should minimize the LogLoss for xm:

l(P̂ , xm) = − 1

m

m∑
i=1

log P̂ (xi|x1, x2, ...., xi−1)→ min. (4.2)
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As we consider the bounded order of the model and the markovian assumption, that

after a certain order the longer contexts lead to the same probability as their sorter suffix

contexts, the minimization problem is equivalent to:

m∑
i=1

log P̂ (xi|xi−k, ...., xi−1)→ max, (4.3)

where k ≤ D. Expression 4.3 can be read as the maximization of the log-likelihood of

the sequence given the model. Grouping the repeating subsequences together, we can

transform the Expression 4.3 as follows:∑
unique(xk)

Fr(xi−k, ...., xi−1, xi) · log P̂ (xi|xi−k, ...., xi−1)→ max. (4.4)

When pruning is performed, the probabilities of the terms under the sum in Equation 4.4

are substituted with conditional probabilities given the shorter parent (xi−k+1, ...., xi−1),

which is a suffix of the corresponding parent (xi−k, ...., xi−1). Hence, pruning makes the

model of the data more independent. When selecting the node to be pruned, in order

to minimize the LogLoss (maximize the likelihood), we should pick the node, for which

substituting its conditional probability with the conditional probability given the shorter

parent results in the smallest change in the expression 4.4. In other words, the best

candidate for pruning (xprune) is defined as follows:

xprune = argmin
xi

Fr(xi−k, ...., xi−1, xi)(log P̂ (xi|xi−k, ...., xi−1)− log P̂ (xi|xi−k+1, ...., xi−1)).

or

xprune = argmin
xi

Fr(xi−k, ...., xi−1, xi) log
P̂ (xi|xi−k, ...., xi−1)

P̂ (xi|xi−k+1, ...., xi−1)
. (4.5)

Equation 4.5 directly corresponds to the condition 4.1 of the lemma.

Thus, the expression that defines the “usefulness” of a parent-child pair (y, x) is the

logarithm of the ratio between conditional probabilities of the child given the longer parent

(P (x|y)) and the shorter parent (P (x|y′)). In particular, this means that the parent-child

pairs that do not increase the conditional probability compared to the shorter parent

(P (x|y) <= P (x|y′)) will be pruned first.

Definition 8 (Merit of a parent-child pair). Given a parent-child pair (y, x), and the

longest suffix y′ of the parent y, the value of

M(y, x) = Fr[y, x] · log
Pr[x|y]

Pr[x|y′]
(4.6)

is called the merit of the parent-child pair (y, x).
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The higher the merit of the parent-child pair is, the more importance it has to the

VMM modeling.

The optimal pruning strategy described by Lemma 7 is offline, because when any counts

of a path w of the length < D is updated, all the criteria values of the longer paths that

have w as a suffix should be updated as well. This requires either traversing the whole

trie during pruning, or keeping track, for every sequence w, of all the paths that have

w as a suffix. Adapting the optimal criteria based on Equation 2.5 to online pruning is

our future work. In this chapter we analyze several alternative, more lightweight, pruning

strategies that can be used online.

The main challenge of the optimal pruning criterion is in the computation of the

conditional probability of a child given the suffix of its parent. The problem is that in a

prefix trie there is no direct link between these two elements and it is hard to find all the

elements that correspond to the same suffix, when the count of the suffix is updated. As

discussed in Section 4.1.2, criteria based on the frequency and/or conditional probability

can be easily incrementally updated online. Below we consider which assumptions are

made in case of more lightweight pruning strategies as compared to the optimal pruning.

Minimizing LogLoss: Online Pruning Strategies. Here we discuss variations of

the optimal pruning that can be used in real time, and their limitations.

Frequency-based pruning.

Widespread and popular pruning of the VMM models based on the compression algo-

rithms is the frequency-based pruning. This pruning is the easiest and the fastest. The

assumption that it makes compared to the optimal merit-based pruning is that the ratio

of the probabilities is constant for all the trie paths. This means that for this kind of

pruning the values of the conditional probability and its meaningfulness are not taken

into account. This approach favors the most frequent subsequences, regardless of the

state transition knowledge they might or might not have.

Pruning based on conditional probability. This pruning strategy is used in our algo-

rithm for detecting Conditional Heavy Hitters, which we described in Chapter 3. To the

best of our knowledge, this type of pruning has not been used before for variable order

modeling. This approach ignores the frequency of the candidate sequence or the condi-

tional probability given its longest suffix, but it takes into account the strength of the

state transition, which is important for estimating the highest transitional probabilities

of the model. It is also quite lightweight, though it requires additional computation. Up-

dating the count of a node changes not only the conditional probability of that node, but

also that of its siblings, which means that the value of the pruning criterion has to be

updated for them as well.

Entropy pruning. This kind of pruning where the criterion is Fr(yk, x) logPr[x|yk]
assumes that the probability given the corresponding suffix Pr[x|yk−1] is the highest and

equals unity. This criterion is still lightweight and can be easily calculated incrementally.
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Experimentally, we have noticed that for the limited budget case, the logarithm function

leads to poorer VOCHH estimation, as small differences in probability transform into

much larger differences in their logarithms. At the same time, high probability values

become closer to each other, and, when multiplied by frequencies this leads to erroneous

pruning of many elements. This phenomenon is illustrated in Section 4.5.4 by the plots

with the LogLosses (Figure 4.9) of VOCHH algorithms for different pruning strategies

and various space budget requirements.

Multiplication pruning. Because of the approximation issues of the entropy criterion

Fr(yk, x) logPr[x|yk] discussed above, we use the simpler criterion Fr(yk, x) · Pr[x|yk],
as according to the Taylor series log(z) is well approximated by z − 1 if z is close to 1

(Figure 4.1). According to our experimental results, VOCHH with this pruning criterion

are well estimated in the limited memory settings (Section 4.5.4).
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Figure 4.1: Approximating log(x) with x− 1 for x close to 1.

All the pruning strategies discussed in this Section are experimentally evaluated for

real datasets in Section 4.5.4.

4.3 Problem Definition

Our goal is to detect VOCHH with the order up to D for sequential data streams in

the case of the limited space budget. Having a data stream X = (x1, x2, ....), where

xi ∈ Σ, Σ is a finite alphabet, we would like to detect those parent-child pairs (yDi , xi)

where the conditional probability Pr[xi|yDi ] and Fr[xi|yDi ] are the highest and the parent

yDi = (xi−1, xi−2, ..., xi−k) has a variable order k, k ≤ D. In general case D might be

infinite.

As VOCHH represent the generative model of a data stream, we are interested in both

high conditional probability, which is associated with the transition probabilities of the

model, and in high frequency, which is connected to the importance of the sequential

pattern represented using VOCHH. Besides, in order to minimize LogLoss (Equation 2.5)
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(which is the negation of the sum of conditional probabilities of the sequences in the test

dataset) we need to extract those VOCHH elements that have both high frequency and

high conditional probability.

If the size of the alphabet Σ is high, the exact solution to this problem is infeasible, as

it requires estimating |Σ| + |Σ|2 + |Σ|3 + ... + |Σ|D frequencies. In case of bounded D it

is a geometric series with a sum
1− |Σ|D+1

1− |Σ|
. For example, if |Σ| = 1000 and D = 5, we

need to keep track of 1015 frequencies. This demonstrates the need for the approximate

solution.

The highest conditional probabilities and frequencies of parent-child pairs can be taken

into account using a threshold semantics, for example, Pr[xi|yDi ] ≥ φ, or top−τ semantics,

when only τ parent-child paris with the highest conditional probability and/or frequency

should be extracted. We are interested in both definitions, as both can be useful for

different application scenarios.

Highest conditional probabilities of the parent-child pairs alone are not sufficient, as

they can correspond to the pairs with very low support or overall frequency. We call

this phenomenon (1,1)-frequency problem. An example of this problem is when both the

parent and the parent-child pair appear only once in the dataset, in which case their

conditional probability is maximum and equals to 1. This case is not interesting for us

as the highest conditional probability does not have enough statistical evidence and it

could happen by chance. The (1,1)-frequency problem is very challenging for the variable

order approach, as when the order increases we observe more and more sequences that

appear only once. This problem also arises for fixed-order Conditional Heavy Hitters

(Section 4.5.1) and it is solved there by the definition of popular CHH, which take into

account the frequency of a parent-child pair as well.

4.3.1 Formalization with Statistical Significance

In order to formally define Conditional Heavy Hitters of variable order, we use the tools

of statistical hypothesis testing. Specifically, we perform a statistical test measuring if the

frequency of a parent-child pair is significantly high, compared to what could occur by

chance in case of independent variables. Additionally, we check if there is a statistically

significant connection between the parent and the child. The latter test shows whether

the parent and the child co-occur more frequently than would happen by chance if they

were independent.

Additionally, we would like to store only the meaningful parent-child pairs as per

Definition 2. With a meaningful parent-child pair, the conditional probability of the child

given the parent should be different from the conditional probability of the child given

any suffix of the parent. Thus, the ratio between the probabilities of the longer and

shorter contexts should be significantly different from 1. Using the notions of statistical
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significance and meaningfulness we can define VOCHH as follows:

Definition 9 (VOCHH). Consider a data stream X = (x1, x2, ....), where xi ∈ Σ, Σ

is a finite alphabet. Consider a set of parent-child pairs (yDi , xi), where parents yDi =

(xi−1, xi−2, ..., xi−k) have a variable order k, k ≤ D. The pairs (yDi , xi) are called VOCHH

if:

1. A merit of a parent-child pair (Definition 8) is high, which means that M(yDi , xi) ≥ φ,

or (yDi , xi) is among top-τ elements sorted according to M(yDi , xi).

2. Pr[xi|yDi ] should be meaningful.

3. Fr[yDi , xi] is statistically significantly higher than the expected frequency of (yDi , xi)

in case when all symbols were independent random variables.

4. Fr[yDi , xi] is statistically significantly higher that the expected frequency of (yDi , xi) in

case when the parent yDi and the child symbol xi were independent random variables.

The constraint 1 on the merit of the parent-child pairs is related to minimizing the

LogLoss of the VOCHH model (lemma 7). This constraint also helps us avoid using two

separate constraints on support and confidence that are popular for Association Rules,

Frequent Itemsets, and is adopted by Probabilistic Suffix Trees as well. In our approach

we used as few threshold parameters as possible.

The requirement of meaningfulness of the parent-child pair ((yD, x)) is inspired by the

condition used in the Probabilistic Suffix Trees [104] and is checked with the following

conditions:
Pr[x|yD]

Pr[x|yD−1]
> 1 + ε or

Pr[x|yD]

Pr[x|yD−1]
<

1

1 + ε
, (4.7)

where ε > 0 and yD−1 is the largest suffix of a parent yD.

In order to conduct the tests induced by the constraints 3 and 4 from Definition 9, we

need to build a statistic with the known distribution. At the same time, the value of this

statistic should depend on the properties of the data. We use statistical tests based on

the binomial distribution of the random independent variables. The confidence level α is

set to be 0.01. Thus, these probability of true negatives is 0.99.

We do not control the II type error (the false positives) as it is computationally pro-

hibitive in streaming settings. Similar statistical tests together with more advanced con-

trol of the type II error are used to check the significance of frequent itemsets and associ-

ation rules in the works [61, 73]. These methods described in these words require heavy

computation. In case of VOCHH, the computations would have to be even more com-

plex: if association rules represent combinations without repetitions from a set of items,
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the VOCHH represent variations with repetitions, in which the order of the symbols is

important.

The tests of the statistical significance for the parent-child frequency together with the

Entropy-based constraint is a great alternative to the user-defined thresholds common for

CHH of the fixed order (Chapter 3) and related notions, such as Heavy Hitters [34, 84],

Association Rules [3], Frequent Itemsets [64], Correlated Heavy Hitters [77], because these

thresholds are arbitrary. Setting the thresholds to a low value leads to a high number of

false positives – sequences of independent elements that are formed by chance, and are

declared VOCHH. On the other hand, if the thresholds are too high, many interesting

VOCHH can be missed.

Our Definition of VOCHH brings novelty to variable order Markov modeling by in-

jecting statistical significance instead of usual threshold-based constraints in the area of

lossless compression algorithms.

4.3.2 Hypotheses Testing

In order to check the conditions 3 and 4 in the definition of VOCHH, we keep the ex-

act frequencies of each symbol Fr(σ1), Fr(σ2), ..., Fr(σ|Σ|), which can be easily con-

verted to their probabilities by dividing them on the number of symbols N seen so far:

Pr[σ] ≈ Fr(σ)/N These frequencies are then used for building the test statistic. Thus,

the significance test depends on the actual frequencies of the individual symbols, the num-

ber of the observed parent-child pairs of particular length, and the estimated frequencies

of the parent and the parent-child pair. The test statistic shows if the current frequency

of a parent-child pair could be generated by chance.

Total Independence Testing

Estimation of the expected by-chance frequency of a parent-child pair is based on the

model, in which every symbol in the sequence is drawn independently from a categor-

ical distribution. The probabilities of the individual symbols can be estimated from

their occurrences in the stream. The probability of seeing a sequences of symbols X =

(x1, x2, ..., xk) in this case is equal to: Pr[X] = Pr[x1, x2, ..., xk] = Pr[x1]·Pr[x2]·...·Pr[xk].
The distribution of the frequency of a sequence X is binomial with the parameters N and

Pr(X): FrX ∼ B(N,Pr(X)). Thus, the frequency FrX of X is a random variable with

known distribution that is based on the properties of the dataset (frequencies of the sym-

bols), exactly the way we needed it for significance testing. We formulate the hypothesis

as follows:

• H0: null hypothesis – the frequency FrX of a parent-child pair is not significant with

respect to the seen part of a data stream.

71



CHAPTER 4. STREAMING CONDITIONAL HEAVY HITTERS OF VARIABLE ORDER

• H1: alternative hypothesis – the frequency FrX of a parent-child pair is significant.

It is unlikely that the frequency comes form the random i.i.d case.

After setting the significance level α, which corresponds to the probability of rejecting

H0 when it is true, we test the hypothesis by checking the following pvalue:

pvalue = Pr[B(N,Pr(X)) ≥ FrX ].

In case if pvalue ≤ α the null hypothesis H0 is rejected, and the frequency of the parent-

child pair is considered to be statistically significant. Due to the existing lookup tables

for binomial distribution, pvalue can be obtained in constant (O(1)) time.

Parent-Child Independence Testing

Similar test can be used to check the significance of the parent-child co-occurrence fre-

quency. Using this test, we simply check if there is a connection between a child x and a

parent yk. In the independent case Pr[yk, x] = Pr[yk] ·Pr[x].Our goal is to verify weather

the frequency of a parent-child pair Fr(yk,x) could be generated if yk and x were indepen-

dent variables. In this case, we consider the distribution of the support (frequency) of a

parent-child pair Fr(yk,x), which in the random case is again distributed as the Binomial

random variable. The difference with the previous test is that we consider the parent

sequence as a single random variable drawn from the categorical distribution, and check

whether this variable is independent from the child symbol.

Thus, after calculating the probabilities of the parent (Pr[yk] = Fryk/Nk) and the

child (Pr[x] = Frx/N), we compute Pr[x, yk] as their multiplication, thus treating them

as independent categorical variables. In this case, the components of the hypothesis are

the following:

• H0: null hypothesis – there is no significant dependence between the parent and the

child, according to the observed part of the data stream: Pr[yk, x] ≈ Pr[yk] · Pr[x].

• H1 alternative hypothesis – there is a significant dependency between the parent and

the child.

In order to reject H0 we compare the following pvalue with the significance level α.

pvalue = Pr[B(N,Pr[yk] · Pr[x]) ≥ Fr(yk,x)].

The effect of the hypothesis testing on the exact VOCHH candidates for three real

datasets is discussed in Section 4.5.1.

4.4 Solution Approach

In the thesis to solve the problem of VOCHH discovery we adopt the best performing

PPM algorithm with PPM-C back-off model to the settings with limited space budget.
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We consider several pruning strategies that can be implemented online. The best strategy

that can be used for pruning is the optimal pruning described in lemma 7, where pruning

criterion is the merit of the VOCHH candidate. As we have not found a way to use this

strategy in real time, we use other pruning criteria, discussed in Section 4.2. Although the

strategies are heuristics, they correspond to different special cases of the optimal pruning

strategy.

One of the natural strategies is the multiplication pruning, which prunes the nodes with

the minimal value of the frequency multiplied by the conditional probability. This strategy

is an extension used for conditional space saving (CSS) structure, which is designed in

order to extract Conditional Heavy Hitters of the fixed length (see Chapter 3). It combines

two widely used criteria, namely frequency and conditional probability, which correspond

to support and confidence used in Association Rules literature.

We call the algorithm for VOCHH estimation VariableCHH algorithm. The variation

of VariableCHH with the reintroduction of new subsequences as described in Section 4.4.1

is called VariableCHHr.

The PPM-like prefix trie used for both VariableCHH and VariableCHHr is filled in

with all observed sequences up to the maximum predefined length D.

When the space budget is exhausted, the pruning of the VOCHH candidates is done

according to one of the variations of the merit constraint 1 from Definition 9. Auxiliary

structures, such as binary search trees, are used in order to perform the pruning. The

auxiliary structure keeps the pointers to the leaves of the tree, sorted according to the

value of the pruning criterion. The leaf node with the smallest value of the criterion

value is pruned. Given the linear complexity of the PPM update and the sublinear

complexity of the update of auxiliary structures, the overall running time of VariableCHH

and VariableCHHr is O(logM) per element, where M is the number of nodes in the

VOCHH trie.

For practical reasons, we also use a threshold on the minimal frequency ψmin, as for

the high order sequences, if the symbols are rare, even very infrequent sequences can be

treated as significant by the independence test. We use the threshold as follows:

Fr[yDi , xi] ≥ ψmin. (4.8)

The algorithm can use several enhancements when the speed of the data stream allows

it. We call the first enhancement deep digging. Before excluding the element with the

lowest value of the criterion, we perform the statistical tests 3 and 4 and check the

condition and 2 (Definition 9), and exclude the element only in the following cases:

1. there is not enough evidence to reject H0,

2. the corresponding conditional probability is not meaningful,

3. the minimum support condition from Equation 4.8 is not satisfied.
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If the leaf node with the smallest value of the criterion is not pruned, we proceed to the

element with the second lowest value, and so on until we have checked ν first elements or

some element has been pruned. If none of the checked elements gets pruned, we delete

the element with the minimum value of the criterion. Parameter ν defines how deep we

can dig into the auxiliary structure of sorted leaves. The value of ν can be decided based

on the speed of the stream and can be as low as 1 in case when the minimum running

time is necessary.

The second enhancement is called periodic pruning. It is a global pruning procedure

that scans through the whole VOCHH trie, deleting the elements based on the constraint 2

and Equation 4.8.

Before describing the algorithm, we would like to notice that the data stream of symbols

is usually divided into trajectories or strings, which correspond to different initial states of

the process. As the symbols of one trajectory do not depend on the previous trajectories,

the trajectories are considered separately. VariableCHH algorithm is formalized in the

pseudocode of Algorithm 6. Pmin is the auxiliary structure that is used for pruning.

Thanks to the tests of statistical significance, VariableCHH algorithm is able to prune

the paths where the elements are not dependent on each other, or where there is low

correlation among the elements. This leads to smaller memory requirements because if the

elements in the sequence (xi−D, ...., xi−1, xi) are not dependent, then, the corresponding

parts of the sum in equation 4.3 are transformed to terms: Fr(xi) · log P̂ (xi). These

terms are estimated accurately by the model, as the frequencies of the single symbols are

kept exactly, while the paths that correspond to the independent elements are pruned

according to the conditions 3 and 4 of Definition 9.

The VariableCHHr algorithm described in the next section has the same variations as

VariableCHH depending on the pruning criterion used.

4.4.1 VariableCHHr Method

If some nodes in a trie are pruned, the information about their initial frequency is lost

and cannot be restored when the nodes are reintroduced afterwards. In order not to miss

the VOCHH candidates due to underestimating their frequency, we can reintroduce the

new coming nodes using one plus the maximum frequency of a previously deleted node

for a particular parent. When we reintroduce not a single symbol but a path that follows

a particular context node with nonzero maximum frequency, all the nodes further in the

path are reintroduced with the frequency equal to one plus the maximum frequency of

a deleted node, and their corresponding maximum frequencies are assigned to be the

maximum frequency of the parent node. VariableCHHr algorithm is formalized in the

pseudocode of Algorithm 6. Lines 2, 20 and 24 represent the reintroduction.

This reintroduction is similar to reintroduction strategies proposed for the fixed order
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Algorithm 6 VariableCHH for VOCHH discovery

Input: Data stream of symbols X = {xi}, i = 1, 2, .... that constitute the trajectories tj , j = 1, 2, ... D -

the maximum length of the context M - number of elements in the trie (memory budget) ν - digging

depth for the deep digging enhancement

Output: T - VOCHH trie of maximum size M

1: Pmin – a binary search tree, which keeps the pointers to all leaves of T for paths of particular length

≤ D, where the elements are sorted according to the value of the pruning criterion

2: for each element (yki , xi) ∈ tj , i = 1, ..., |tj |, k ≤ D, j = 1, 2, ... do

3: if (yki , xi) ∈ T then

4: for each symbol s in path (yki , xi) do

5: T [s ∈ (yki , xi)] = T [s ∈ (yki , xi)] + 1

6: end for

7: else

8: if |T | ≥M then

9: deepdigging finished = false

10: for First ν elements s ∈ Pmin[pruningLength] and deepdigging finished == false do

11: if s.goodForPruning() then

12: candidate = s

13: deepdigging finished = true

14: end if

15: end for

16: if deepdigging finished == false then

17: candidate = Pmin[pruningLength].first

18: end if

19: T.delete(candidate)

20: Pmin.delete(candidate)

21: end if

22: T.insert((yki , xi))

23: end if

24: end for

Conditional Heavy Hitters discussed in Section 3.4. The fact that the true frequency of

the parent-child pair is always smaller or equal to the reintroduced frequency kept in the

VOCHH trie guarantees that the true frequency is never underestimated. In Lemma 8 we

show that, with this reintroduction strategy, the corresponding conditional probabilities

are not underestimated either.

Lemma 8. For every context y of order k ≤ D, and every child x of y, such that both x

and y are in the VOCHH trie, VariableCHHr algorithm produces an estimated conditional

probability P ∗k [x|y] that overestimates the probability P̂k[x|y] produced by the exact lossless

PPM-C algorithm:

P ∗k [x|y] ≥ P̂k[x|y]. (4.9)
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Algorithm 7 VariableCHHr for VOCHH discovery

Input: Data stream of symbols X = {xi}, i = 1, 2, .... that constitute the trajectories tj , j = 1, 2, ... D -

the maximum length of the context M - number of elements in the trie (memory budget) ν - digging

depth for the deep digging enhancement

Output: T - VOCHH trie of maximum size M ,

1: Pmin – a binary search tree, which keeps the pointers to all leaves of T for paths of particular length

≤ D, where the elements are sorted according to the value of the pruning criterion

2: R(t) – reintroduction value for children of a path t, R(t) equals to the maximum frequency of a

deleted child from t, if no children have been deleted or pruned R(t) = 0. R(t) is kept within the trie

T for each node.

3: for each element (yki , xi) ∈ tj , i = 1, ..., |tj |, k ≤ D, j = 1, 2, ... do

4: if (yki , xi) ∈ T then

5: for each symbol s in path (yki , xi) do

6: T [s ∈ (yki , xi)] = T [s ∈ (yki , xi)] + 1

7: end for

8: else

9: if |T | ≥M then

10: deepdigging finished = false

11: for First ν elements s ∈ Pmin[pruningLength] and deepdigging finished == false do

12: if s.goodForPruning() then

13: candidate = s

14: deepdigging finished = true

15: end if

16: end for

17: if deepdigging finished == false then

18: candidate = Pmin[pruningLength].first

19: end if

20: R(parent(candidate)) = T (candidate)

21: T.delete(candidate)

22: Pmin.delete(candidate)

23: end if

24: T.insert((yki , xi), R(yki ) + 1)

25: end if

26: end for

Proof. Consider Equation 2.3 for a context y and a symbol x that is a child of y, such that

both x and y are in the trie by the end of the algorithm. The equation can be rewritten

as follows:

P̂k[x|y] =
Fr[y, x]

|Σy|+
∑

x′∈Σy
Fr[y, x′]

. (4.10)

The maximal frequency ymax of any deleted child x′ that has been seen after y is kept in the

node corresponding to last symbol of y. When the new child comes, it is reintroduced with

the count Fr[y, x] = ymax+1. Note that all the frequencies of the observed children x kept
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in the approximate trie are greater or equal to the maximal frequency ymax, as otherwise

the child would have been pruned according to frequency-based or conditional probability-

based pruning strategies. Consider a child a of context y and different possibilities for

how its conditional probability changes after possible deletions and reintroductions:

1. If a was deleted and then reintroduced: Fr∗[y, a] = Fr[y, a], and the denominator of

Equation 4.10 also remains the same. In this case Inequality 4.9 holds true.

2. If another child b was deleted – the numerator remains the same, while the de-

nominator contains a lower count of outgoing edges |Σy| and a smaller sum of seen

frequencies. Thus the new ratio P ∗k [a|y] with the lower denominator is strictly greater

than the exact ratio P̂k[a|y] in the trie and Inequality 4.9 holds true again.

3. If b was deleted and then b or a previously seen child c was reintroduced – the

numerator of P̂k[a|y] remains the same, while the denominator contains the same or

lower count of the outgoing edges |Σy| and the same or smaller sum of the observed

frequencies. Thus, the new ratio P ∗k [a|y] with the equal or smaller denominator will

still be larger than the exact ratio P̂k[a|y] in the trie, and Inequality 4.9 holds true.

4. If another child b was deleted and then a new child c was reintroduced – the numerator

remains the same, while the denominator contains the same count of the outgoing

edges |Σy| and the same sum of the observed frequencies. Thus, the new ratio is

exactly the same as the corresponding ratio in the lossless trie, and Inequality 4.9

holds true.

The same analysis holds when b is a sibling path of a rather than a sibling symbol. This

is because in equation 4.10 the probability of x depends only on its frequency, and on the

number and frequencies of its direct siblings.

The difference between the conditional probabilities in the approximate and the exact

tries depends on the possible number of children per each node. Thus, if the number of

children is bounded for a particular domain, than tighter guarantees could be provided.

Lemma 8 guarantees that the conditional probability of the reintroduced node, esti-

mated by VariableCHHr, is never lower than the true conditional probability. As both

frequency and conditional probability are overestimated, with the pruning strategies based

on their combination, VOCHH should not be missed, though the might be false positives

due to the limited space. Thus, the recall of this method is higher than the the recall of

VariableCHH if there is enough memory to keep certain amount of highly overestimated

nodes which are not VOCHH, but the precision can suffer if multiple reintroductions of

rare nodes are made.
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4.4.2 Approach Validation

We have two types of validation of our approach. First, it is the validation of the ability

of the VariableCHH and VariableCHHr algorithms to retrieve VOCHH in the streaming

settings with limited memory budget. Second, we need to validate the ability of VOCHH

to restore the generative model of the data.

For the VOCHH extraction we use (a) standard measures of precision and recall; (b)

top-τ precision2; and (c) average until τ precision for VOCHH, where the average is taken

over all top-k sets of VOCHH, where k = 1, 2..., τ relative to the “true” set; We use these

measures for each order separately, as well as overall. (d) We also estimate the mean

absolute error of the estimated conditional probability of VOCHH compared to its true

value.

For the second validation goal, similarly to [13], we train the VOCHH model on a part

of data (training dataset) and then evaluate it on another part of data (test dataset) using

the LogLoss function, introduced by Equation 2.5.

4.5 Experimental Evaluation

4.5.1 Datasets and Preliminary Analysis

We consider three real datasets in this study: WorldCup’98 dataset, Taxicab dataset, and

BUWeb dataset.

The WorldCup data3 contains information about the requests made to the World

Cup website during the 1998 tournament. Each request contains a ClientID (a unique

integer identifier for the client that issued the request), time label and an ObjectID

(a unique integer identifier for the requested URL). Given this information, we extract

usage sessions that are accessed by the same ClientIDs, and are sorted by ObjectIDs.

We consider a new session to start if there is a gap of more than 30 minutes between

successive observations.

We used data from day 41 to day 46 of the competition. The total number of records

in this period is more than 104 million; the number of distinct ClientIDs is 540K; the

number of distinct ObjectIDs, corresponding to the number of symbols in the alphabet, is

21606; the number of extracted sessions is 957K and the average number of observations

per session is 109.

The Taxicab data consists of about 20 million GPS points for a fleet of taxis, collected

over the course of a month, obtained from cabspotting.org. To go from the fine-grained

GPS locations to streams of values, we performed pre-processing to clip the data to a

2Note that when restricting output to size exactly τ , precision and recall are identical, so we do not duplicate this

measurement.
3http://ita.ee.lbl.gov/html/contrib/WorldCup.html
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bounded region and coarsen it to a grid. The measurements are restricted to a rectangular

region in the area of San Francisco, with latitude in the range [37.6...37.835], which covers

26km and longitude in the range [−122.52...− 122.35], which covers 15km. The clipping

was performed in order to remove a few incorrect readings which were far outside this

region.

The space was partitioned into 10,000 rectangles using a 100 × 100 grid. Given the

readings within this grid, we proceeded to define trajectories from the data as a sequence

of grid cells occupied by the same cab. We considered a new trajectory to start if there was

a gap of more than 30 minutes between successive observations. Following this definition,

we extracted 54,308 trajectories.

The BUWeb data4 contains traces of Internet network traffic made of HTTP requests

from the Boston University Computer Science Department, made in the timeframe from

November 21, 1994 till May 8, 1995. A trace log file contains a sequence of WWW

requests that were made by one user during one session. The data contains more than 1

million requests. Based on the traces we encoded the URLs into symbols and built the

“trajectories” of usage behavior, which contain the sequence of symbols from the sessions.

The alphabet size in this case is 5222, the number of sessions is 10K, and the number of

distinct users is 762.

Preliminary analysis. For each dataset we considered the following properties of

potential VOCHH up to the 6th order. First, we calculated the number of the meaningful

conditional probabilities out of the set of all possible probabilities for each order. The

percentage of the meaningful VOCHH candidates among all seen VOCHH candidates for

each dataset separately can be seen in Figure 4.2.
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(a) WorldCup’98 dataset. (b) Taxicab dataset. (c) BUWeb dataset.

Figure 4.2: Percentage of meaningful VOCHH candidates among all observed VOCHH candidates of a

particular order.

In order to minimize the LogLoss, longer contexts should be kept only if they increase

the probability compared to the shorter contexts. Because of this, in the definition of

meaningfulness (Equation 4.7), only the constraint that the ratio of the probabilities is

4http://ita.ee.lbl.gov/html/contrib/BU-Web-Client.html
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greater than 1+ε should be taken into account. Thus, further in the experimental section,

we call VOCHH meaningful if its conditional probability is larger than the probability

conditioned on the shorter contexts. The percentage of the meaningful VOCHH of this

kind for each dataset is shown in Figure 4.3.
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(a) WorldCup’98 dataset. (b) Taxicab dataset. (c) BUWeb dataset.

Figure 4.3: Percentage of meaningful (in the sense of LogLoss) VOCHH candidates among all observed

VOCHH candidates of a particular order.

The results demonstrate that all the datasets have meaningful VOCHH candidates up

to the sixth order, though their number is decreasing for higher orders. This property

demonstrates the variable order nature of the data.

Our next experiment of preliminary analysis checks the statistical significance of the

VOCHH candidates. We run two kinds of tests described in Section 4.3.1 in order to see

the effect of significance testing on pruning the meaningful VOCHH candidates. Percent-

age of statistically significant VOCHH candidates (labeled as SS) among all meaningful

VOCHH for different combinations of significant tests is shown in Figure 4.4, where “SS

Freq test” stands for the percentage of statistically significant candidates that success-

fully passed the test on the frequency support; “SS CP test” stands for the percentage

of statistically significant candidates that successfully passed the test on the parent-child

dependence (so called child-parent (CP) test); “SS both” stands for the candidates that

passed both tests; “SS Freq test not CP test” stands for the percentage of those SS that

passed the frequency test but did not pass the CP test; “SS CP test not Freq test” – vice

versa. The last item in the legend “SS both without 1 freq” – shows the percentage of

those candidates that passed both tests and have frequency larger than 1, in this case

ψ = 1. The orange bar shows the percentage of actual VOCHH we would like to find in

those datasets according to the Definition 9.

As we can see from the analysis of WorldCup dataset illustrated by Figure 4.4a, fre-

quency test prunes some VOCHH candidates only for small orders, thus, preferring longer

VOCHH to the sorter ones. CP test also has the same tendency, but it is able to prune

more candidates even for larger orders. Similar result was achieved for the BUWeb dataset.

Although “Freq” test has difficulty in pruning VOCHH candidates, when both tests
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(a) WorldCup’98 dataset.
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(c) BUWeb dataset.

Figure 4.4: Percentage of statistically significant VOCHH among all meaningful VOCHH of a particular

order. Two statistical tests are used: “Freq test” – test of independence of the symbols of the full VOCHH

sequence, and “CP test” – test of independence between the parent sequences and the child symbol.

are used, at lest 10% of meaningful VOCHH candidates are pruned even for larger orders.

At the same time, if CP test is rejected, almost in all cases the Freq test is also rejected.

But there are some cases with small % numbers, in which the sequence is statistically

significant according to the Freq test, while the last symbol is not significantly dependent

on the parent.

With the increasing order it can be seen that the results of pruned VOCHH candidates

are almost the same as the result of just CP test, and there are no VOCHH candidates

that passed the CP test but did not pass the Frequency test.

The most interesting result is the orange bar, which contains the VOCHH candidates

that passed both tests and have frequency > 1. We can see that both tests do not filter

the candidates of any order with such a small frequency, meaning that the threshold ψ

for the minimal frequency is important.

We focus more on the distribution of frequencies and conditional probabilities for the

VOCHH candidates inside the orange bar. The distribution plots for the Taxicab data

can be seen in Figures 4.5–4.6. Other detests show similar behaviour of the distributions.

According to the plots, the the distribution of the frequencies and conditional probabil-

ities is quite reasonable for the preferred VOCHH candidates. In Section 4.5.5 we calculate

the accuracy based on the top-τ VOCHH sorted by the combined conditional probability

and frequency criterion, for each order separately, as well as overall. We also measure the

precision and the recall of the retrieval of VOCHH for φ = 0, that is, the VOCHH that

satisfy the constraints of meaningfulness, statistical significance, and minimum frequency

threshold.
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Figure 4.5: Distribution of frequencies of the parent-child pairs for meaningful statistically significant

VOCHH candidates with the frequency > 1 for the Taxicab dataset.
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Figure 4.6: Distribution of conditional probabilities of the parent-child pairs for meaningful statistically

significant VOCHH candidates with the frequency > 1 for the Taxicab dataset.

4.5.2 Uniform and Nonuniform Markov Models

In this section we check experimentally whether the Taxicab dataset is better described

by uniform or the nonuniform VMM. First, we check how many meaningful VOCHH we
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Table 4.2: Comparison between the number of nodes in the full VMM trie and the trie with only

meaningful paths for different orders of VMM.

order 2 order 3 order 4 order 5

fullSize 1104021 4118160 10396713 19811715

meaningfulSize 1103385 4026873 9780618 17493952

difference 636 91287 616095 2317763

have out of the whole set of exact VOCHH. The results for different maximal orders of

VMM are shown in Table 4.2.

The results illustrate that the number of meaningful transition probabilities decreases

with increasing order of the contexts. At the same time, as high orders still have essential

number of meaningful probabilities, we can safely assume that the generative model of

the dataset is of variable order.

Second, for each meaningful transition probability we calculate how many sequences

there are with the same parent but a different child (denoted by A), how many mean-

ingful transition probabilities have longer parents (denoted by B), and then compare

the histograms of As and Bs. When we compute A and find a path with the parent

that has already produced a meaningful transition probability, we omit it from further

consideration in order not to count it twice.

The plots for As and B for different orders of VOCHH can be seen in Figure 4.7. Let

us remind that the order defines the length of a parent. We plot B only for the second

order, because the values of Bs for larger orders are all zero, meaning that there are

no longer contexts for meaningful transition probabilities that also produce meaningful

transition probabilities with a different child. Similarly for As, if we look at higher orders,

the distribution is more skewed, which means that there are more transition probabilities

that are specific to the particular parent-child pair, where the parent does not produce

any other meaningful VOCHH with other children.

With the respect to the results, we can conclude that the Taxicab data is rather nonuni-

form, as there are parents of length 2 that constitute meaningful transition probabilities

for some children, though for other children they are the suffixes of the longer parents

with meaningful transition probabilities. At the same time, for larger orders the model of

the data tends to be more uniform, because parents of the meaningful VOCHH of length

3 and 4 do not participate as suffixes of longer parents for other meaningful VOCHH.

4.5.3 Fixed Versus Variable Order

In this section we experimentally show that VMM can fit the Taxicab trajectories better

than Markov Chain of the fixed order. The trajectories where randomly divided into the

training (60%) and testing (40%) datasets. The estimated models were evaluated using
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(d) Histogram of A for order 4.

Figure 4.7: Distribution of the parameters A and B, which characterize the uniformity of VMM for

Taxicab dataset.

Table 4.3: Average LogLoss of the fixed and variable order Markov Models.

max order exact Markov Chain exact VMM

1 4.15 4.14

2 4.30 3.56

3 5.71 3.59

4 13.52 3.67

5 13.90 3.76

the LogLoss on the test dataset. We use the repeated random subsampling validation with

5 splits and report the averaged LogLoss values. The smaller the LogLoss, the better the

model. In these experiments we use the exact models of particular order without any

pruning. The results can be seen in Table 4.3 and Figure 4.8a.

VMM was estimated using PPM-C algorithm implemented in Java by the authors of

the work [13]. We modified the implementation in order to keep the counts (frequencies)

of all the intermediate nodes, as this information is essential for further pruning. Other

VMM algorithms mentioned in [13] produce less accurate results.

The best fixed order result is at the first order, while the best VMM result is at the

second order. We guess that the main difference is that when we have the first order

estimates for VMM we can more accurately predict the first points of the trajectories. In
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Figure 4.8: Average LogLoss of the fixed and variable order Markov Models and trie size of PPM-C for

different maximum orders.

the fixed order model if there is not enough context (the first few states of the trajectory)

we assign a symbol to be equiprobable. The same happens when we meet a new (parent,

child) pair we have not seen before.

For the full PPM-C model, the size of the trie (number of nodes) for different maximal

orders is shown in Figure 4.8b.

According to the results, the best model among all is VMM with the maximal order 2.

VMMs of higher orders produce slightly worse results, while still being much more accurate

than the best result of the Markov chain, which is reached at the second order as well.

It seems that the best maximum order for this dataset is 2 or 3. The LogLoss might

not be representative of the results for the fixed order, as it is possible that there is not

enough training data to estimate the large number of high order probabilities. In our case

of alphabet size = 10000, the LogLoss of the trivial scheme is 13.28, which is log2(10000),

meaning that the algorithms outperform the trivial solution. Hence, the first part of

the sequence contains predictive information about its second part. The differences in

accuracies of the exact Markov model and PPM-C is also due to the back-off mechanism

used in PPM-C for treating the frequencies that were not seen before (Section 2.3).

This LogLoss experiment shows that there is not enough training data in order to ac-

curately estimate all necessary high order transition probabilities for the Taxicab dataset.

This is why the LogLoss drastically increases for the high orders of the fixed order model,

while the LogLoss of VMM shows much more accurate results. This shows that, in addi-

tion to other benefits, VMM is easier to train on smaller data.
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4.5.4 LogLoss as a Measure of Goodness of Fit

In this experiment we experimentally compare the results of the VOCHH estimation using

different pruning variations of the optimal pruning strategy discussed in Section 4.2.

So far, we do not know if it is possible to use the optimal pruning criterion in real

time. From the results of the previous section, we have noticed that, when the space is

limited, it is harder to estimate the VOCHH model using the entropy pruning than the

multiplication pruning. The average LogLoss and its 95% confidence interval for varying

memory budget experiments and different pruning strategies is shown in Figures 4.9. The

average LogLoss and the confidence intervals are computed over the repeated random

sub-sampling validations with 10 splits, where 60% of the data is used for training and

40% for testing.
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(c) Periodic pruning only.
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(d) Without any enhancements.

Figure 4.9: Average LogLoss for different algorithm variations for varying budget for the BUWeb data.
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The results show that for the BUWeb data two pruning criteria of the VariableCHH

algorithm – the frequency, and the multiplication criteria – perform the best. At the

same time, the entropy criterion, which is the closest among the online implementations

to the optimal pruning criterion, does not perform well in the settings of limited memory,

though it tends to improve when the memory budget grows. The pruning criterion based

on the conditional probability is not the best performer, though it provides better results

that the entropy-based criterion.

For the BUWeb data 4.9, VariableCHH algorithm versions with pruning based on

frequency, multiplication of frequency and conditional probability, and entropy are only

slightly affected by the usage of enhancing mechanisms, such as deep digging, using ν,

and/or periodic pruning (Figures 4.10a–4.10c). In contrast, conditional probability based

pruning strategy benefits considerably from the periodic pruning enhancement. As we

used a rather small deep digging parameter ν = 20 for this experiments, we did not

observe any significant effect of the deep digging on the results. As future work we plan

to study the influence of different values of ν on the LogLoss.

The LogLoss values for the Taxicab dataset can be seen in Figure 4.10.

According to the results, pruning based on conditional probability, frequency and their

multiplication show the best accuracy for different variations of the VOCHH algorithm,

while entropy criteria lead to less accurate models. It can also be seen that the Vari-

ableCHH algorithm variations that use deep digging or none of the enhancements show

minimum possible LogLoss, which is achieved together with multiplication-based pruning

(Figures 4.10b, 4.10d). At the same time, periodic pruning slightly increases the LogLoss

of best performing pruning strategies, while the entropy based strategy clearly benefits

from it (Figures 4.10a, 4.10c).

Given the good performance of the multiplication-based pruning, in the next section

we report the accuracy of VOCHH discovery mainly for this strategy.

4.5.5 Accuracy of VOCHH Estimation

In this section we discuss the experiments of VOCHH mining for three real datasets.

In order to validate the results of the VariableCHH and VariableCHHr algorithms, we

compare the approximate VOCHH with the exact VOCHH. For the experiments, we used

pruning based on the multiplication of the conditional probability and frequency and the

entropy-based pruning. Approximate algorithms for VOCHH estimation used a fraction

of memory needed for the exact computation, with this fraction marked on the x-axis of

the plots. We used 6 as the maximum order for almost all of the experiments. For all the

results presented here, we have used deep digging and periodic pruning enhancements.

The accuracy results for the BUWeb dataset, obtained using VariableCHH and Vari-

ableCHHr algorithms with multiplication pruning are shown on Figure 4.11.
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Figure 4.10: Average LogLoss for different algorithm variations for varying budget for the Taxicab data.

As can be seen from the results for the BUWeb dataset, the usage of the reintroduction

strategy helps to increase the recall of VOCHH estimation if there is enough memory to

additionally keep the overestimated VOCHH candidates (Figure 4.11b). The accuracy

of the estimation of conditional probabilities is much better for the algorithms where no

reintroduction is used (Figure 4.11c). The experiments with the multiplication pruning

and no reintroduction show the best behavior for all the accuracy measures (Figure 4.11a),

with precision being close to one even if only 10% of memory is exploited.

The plots for the Taxicab datasets for the models with maximum order of 6 can be

seen in Figure 4.12.

Similarly to the BUWeb case, reintroduction leads to lower precision and top-τ pre-

cision, though recall is higher for all the memory budgets, except when it equals 10%
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Figure 4.11: Validation of the approximate VOCHH algorithm for BUWeb data. Multiplication pruning.
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Figure 4.12: Validation of VOCHH approximate algorithm for Taxicab data. Multiplication pruning.

(Figure 4.12b). Accuracy of the estimation of conditional probabilities is still better when

no reintroduction is used (Figure 4.12c). The performance of the VariableCHH with mul-

tiplication criterion and no reintroduction is the best, with precision being close to one

even for the 10% of memory usage, and recall being over 50% (Figure 4.12a).

As we discussed before, entropy pruning leads to less accurate results, as logarithm

is harder to estimate in case of the limited memory budget. Figure 4.13 illustrates this

phenomenon on the Taxicab dataset.

The results with the entropy pruning are worse than the results of the multiplica-

tion pruning regardless of the reintroduction. While the precision of the entropy pruning

without reintroduction is still relatively high, the other measures are much lower. The

recall of the method with the reintroduction is still higher, as expected due to the rein-

troduction quality guarantees (Figures 4.13a, 4.13b). The only benefit of the entropy

pruning is that is keeps fairly accurate conditional probabilities for the reintroduction
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Figure 4.13: Validation of VOCHH approximate algorithm for TaxiCab data. Entropy pruning.

(Figure 4.13c). Similar behavior of the entropy pruning extends to the BUWeb and the

WorldCup datasets, where multiplication pruning also performs the best.

The Results for WorldCup data for the models with maximum order equal to 5 are

shown on Figure 4.14.
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Figure 4.14: Validation of VOCHH approximate algorithm for the WorldCup dataset. Multiplication

criterion. Maximum order 5.

Precision and top-τ precision of the results is almost perfect for the Taxicab dataset

when the reintroduction is not used (Figure 4.14a). Similarly to other methods, recall is

higher for the method with reintroduction, as we can see in Figure 4.14b. The accuracy of

the estimation of conditional probabilities is higher for the method without reintroduction

(Figure 4.14c), which is also the case for the rest of the methods and for the entropy

criterion as well.

We would also like to consider precision, recall, and top-τ measures to see how well we

are able to extract VOCHH of each separate order. Estimation accuracies of VOCHH for
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BUWeb dataset for all the orders separately for 10, 30, 50 and 70 % memory usage are

shown in Figure 4.15. The plots correspond to the methods with multiplication pruning

without reintroduction.
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(b) 30% of memory usage.
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(c) 50% of memory usage.
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(d) 70% of memory usage.

Figure 4.15: Accuracies of VOCHH estimation for the BUWeb datasets for each order separately.

As we can see from the plots, VOCHH of higher orders are harder to extract, and

the accuracy grows when more memory is used. At the same time, precision and top-τ

measures are fairly high for all the orders even when only 10% of memory is used, while

recall values are satisfactory. This means that multiplication pruning exploits the space

quite efficiently.

In order to see the accuracy of estimation of the conditional probabilities of VOCHH for

each order separately, we show the Mean Absolute Error of the estimation in Figure 4.16.

The results are obtained with multiplication (Figure 4.16a) and entropy pruning (Fig-

ure 4.16b), without reintroduction.

The results show that both pruning strategies estimate the conditional probabilities of

the higher orders less accurately, although multiplication pruning provides much better

results (Figure 4.16a). For example, the accuracy of the estimation of the conditional
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(b) Entropy pruning.

Figure 4.16: The Mean Absolute Error of the conditional probabilities of VOCHH for BUWeb dataset.

0"
0.1"
0.2"
0.3"
0.4"
0.5"
0.6"
0.7"
0.8"
0.9"
1"

Or
de
r=1
"

Or
de
r=2
"

Or
de
r=3
"

Or
de
r=4
"

Or
de
r=5
"

Ov
era
ll"

to
p$
τ&a

cc
ur
ac
y&

τ=100"

τ=400"

τ=700"

τ=1000"

(a) Top-τ for 10% memory usage, no reintroduction.
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(b) Top-τ for 30% memory usage, with reintroduction.

0"
0.1"
0.2"
0.3"
0.4"
0.5"
0.6"
0.7"
0.8"
0.9"
1"

Or
de
r=1
"

Or
de
r=2
"

Or
de
r=3
"

Or
de
r=4
"

Or
de
r=5
"

Ov
era
ll"

av
er
ag
e&
to
p*
τ&a

cc
ur
ac
y&

τ=100"

τ=400"

τ=700"

τ=1000"

(c) Average top-τ for 10% memory usage, no reintro-

duction..
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(d) Average top-τ for 30% memory usage, with reintro-

duction.

Figure 4.17: Top-τ accuracies of VOCHH estimation for WorldCup dataset for varying values of τ .

probabilities of the sixth order is three times higher with multiplication pruning than

with the entropy pruning when only 10% of the full memory is used.

For the WorldCup dataset we also considered accuracy results for different τ values.
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The results can be seen on Figure 4.17.

As we can see from the results, no reintroduction leads to better top-τ accuracies, even

if less memory is used, though it leads to higher recall values. Apparently, when reintro-

duction is used, longer sequences struggle to beat the overestimated shorter sequences,

which appear much more frequently (Figures 4.17b, 4.17d). When no reintroduction is

used, we have almost perfect top-τ and average top-τ results for all the orders and for

different values of τ (Figures 4.17a, 4.17c).

4.6 Summary

VOCHH are useful for the modeling of various real-life processes, such as moving trajecto-

ries, networking data, and others. For several data sources, VMM describes the generative

model of the data better than the fixed order models.

In this chapter, we describe VariableCHH and VariableCHHr algorithms for real-time

estimation of VOCHH for the data sources with large finite alphabets. We provide the

quality guarantees for VariableCHHr algorithm. The algorithms use several pruning

strategies based on the minimization of LogLoss. Based on the experimental evaluation

on three real datasets, we demonstrate that VariableCHH algorithm that uses multipli-

cation pruning has high precision and top-τ precision of VOCHH estimation with fairly

high recall. VariableCHHr algorithm leads to higher recall, though the accuracy of the

estimated conditional probabilities is lower due to the overestimation. We also demon-

strate that VariableCHH with multiplication pruning is efficient in VMM modeling in the

settings of limited memory.

As future work, we would like to adapt the optimal pruning for the LogLoss minimiza-

tion to the streaming setting, and conduct a more thorough experimental evaluation of

the deep digging and periodic pruning enhancements.
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Chapter 5

Sigmoid Rule Framework: Classifier

Behavior in the Presence of Noise

In this Chapter we analyze the behavior of the machine learning classifiers in the presence

of label noise. We propose the Sigmoid Rule Framework, which defines formal criteria

for selecting the best learning algorithm depending on the characteristics of data. The

related work for this problem has been surveyed in Section 2.4.

In Section 5.1 we study the sigmoid function, and define the dimensions of the Sig-

moid Rule Framework. This set of dimensions provides both quantitative and qualitative

support for selecting the learner in different settings. We test our framework on multiple

datasets (Section 5.2), by statistically analyzing the connection between the properties of

the dataset and the SRF dimensions (Section 5.2.4) for both sequential and non-sequential

classification tasks. Section 5.3 contains our concluding remarks.

The work presented in this chapter is published in the conference paper [92] and is

submitted as a journal publication [91].

5.1 The Sigmoid Rule Framework

In order to describe the performance of a classifier, the “sigmoid rule”, introduced in

the work [53], uses a function that relates signal-to-noise ratio of the training set to the

expected performance. This function is called the characteristic transfer function (CTF)

of the learning algorithm. In this work we also refer to it as the sigmoid function of the

algorithm, and use the terms CTF and sigmoid function interchangeably. The function

is of the form:

f(Z) = m+ (M −m)
1

1 + b · exp(−c(Z − d))
,

where m ≤ M , b, c > 0 are the parameters of the sigmoid function, Z = log(1 + S) −
log(1 + N) is the signal-to-noise ratio; S is the amount of “signal” (true data), while N
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is the amount of “noisy”, distorted data.

The behavior of different machine learning algorithms in the presence of noise can

be compared along several axes of comparison, based on the parameters of the sigmoid

function. Parameters related to performance include:

(a) the minimal performance m,

(b) the maximal performance M ,

(c) the width of the performance range ralg = M −m.

With regard to the sensitivity of performance to the change in the signal-to-noise ratio,

we consider:

(a) within which range of noise levels, change in the noise leads to significant change in

performance;

(b) how we can tell apart algorithms that improve their performance even when the

signal-to-noise levels are low, from those that only improve in high ranges of the

signal-to-noise ratio;

(c) how we can measure the stability of performance of an algorithm against varying

noise;

(d) at what noise level an algorithm reaches its average performance;

(e) whether reducing the noise in a dataset is expected to have a significant impact on

the performance.

To answer these questions we perform an analytic study of the sigmoid function of a

particular algorithm. This analysis helps to devise measurable dimensions that can answer

our questions.

We investigate the properties of the sigmoid in order to determine how each of the

parameters m, M , b, c, and d affects the shape of the sigmoid, and how this translates to

the expected performance of the learning algorithm. We start by a direct analysis of the

sigmoid function and its parameters.

The domain of the sigmoid is, in the general case, Z ∈ (−∞,+∞). The range of values

is (m,M). The first order derivative is

f ′(Z) =
bc · exp(−c(Z − d)(M −m))

(1 + b · exp(−c(Z − d)))2
.

As f ′(Z) > 0 for ∀Z ∈ (−∞,+∞), the function f(Z) is monotonically increasing. The

second order derivative is

f ′′(Z) =
(M −m)bc2 · exp(−c(x− d))

(1 + b · exp(−c(Z − d)))2
×
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5.1. THE SIGMOID RULE FRAMEWORK(
2b · exp(−c(Z − d))2

1 + b · exp(−c(Z − d))
− 1

)
.

Thus, f ′′(Z) = 0 if Z = d +
1

c
log b, and the point Zinf = d +

1

c
log b is the point of

inflection, which shows when the curvature of the function changes its sign. In the case

of sigmoid, the point of inflection is the point of symmetry. Furthermore, the point of

inflection, Zinf (the middle point in Figure 5.2) indicates the shift of the sigmoid with

respect to the origin, which is equal to d +
1

c
log b. So, the shift of the sigmoid depends

on three parameters: b, c, and d.

The slope of the sigmoid reflects the improvement of an expected performance of an

algorithm per change in the signal-to-noise ratio. To estimate the slope, we use the

distance ds between the point of inflection Zinf (zero of the second derivative) and the zeros

of the third derivative (both zeros of the third derivative are at the same distance from the

point of inflection). The zeros of the third order derivative are Z
(3)
1,2 = d − 1

c
log

2±
√

3

b
.

In this case ds looks like:

ds = Z
(3)
1 − Zinf = Zinf − Z(3)

2 =
1

c
log

1

2−
√

3
.

The larger this distance is, the more expanded the sigmoid curve is. Since log
1

2−
√

3
≈

1.32, ds is in inverse proportion to parameter c: ds =
a

c
, where a ≈ 1.32. We find that

the parameter c directly influences the slope of the sigmoid curve. We term c as the slope

indicator of the CTF. Figure 5.1 depicts sigmoids with different c values, illustrating

gradual and sharp slopes of the sigmoid function.

Figure 5.1: Varying c parameter. c = 1 (left), c = 3 (right). Other parameters are the same: m = 0,

M = 1, b = 2.5, d = 3.

Figure 5.2 shows the sigmoid curve along with its points of interest.

In the following section, we formulate and discuss dimensions that describe the behavior

of algorithms, based on the axes of comparison discussed above.
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Figure 5.2: Sigmoid function and points of interest.

5.1.1 SRF Dimensions

In this section we determine several SRF dimensions based on the sigmoid properties, in

addition to m, M , ralg, and c, discussed in Section 5.1. We define active noise range as

the range [Z∗, Z
∗] in which the change in noise induces a measurable change in the perfor-

mance. In order to calculate [Z∗, Z
∗] we assume that there is a good-enough performance

on a given task, approaching M for a given algorithm. We know that f(Z) ∈ (m,M),

and we say that the performance is “good enough” if f(Z) = M − (M −m)∗ p, p = 0.051.

We define the learning improvement of the algorithm as the size of the signal-to-noise

interval in which f(Z) ∈ [m+ (M −m) ∗ p,M − (M −m) ∗ p]. Then, using the inverse

f−1(y) = d− 1

c
log

(
1

b

(
M −m
y −m

− 1

))
,

we calculate the points Z∗ and Z∗, which respectively are the bottom and the top points

in Figure 5.2 for a given p. We term the distance dalg = Z∗ − Z∗ as the width of the

active area of the machine learning classifier (see Figure 5.2). Then we define a ratio

between the width of the active area and the width of the performance range
ralg
dalg

, which

describes (and is termed as) the learning performance improvement over signal-to-noise

ratio change.

In the following paragraphs we describe how the analysis of the CTF allows us to

compare the performance of learning algorithms in the presence of noise.

5.1.2 Comparing Algorithms

Given the performance dimensions described above, we can compare algorithms as fol-

lows. For performance-related comparison we can use minimal performance m, maximal

performance M , and the width of performance range ralg. Algorithms not affected by the

1Instead of 0.05, one can use any value close to 0, describing a normalized measure of distance from the optimal

performance. In the case of p = 0.05, the distance from the optimal performance is 5%.
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presence or absence of noise will have a minimal ralg value. In a setting with a randomly

changing level of noise, this parameter is related to the possible variance in performance.

Related to the sensitivity of performance to the change of the signal-to-noise ratio, we

can use the following dimensions.

1. The active noise range [Z∗, Z
∗], which shows how early the algorithm starts operating

(measured by Z∗) and how early it reaches good-enough performance (measured by

Z∗). We say that the algorithm operates when the level of noise in the data is within

the active noise range of the algorithm.

2. The width of the active area dalg = Z∗−Z∗ of the algorithm, which is related to the

speed of changing performance for a given ralg in the domain of noise. A high dalg
value indicates that the algorithm varies its performance in a broad range of signal-

to-noise ratios, implying less performance stability in an environment with heavily

varying degrees of noise.

3. The parameter c of the sigmoid function (slope indicator), which is related to the

distance ds = 1.32/c. The distance has similar properties as the inversion of ralg/dalg,

but it is independent of the predefined parameter p, which shows the percentage of

performance considered as good-enough for a given task and is not directly connected

to the active noise range. ds reflects the change in the slope of the function. If c is

large, then ds is small and indicates higher stability of the algorithm in the presence

of noise, and vice versa.

4. The point of inflection Zinf , which shows the signal-to-noise ratio for which an al-

gorithm gives the average performance. The parameter can be used to choose the

algorithm that reaches its average performance earlier in a noisy environment, or the

algorithm whose speed of improvement changes earlier.

A parameter related to both performance and sensibility is the learning performance

improvement over signal-to-noise ratio change, ralg/dalg. It can be used to determine

whether reducing the noise in a dataset is expected to have a significant impact on the

performance. An algorithm with a high value of ralg/dalg would imply that it makes

sense to put more effort into reducing noise. Furthermore, using this dimension a decision

maker can choose more stable algorithm, when the variance of noise is known. In this

case, the algorithm with the lowest value of ralg/dalg should be chosen in order to limit

the corresponding variance in performance.

Based on the above discussion, we favor the classifiers with the following properties:

• higher maximal performance M ,

• larger width of performance range ralg,

• higher learning performance improvement over signal-to-noise ratio change ralg/dalg,

• shorter width of the active area of the algorithm dalg, and
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• larger slope indicator c.

We expect to get high performance from an algorithm if the level of noise in the dataset

is very low, and low performance if the level of noise in the dataset is very high. Decision

makers can easily formulate different criteria, based on the proposed dimensions.

5.2 Experimental Evaluation

In the following paragraphs we describe the experimental setup, the datasets used, and the

results of our experiments. We first consider non-sequential and then sequential classifiers.

5.2.1 Experimental setup for non-sequential classifiers

In our study we applied the following machine learning algorithms, implemented in Weka

3.6.3 [60]:

(a) IBk – K-nearest neighbor classifier;

(b) Näıve Bayes classifier;

(c) SMO – support vector classifier (cf. [71]);

(d) NbTree – a decision tree with Näıve Bayes classifiers at the leaves;

(e) JRip – a RIPPER [29] rule learner implementation.

We have chosen representative algorithms from different families of classification ap-

proaches, covering very popular classification schemes. The experiments were performed

on a 2.4GHz machine with 4GB RAM.

We used a total of 24 datasets for our experiments. Most of the real datasets come

from the UCI machine learning repository [50], and one from the study [53]. Fourteen

of the dataset are real, while ten are synthetic. All the datasets are divided into groups

according to the number of classes, attributes (features) and instances in the dataset, as

shown in Figure 5.3.
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low high 

<7 ≥7 

Attributes 

low high 

<10 ≥10 

medium 

Instances 

low high 

<50
0 ≥5000 
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Figure 5.3: Dataset grouping labels.

There are 12 possible groups that include all combinations of the parameters. Two

datasets from each group were employed for the experiments. We created artificial

datasets in the cases were real datasets with a certain set of characteristics were not

available. The distribution of the dataset characteristics is illustrated in Figure 5.4. The
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traits of the datasets illustrated are the number of classes, the number of attributes, the

number of instances, and the estimated intrinsic (fractal) dimension.
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Figure 5.4: Distribution of the dataset characteristics. Real data: triangles, Artificial: circles.

Table 5.1 contains the description of the datasets and their sources.

We build ten artificial datasets using the following procedure. Having randomly sam-

pled the number of classes, features and instances, we sample the parameters of each fea-

ture distribution. We assume that the features follow the Gaussian distribution with mean

value (µ) in the interval [−100, 100] and standard deviation(σ) in the interval [0.1, 30].

The µ and σ intervals allow overlapping features across classes. The description of the

parameters of the generated datasets is shown in Table 5.1, where artificial datasets are

prefixed with the letter “a”.

The noise was induced as follows. We created the stratified training sets, equal in

size to the stratified test sets. To induce noise, we created noisy versions of the training

sets by mislabeling the instances. Using different levels ln of noise, ln = 0, 0.05, ..., 0.952,

a training set with ln noise is a set with fraction ln of mislabeled instances. Hence we

3See http://archive.ics.uci.edu/ml/datasets/Wine
4See http://archive.ics.uci.edu/ml/datasets/Statlog%28Australian+Credit+Approval%29
5See http://archive.ics.uci.edu/ml/datasets/Yeast
6See http://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+%28Prognostic%29
7See http://archive.ics.uci.edu/ml/datasets/Breast+Tissue
8See http://archive.ics.uci.edu/ml/datasets/Letter+Recognition
9See http://archive.ics.uci.edu/ml/datasets/Statlog+%28Vehicle+Silhouettes %29

10See http://archive.ics.uci.edu/ml/datasets/MAGIC+Gamma+Telescope
11See http://archive.ics.uci.edu/ml/machine-learning-databases/waveform/
12See http://archive.ics.uci.edu/ml/machine-learning-databases/statlog/ shuttle/
13See http://archive.ics.uci.edu/ml/datasets/Libras+Movement
14See http://archive.ics.uci.edu/ml/machine-learning-databases/image/
15See http://archive.ics.uci.edu/ml/datasets/Wine+Quality
16from [53]
2We note that high levels of noise such as 95% are often observed in the presence of concept drift, e.g., when learning

computer-user browsing habits in a network environment with a single IP, and several different users sharing it.
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Table 5.1: The description of the datasets used. x1 is a number of classes, x2 is the number of attributes

(features), x3 is the number of instances, and x4 is the intrinsic dimensionality of datasets. The sources

of the datasets are given in the last column.

Dataset

Parameters

Reference# of classes # of attr # of inst fract dim

x1 x2 x3 x4

r1 3 13 178 3.63 real3

r2 2 14 690 2.86 real4

r3 4 6 230 1.85 real from16

r4 10 8 1484 4.73 real5

a5 5 12 335 3.04 artificial

a6 9 16 450 3.52 artificial

a7 10 5 310 2.98 artificial

a8 7 9 637 3.39 artificial

a9 8 3 352 0.76 artificial

r10 2 9 699 3.51 real6

r11 6 9 106 3.37 real7

r12 26 16 20000 5.28 real8

a13 6 5 390 4.65 artificial

a14 3 7 10287 4.51 artificial

a15 2 3 6452 3.27 artificial

r16 4 18 846 4.62 real9

r17 2 10 19020 5.99 real10

r18 3 21 5000 6.55 real11

r19 7 9 14500 5.51 real12

a20 9 5 10845 5.61 artificial

r21 15 90 360 5.68 real13

r22 7 19 2100 5.39 real14

r23 7 11 4898 5.43 real15

a24 7 11 6762 6.01 artificial

obtained 20 versions of the datasets with varying noise levels.

The equal percentages of instances from different classes (for stratification) were put

into test and training sets (as in the original dataset with 0% of noise), using the following

procedure:

1. calculate the number N of observations in the original dataset; the number of obser-

vations in the test or training set should be the integer part of N/2;

2. calculate the percentages of each class in the original dataset;

3. calculate the number of observations from each class that should be in the training

and test sets based on the percentages from the previous step (rounding the numbers

102



5.2. EXPERIMENTAL EVALUATION

if necessary);

4. divide the observations according to the classes to obtain “class datasets”, i.e., sets

of instances with only one class per set;

5. from each “class dataset”, sample observations (based on the results of step 3) for

the training set, and place the remaining observations of each “class dataset” into

the test set;

6. make ”noisy” training datasets from the original training dataset with different levels

ln of noise.

7. get the performance of the model trained on each ”noisy” dataset ln = 0, 0.05, ..., 0.95

and tested on a noise-free stratified test set.

Given the performance of a classifier for a particular dataset, we estimate the param-

eters of the sigmoid function for each algorithm-dataset pair using the genetic algorithm

described in Appendix B. Having the sets of estimated sigmoids describing the perfor-

mance for particular algorithms and datasets with certain characteristics, we reason about

the properties of the algorithms along the SRF dimensions. The applicability of SRF for

non-sequential classifiers is shown our paper [92].

5.2.2 Experimental setup for sequential classifiers

We now consider sequential datasets, where the order of instances is important. Using

these datasets, we study whether sequential classifiers adhere to the sigmoid rule frame-

work. The main difference to the non-sequential case is that for the classification task

we also use the information about the previous instances in addition to the features of

the current instance. For sequential data, we apply three classification algorithms based

on Hidden Markov Models (HMM) [99], Conditional Random Fields (CRF) [76], and

Recurrent Neural Networks (RNN) [46].

For the experiments, we consider the whole sequence of observations as an instance. For

each algorithm, we define the order of dependency, and consider sequences of the length

corresponding to that order. For HMM-based classification, we perform the experiments in

two settings by using HMM of the third and the forth order. For CRF-based classification,

we consider linear and quadratic CRFs. For RNN-based classification, we also use two

settings with the second and the third order dependencies. All datasets used in the

experiments contain time series where the instances appear in chronological order. The

label of the last observation is assigned to the sequence to imply causality.

For the implementation of these sequential classifiers, we use the jahmm [68], Mallet

[86], and Weka [60] libraries for HMM, CRF, and RNN respectively. The experiments

and the libraries are implemented in Java, and the classification algorithms are called
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as library functions. The experiments were performed on a 2.67GHz machine with 4GB

RAM. We used 18 datasets for our sequential experiments. All of these datasets are real

datasets that mostly come from the UCI machine learning repository [9].

The distribution of the characteristics of these datasets is illustrated in Figure 5.5.

These characteristics are: the number of classes, the number of attributes, the number

of instances, and the largest lag value that corresponds to significant autocorrelation of

the labels. Autocorrelation is a linear dependence of a variable with itself at two points

in time [16]. We use the autocorrelation function (ACF) implemented in R3to calculate

autocorrelation with maximum lag equal to 50 for all datasets. We choose the first lag

that gives the smallest autocorrelation falling out of the significance band, as shown, for

example, in Figure 5.6 for the Pioneer gripper dataset, where we chose lag equal to 37.
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Figure 5.5: Distributions of the characteristics of sequential datasets.
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Figure 5.6: Autocorrelation plot of the Pioneer gripper dataset.

Description of the datasets are shown in Table 5.2.

3http://stat.ethz.ch/R-manual/R-patched/library/nlme/html/ACF.html
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Table 5.2: Dataset descriptions. x1 is the number of classes, x2 is the number of instances, x3 is the

autocorrelation lag, and x4 is the number of attributes (features). The sources of the datasets are given

in the last column.

Dataset

Parameters

Reference# of classes # of inst autocorrelation lag # of attr

x1 x2 x3 x4

r1 4 230 16 6 Climate 16

r2 6 408 26 561 Human Activity 17

r3 7 697 37 36 Pioneer gripper 18

r4 4 800 22 4 Robot walk 4 19

r5 20 1327 3 2 Diabetes 20

r6 2 1500 4 72 Ozone Level 1 hour 21

r7 15 2324 50 36 Pioneer turn 18

r8 2 2534 5 145 Ozone Level 8 hour 21

r9 4 3000 50 218 Opportunity 22

r10 4 4000 30 2 Robot walk 2 19

r11 4 5434 31 24 Robot walk 24 19

r12 35 6129 50 36 Pioneer move 18

r13 2 10082 41 1 Callt2 23

r14 2 10000 17 6 Electric 2 16

r15 3 16000 50 52 PAMAP 24

r16 2 27552 17 8 Electric 3 16

r17 3 38774 50 9 Daphnet Freezing 25

r18 2 50400 34 2 Dodger 26

We induce noise into sequential data in a way similar to the independent data. We

randomly split all data into equally sized training and test parts. Mislabeled instances are

in the training data only. We induce varying levels of noise from 0% to 100% as follows.

The noisy version of a class Ci of a training set is created by selecting the level of noise ln,

and replacing some instance with an instance of another class with probability ln. Then

sequential classifiers are trained using the training data with various levels of noise, and

are used to predict the test data. Given the classification of all the test instances, we

17See http://archive.ics.uci.edu/ml/datasets/Human+Activity+Recognition+Using+Smartphones
18See http://archive.ics.uci.edu/ml/datasets/Pioneer-1+Mobile+Robot+Data
19See http://archive.ics.uci.edu/ml/datasets/Wall-Following+Robot+Navigation+Data
20See http://archive.ics.uci.edu/ml/datasets/Diabetes
21See http://archive.ics.uci.edu/ml/datasets/Ozone+Level+Detection
22See http://archive.ics.uci.edu/ml/datasets/OPPORTUNITY+Activity+Recognition
23See http://archive.ics.uci.edu/ml/datasets/CalIt2+Building+People+Counts
24See http://archive.ics.uci.edu/ml/datasets/PAMAP2+Physical+Activity+Monitoring
25See http://archive.ics.uci.edu/ml/datasets/Daphnet+Freezing+of+Gait
26See http://archive.ics.uci.edu/ml/datasets/Dodgers+Loop+Sensor
16from [53]
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compute the overall performance of the algorithm using classification accuracy:

P =
#CorrectClassifications

#TotalClassifications

We perform repeated random sub-sampling validation with 20 splits by randomly

choosing half of the instances as training data and the remaining instances as test data,

and calculate the average performance of the classifier. For the sequential datasets the

correct order of the instances is kept for both training and test phases. The parameters

of the corresponding sigmoid are assessed using the values of signal-to-noise ratio and

corresponding average performance levels.

In the following sections we consider sequential classifiers in more detail.

Classifier Based On Hidden Markov Models

The first sequential classifier we use is based on Hidden Markov Models (HMMs). HMM

describes the generative model of a time series.

More formally, HMM is a double stochastic process, with an underlying stochastic

process that is not observed, and a different set of stochastic processes that produce

the sequence of observed symbols [99]. An HMM models a sequence of observations

Y = {yt}Tt=1 from a finite state set C, assuming that there is an underlying sequence of

hidden states X = {Xt}Tt=1 drawn from a finite set S, as shown in Figure 5.7.

X1 X2 X3 

y1 y2 yn … 

a12 a23 

b31 b1n b12 
b11 

b2n 

b22 

b21 
b32 

b3n 

Figure 5.7: Hidden Markov Model. X define the hidden states, while y are possible observations, a –

state transition probabilities, b – output probabilities.

An HMM is described by a state transition probability distribution A = {aij}, aij =

Pr(Xt+1 = sj|Xt = si), an emission probability distribution in a stateB = {bj(k)} , bj(k) =

Pr(yt = ck|Xt = sj), and an initial state distribution Π = {πi} , πi = Pr(Xt = sj). The

model parameters A,B,Π can be labeled as a triple λ = (π,A,B). Given a sequence of

observations Y and a state sequence X, the parameters λ are chosen to maximize Pr(Y |λ).

We use the implementation of the HMM sequential classifier provided by the jahmm

library [68]. This library contains an implementation of the Segmental K-Means algorithm

for estimating the parameters of HMM [69]. The algorithm uses the state-optimized
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joint likelihood of the observed data and the underlying Markovian state sequence as the

objective function:

max f(x, y|λ) = max πs0

T∏
t=1

ast−1stbst(xt).

Compared to the previous state of the art method used to estimate the parameters of

HMM, based the forward-backward algorithm (often called the Baum-Welch algorithm

[11]), the Segmental K-Means algorithm requires less computations, and has been suc-

cessfully used for both modeling and decoding task in speech recognition [69].

For the inference task – finding the most likely state sequence that matches a given

observation sequence – we use the Viterbi algorithm [115] implemented in jahmm. In our

case, the observation sequence is the sequence of class labels in a sequential dataset. For

the experimental evaluation of the HMM-based classifier, we use only the labels of the

datasets, since the attributes cannot be utilized due to the limitations of the model.

We study the HMM based classifier in two settings, according to the order of the HMM.

In the first setting, we consider an HMM of the third order, in which the current label

depends on the three previous labels. The second setting corresponds to an HMM of the

fourth order, in which a label depends on the four previous labels. Figure 5.7 illustrates

the structure of a first-order HMM.

In Figure 5.8, we demonstrate the sigmoids of the HMM algorithm for the “Robot walk

4” dataset. The green solid line corresponds to the true measurements of the performance

of the HMM-based classifier for different values of signal-to-noise ratio Z, while the dashed

red line corresponds to the estimated sigmoid, the parameters being assessed with a generic

algorithm (Appendix B).

The Pearson’s correlation test between the obtained performance and the estimated

performance based on the sigmoid function shows statistically significant correlation val-

ues, with coef > 0.99 for significance level α = 0.01. This holds for both the first and the

second setting (the third and the fourth order models, correspondingly). Similar results

were obtained for the rest of the datasets and sequential learners. These results confirm

that the sequential learners adhere to the “Sigmoid Rule” framework.

Classifier Based On Conditional Random Fields

Classification algorithms based on HMMs use only the class labels of the data. How-

ever, we would like to consider a sequential classifier that takes into account the data

attributes as well. To this purpose, we employ a classifier based on Conditional Random

Fields (CRF). Given a sequence of observations, a conditional random field calculates the

probabilities of possible label of an instance based not only on the labels of the previous

instances, but also on the arbitrary, non-independent features of the observation sequence.
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(a) Sigmoid CTF of HMM 1st setting.
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(b) Sigmoid CTF of HMM 2nd setting.

Figure 5.8: Sigmoid CTF of the two settings of the HMM-based classification algorithm for the “Robot

walk 4” dataset. Green solid line: true measurements, dashed red line: estimated sigmoid.

Moreover, the probability of transition between labels is specified based on past and future

observations besides the current observation, whenever available [76].

Let Y,X be random vectors, Λ = λk ∈ RK be a parameter vector, and fk(y, y
′, xt)

K
k=1

be a set of real-valued feature functions. A linear-chain conditional random field is defined

by the distribution p(y|x) that takes the form

p(y|x) =
1

Z(x)
exp

{
K∑
k=1

λkfk(yt, yt−1, xt)

}
,

where Z(x) is an instance-specific normalization function

Z(x) =
∑
y

exp

{
K∑
k=1

λkfk(yt, yt−1, xt)

}
.

In order to estimate the parameter θ = λk of a linear-chain CRF, we consider the training

data D = {x(i), y(i)}Ni=1, where each x(i) = {x(i)
1 , x

(i)
2 , ...x

(i)
T } is a sequence of inputs, and

each y(i) = {y(i)
1 , y

(i)
2 , ...y

(i)
T } is a sequence of the desired predictions, distinct sequences

being independent. To model the conditional distribution, the following log likelihood,

sometimes called the conditional log likelihood, is appropriate:

l(θ) =
N∑
i=1

log p(y(i)|x(i)).

As an implementation of CRF, we use the Mallet library [86]. The library relies on the

conjugate gradient optimization in order to estimate the parameters of the model.

We experiment with CRF in two different settings, according to the order of the connec-

tion between the instances. To label an unseen instance, the most likely Viterbi labeling

y∗ = arg max
y
p(y(i)|x(i)) is computed. In the first setting we consider a linear chain CRF,
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Figure 5.9: Linear chain CRF architecture.

in which an instance depends only on the previous one, as depicted in Figure 5.9. Since

we consider only label noise, we induce noise only in the labels of the instances. In the

second setting, we consider the model of the second order, where an instance depends on

the two previous instances.

As an example, the sigmoids of the CRF algorithm for the “Robot walk 4” dataset

are shown in Figure 5.10. Like in the case with HMMs, the sigmoids fit the performance

curves of the CRF classifier well for all the datasets.
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(a) Sigmoid CTF of CRF 1st setting.
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(b) Sigmoid CTF of CRF 2nd setting.

Figure 5.10: Sigmoid CTF of the two settings of CRF-based classification algorithm for “Robot walk 4”

dataset. Green solid line: true measurements, dashed red line: estimated sigmoid.

Classifier Based On Recurrent Neural Networks

The next sequential classification algorithm we study in this thesis is based on Recurrent

Neural Networks (RNN). This algorithm applies a distinct view on the information flow,

using a different graphical model for sequential data than the two previous algorithms.

Whereas HMM takes into account only the data labels of the sequence, and CRF uses

both class labels and the attributes of the previous instances in the sequence in order to

classify the current instance, RNN uses the attributes of the current instance and only

the label of the previous instances. Therefore, recurrent networks are sensitive to the past

inputs and can adapt to them [15], but use different structure and less information than

CRF. Here we describe how RNN is different from a feed forward (usual) neural network.

Consider a two-layered network excluding the input layer, each layer has its own index

variable k for output nodes, j for hidden states, h for hidden weight, and i for input nodes.
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In a feed forward network, the input vector x is propagated through a weight layer V as

follows:

yj(t) = f(netj(t)),

netj(t) =
n∑
i

xi(t)vji + θj,

where n is the number of input, θj is a bias, and f is an output function (of any differen-

tiable type).

In a simple recurrent network, the input vector is similarly propagated through a

weight layer, but also combined with the previous state activation through an additional

recurrent weight layer U

yj(t) = f(netj(t)),

netj(t) =
n∑
i

xi(t)vji +
m∑
h

yh(t− 1)ujh + θj,

where m is the number of “state” nodes.

The output of the network is in both cases determined by the state and the set of

output weights, W ,

yk(t) = g(netk(t)),

netk(t) =
m∑
j

yj(t)wkj + θk,

where g is an output function (possibly the same as f).

We use the implementation of Multilayer Perceptron from the Weka library [51] for our

experiments with the RNN-based classifier. In this experimental setting, we provide the

previous label as input, to calculate the output of the current instances (see Figure 5.11),

as in the work [15]. We examine the two settings of the classifiers: in the first setting,

the two previous labels are used, while in the second setting the three previous labels are

used.

The sigmoids of the RNN algorithms for the “Robot walk 4” dataset are shown in

Figure 5.12. According to Pearson’s correlation test for setting 1 (coef = 0.9947, p −
value = 0.0053) and setting 2 (coef = 0.9962, p− value = 0.0038) between the obtained

performance and estimated sigmoid function, we can say that the classifier based on RNN

also follows the “Sigmoid Rule”. As in the previous cases of HMMs and CRFs, the

sigmoids fit well the performance curves for all the datasets for the RNN classifier. Thus,

the “Sigmoid Rule” fits RNN-based classifiers as well.

5.2.3 Using Sigmoid Rule Framework

We perform experiments of “noisy” classification using repeated random sub-sampling

validation with 10 splits per algorithm per dataset per noise level, and calculate the
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Figure 5.11: The architecture of RNN.
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(a) Sigmoid CTF of RNN, 1st setting.
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(b) Sigmoid CTF of RNN, 2nd setting.

Figure 5.12: Sigmoid CTF of the two settings of the RNN-based classification algorithm for the “Robot

walk 4” dataset. Green solid line: true measurements, dashed red line: estimated sigmoid.

average performance for each setting. Given the 20 levels of the signal-to-noise ratio and

the corresponding algorithm performance, (i.e., classification accuracy) we estimated the

parameters of the sigmoid. The search in the space of sigmoid parameters is performed

by a genetic algorithm4, as was proposed in [53].

A sample of true and the sigmoid-estimated performance graphs for varying levels of

noise for a non-sequential classifier can be seen in Figure 5.13 and for sequential classifiers

can be seen on Figures 5.8, 5.10 and 5.12. Although in our experiments the parameters

of the sigmoid were estimated offline, the Sigmoid Rule Framework can be applied in an

online scenario, after a certain training period.

Figure 5.14 illustrates the values of the mean and the standard deviation of the SRF

parameters per algorithm, over all 24 datasets for the non-sequential classifiers. As an

example of an interpretation of the figure using SRF, the plots indicate that (for the range

4The settings of the genetic algorithm can be found in the Appendix B.
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(a) Sigmoid CTF of the SMO algorithm. (b) Sigmoid CTF of the IBk algorithm.

Figure 5.13: Sigmoid CTF of SMO and IBk algrorithms for “Wine” dataset. Green solid line: True

Measurements, dashed red line: estimated sigmoid.

of datasets studied) SMO is expected to improve its performance faster on average than

all other algorithms, when the signal-to-noise ratio increases. This conclusion is based

on
ralg
dalg

dimension and values of the slope indicator c (Figures 5.14f, 5.14c). At the same

time, the confidence interval for
ralg
dalg

and c of the Näıve Bayes algorithm overlaps with

that of the SMO, so these algorithms can also be recommended if the same criteria are

optimized. Nevertheless, SMO and Näıve Bayes algorithms can be well differentiated by

the dalg criterion (Figure 5.14e).

IBk has a smaller potential for improvement of performance (but also smaller potential

for loss) than SMO, when noise levels change, given that the width of the performance

range ralg is higher for SMO (Figure 5.14d). This difference can also be seen in Figure 5.13,

where the distance between the minimum and the maximum performance values is larger

for the SMO case (see Figure 5.13a).

Figure 5.15 illustrates the values of the mean and the standard deviation for the SRF

parameters per algorithm, over all 18 datasets for the sequential case. The plots indicate

that HMM is expected to improve its performance faster than other algorithms, when

the signal-to-noise ratio increases (Figures 5.15c and 5.15f). Though the two settings of

RNN perform similarly along these parameters, they are clearly distinct from the rest

of the algorithms. On the other hand, CRF has smaller potential for improvement of

its performance, but also smaller risk for low performance than HMM, when noise levels

change (Figures 5.15f and 5.15d).

As can be seen from Figure 5.15, all the families of the sequential classifiers have their

specific behavior along the devised SRF dimensions, with certain variations depending on

the order of the model.

We stress that the parameter estimation does not require previous knowledge of the

noise levels, but is dataset dependent. In the special case of a classifier selection process,

having an estimate of the noise level in the dataset helps to reach a decision through the
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Figure 5.14: Estimated SRF parameters per algorithm. X axis labels (left-to-right): IBk, JRip, NB,

NBTree, SMO.

use of SRF. In the following, we demonstrate the existence of this connection between the

parameters of the sigmoid curve and the characteristics of the datasets. Therefore, SRF

can help in choosing the better learner, provided that we know the characteristic of the

dataset.

5.2.4 Statistical Analysis

We now study the connection between the dataset characteristics and the sigmoid param-

eters, irrespective of the choice of the algorithm. We consider the results obtained from

all the algorithms as different samples of the SRF parameters for a particular dataset. We

use regression analysis to observe the cumulative effect of the dataset characteristics on a

single parameter, and we use correlation analysis to detect any connection between each

pair of the dataset characteristic and the sigmoid parameter. We examine the connections

between the dataset characteristics and the sigmoid parameters both individually, and all

together, in order to draw the complete picture.
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Figure 5.15: SRF parameters per algorithm. X axis labels (left-to-right): CRF 1st setting and 2nd

setting, HMM 1st setting and 2nd setting, RNN 1st setting and 2nd setting.

Linear regression

We use the “lm” method (Fitting Linear Models) implemented in the package “stats” in

R 2.11.1 to estimate the values of the parameters of the linear regression model for each

chosen parameter y:

y = α0 + α1x1 + α2x2 + α3x3 + α4x4.

For choosing the best model, we used a modification of the bestlm function from nsRFA

package in R. This function has been obtained using the function leaps of the R package

leaps. The criterion for the best model was the adjusted R2 statistic (the closer the

adjusted R2 is to one, the better is the estimation). R2 defines the proportion of variation

in the dependent variable (y) that can be explained by the predictors (X variables) in the

regression model.

As some variation of y can be predicted by chance, the adjusted value of R2
a is used.

Adjusted R2 takes into account the number of observations (N) and the number of pre-
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dictors (k), and is computed using the formula:

R2
a = 1− (1−R2)(N − 1)

N − k − 1
.

After applying the linear model, we exclude the non-significant parameters, and search

for the model that maximizes the adjusted R2 statistic (i.e., the best linear model).

In addition to R2
a, we applied a statistical test with significance level α = 0.05 for each

chosen regression model in order to check if the model fits well. If the model describes

the distribution of the values statistically significantly, then, after the hypothesis testing,

the p-value should be within the significance level.

We applied a leave-one-out validation process, where one dataset is left out from train-

ing and used for testing on every run. We performed this analysis separately with each

of the variables m, M , ralg, dalg,
ralg
dalg

, and c as a dependent variable.

Non-sequential case.

For the non-sequential classifiers, the following dataset parameters were chosen: a

number of classes (x1), a number of features (x2), a number of instances (x3), and the

intrinsic dimensionality (x4) of a dataset5as its fractal correlation dimension [23].

The results of model fitting and prediction of the SRF dimensions are reported in

Table 5.3, where average errors between the observed and predicted SRF dimensions are

shown. For each SRF dimension chosen, we have observed 5 values (since 5 machine

learning algorithms were used), and having estimated them for 24 datasets, we ended up

with 120 predictions for a single SRF dimension. We calculated four types of errors: (1)

MSE – mean square error; (2) MAE – mean absolute error; (3) RMSE – relative mean

square error, and (4) RMAE – relative mean absolute error. The last column of Table 5.3

shows the average of the adjusted R2 statistic for models that where estimated for all the

SRF dimensions (average on the 24 datasets).

Table 5.3: Prediction error of linear regression models for non-sequential classifiers.

Parameters
Error measures

average(R2
a)MSE MAE RMSE RMAE

m 0.11 0.09 148.92 29.17 0.54

M 0.35 0.30 0.51 0.41 0.88

ralg 0.32 0.27 0.71 0.46 0.85

dalg 1.98 1.41 0.97 0.68 0.67
ralg
dalg

0.37 0.27 4.83 1.46 0.55

c 2.40 1.81 1.41 0.78 0.65

Figure 5.16 illustrates how our models fit the test data, showing that in most cases

the true values of the sigmoid parameters for each dataset (illustrated by circles that

5We would like to thank Christos Faloutsos for kindly providing the code for the fractal dimensionality estimation.
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Figure 5.16: Real and estimated values of the sigmoid parameters for non-sequential classifiers. Real

values: Black rectangles, Estimated values: circles, Gray zone: 95% prediction confidence interval.

correspond to 5 algorithms for each test dataset i, i = 1, 2, ..., 24) are within the 95%

confidence level zone around the estimated values. This finding further supports the

connection between the dataset parameters and the SRF dimensions. According to the

results, the chosen parameters of the datasets can be used to reason about the parameters

of the sigmoid. This allows us to recommend algorithms for a new dataset with known

characteristics, if we have estimated the SRF dimensions for a set of algorithms on the

datasets with similar characteristics.

Sequential case.

In this set of experiments, not all the sequential classification algorithms use the fea-

tures of the data instances. Therefore, we examine the influence of the dataset on the

CTF parameters by studying the number of classes (x1), the number of instances (x2),

and the maximal autocorrelation lag of a dataset (x3), which is described in more detail

in Section 5.2.2.

We also applied a leave-one-out method for six dependent variables, as in the non-

sequential dataset case. The results of model fitting and predictions of SRF dimensions

are reported in Table 5.4.
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For each SRF dimension chosen, we have observed 6 values, since 3 sequential learning

algorithms were used, and each algorithm is applied in 2 different settings of dependency

order. These 6 SRF dimensions are estimated for 18 datasets, thus 108 predictions were

done for each SRF dimension. We also calculated four types of errors, as with the non-

sequential datasets (Table 5.4).

Table 5.4: Prediction error of linear regression models for sequential data.

Parameters
Error measures

average(R2
a)MSE MAE RMSE RMAE

m 0.13 0.10 46.80 8.67 0.25

M 0.41 0.33 0.45 0.37 0.81

ralg 0.37 0.30 0.48 0.39 0.81

dalg 2.01 1.57 0.98 0.69 0.58
ralg
dalg

0.36 0.29 1.24 0.88 0.67

c 2.38 1.88 0.85 0.68 0.67

Just like the non-sequential data, for sequential data classification, we can see the rela-

tionship between the dataset parameters and the SRF dimensions. Figure 5.17 illustrates

how our models fit the test data.

The results show that most of the true parameter values are within the 95% prediction

confidence levels. Thus, we can use the dataset parameters in order to reason about the

parameters of the sigmoid of the algorithms. This enables us to recommend the algorithm

of choice in advance for a new dataset with known characteristics. We can additionally

recommend the order of the sequential classifier, if we have computed the SRF dimensions

for a set of algorithms for datasets with similar characteristics.

Logistic regression

We also employed logistic regression, by applying the same leave-one-out process, for the

purpose of predicting the SRF dimensions. While applying logistics regression, we use

the Akaike Information Criterion (AIC) instead of the adjusted R2
adj in order to choose

the best model.

Being a measure of the relative quality of a statistical model for given data, AIC

provides the means for model selection. In the general case, the AIC is calculated as

follows

AIC = 2k − 2 ln(L),

where k is a number of parameters in the statistical model, and L is the maximized value

of the likelihood function for the estimated model [4]. We choose the best prediction

model by minimizing the AIC.
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Figure 5.17: Real and estimated values of the sigmoid parameters for sequential classifiers. Real values:

black rectangles, Estimated values: circles, Gray zone: 95% prediction confidence interval.

We also calculate four types of errors, as in linear regression. The results of model fit-

ting and prediction of SRF dimension for non-sequential data sets are shown in Table 5.5,

while the results for sequential data sets are shown in Table 5.6.

According to the experimental evaluation, the logistic regression model gives better

prediction for some SRF dimensions, producing relatively smaller errors compared to the

linear regression results. For both the non-sequential (Tables 5.3 and 5.5) and sequential

(Tables 5.4 and 5.6) cases, the parameters M , ralg, and c are better predicted with the

logistic regression model. The accurate prediction of the CTF parameters supports the

connection between the dataset characteristics and the SRF dimensions. Thus, given the

characteristics of a dataset, we can reason about the parameters of the sigmoid of the

algorithms, which enables us to recommend the algorithms of choice in advance for the

dataset at hand.

Correlation analysis

We used three different correlation coefficients – the Pearson’s correlation coefficient for

linear correlation, the Spearman’s rho, and the Kendall’s tau coefficients for monotonic
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Table 5.5: Prediction error of logistic regression models for non-sequential data.

Parameters
Error measures

average(AIC)
MSE MAE RMSE RMAE

m 0.14 0.10 300.26 51.73 37.26

M 0.19 0.16 0.27 0.22 54.30

ralg 0.20 0.17 0.51 0.30 120.91

dalg 2.07 1.27 0.70 0.51 -220.05
ralg
dalg

0.38 0.29 3.90 1.47 -289.60

c 2.15 1.42 0.76 0.47 -246.88

Table 5.6: Prediction error of logistic regression models for sequential data.

Parameters
Error measures

average(AIC)
MSE MAE RMSE RMAE

m 0.15 0.11 15.98 5.40 38.11

M 0.13 0.09 0.15 0.10 36.19

ralg 0.17 0.14 0.35 0.20 68.19

dalg 3.03 2.40 1.15 0.96 131.51
ralg
dalg

0.33 0.26 1.30 0.87 -255.32

c 2.29 1.63 0.53 0.48 -223.99

correlation – to analyze the connection between the parameters of the datasets and the

SRF dimensions. Each coefficient varies from −1 (total negative correlation) to 1 (to-

tal positive correlation). A value of 0 implies that there is no correlation between the

variables.

We qualitatively interpret the strength of the absolute values of correlation as follows:

[0.0; 0.1)→No Correlation, [0.1; 0.3)→Low Correlation, [0.3; 0.5)→Medium Correlation,

[0.5; 1] →Strong Correlation. This interpretation is widely accepted [30], [47], [117],

though the borders may vary slightly depending on the domain (for example, in medicine,

higher thresholds for strong correlation are usually required [110]).

Non-sequantial case.

In the non-sequential case, the parameters of a dataset are the following: x1 – the

number of classes, x2 – the number of features, x3 – the number of instances, and x4 –

the intrinsic dimensionality. The results of the correlation tests are shown in Table 5.7.

Colored cells: statistically significant correlation (p − value < 0.05 underlined bold

cells, p−value < 0.1 italics-bold cells). Green (dark) cells mark the pairs that have medium

correlation, gray (light) indicate low correlation.

Summarizing the results from all the correlation coefficients (refer to Table 5.7), some

interesting conclusions can be drawn. First, the number of classes (x1) is inversely cor-

related to
ralg
dalg

, c, ralg and M . Thus, the higher the number of classes is, the lower the
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Table 5.7: The values of three correlation coefficients between parameters of the dataset and the param-

eters of the sigmoid. Non-sequential case.

Pearson’s correlation coefficient

Parameter m M ralg dalg
ralg
dalg

c

x1
coef -0.03 -0.26 -0.21 0.13 -0.29 -0.28

p− val 0.736 0.005 0.025 0.179 0.001 0.002

x2
coef -0.07 -0.31 - 0.23 0.13 -0.21 -0.18

p− val 0.463 0.001 0.012 0.173 0.025 0.049

x3
coef 0.14 0.08 -0.01 -0.12 0.12 0.16

p− val 0.130 0.402 0.950 0.209 0.193 0.093

x4
coef 0.04 -0.16 -0.16 0.13 -0.09 -0.06

p− val 0.690 0.086 0.092 0.168 0.364 0.549

Spearman’s rank correlation coefficient

Parameter m M ralg dalg
ralg
dalg

c

x1
coef 0.02 -0.26 -0.25 0.31 -0.34 -0.34

p− val 0.810 0.005 0.008 0.001 0.000 0.000

x2
coef 0.03 -0.26 -0.24 0.14 -0.20 -0.15

p− val 0.718 0.006 0.011 0.124 0.030 0.110

x3
coef -0.05 0.03 0.02 -0.21 0.18 0.18

p− val 0.579 0.752 0.863 0.024 0.053 0.054

x4
coef -0.03 -0.20 -0.18 0.06 -0.11 -0.07

p− val 0.712 0.036 0.058 0.559 0.241 0.426

Kendall’s τ rank correlation coefficient

Parameter m M ralg dalg
ralg
dalg

c

x1
coef 0.01 -0.17 -0.18 0.22 -0.24 -0.24

p− val 0.909 0.009 0.007 0.001 0.000 0.000

x2
coef 0.02 -0.18 -0.16 0.10 -0.14 -0.11

p− val 0.715 0.007 0.013 0.111 0.032 0.094

x3
coef -0.05 0.01 0.01 -0.14 0.12 0.12

p− val 0.400 0.818 0.896 0.032 0.063 0.071

x4
coef -0.03 - 0.12 -0.11 0.04 -0.07 -0.06

p− val 0.681 0.062 0.081 0.507 0.267 0.378

sensitivity to noise variation (check on
ralg
dalg

); the lower the number of classes, the higher

the impact of reducing noise on performance (check ralg and M). These conclusions are

also supported by the direct correlation between the number of classes and the width

of the active area of the algorithm dalg. We also note the complete lack of significant

correlation between the minimum performance m and all of the SRF dimensions: given

enough noise an algorithm always performs badly. Thus, the number of classes signifi-

cantly influences the behavior of an algorithm, regardless of the family of the algorithm.
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Second, the number of features (x2) provides a minor reduction of sensitivity to noise

variation (resulting from low correlation to dalg and c). This conclusion is also supported

by the negative influence on
ralg
dalg

, ralg. We also note that the number of features affects

the maximal performance M , which shows (rather contrary to the intuition) that more

features may negatively affect performance in a noise-free scenario. This is most probably

related to features that are not essentially related to the labeling process, thus inducing

feature noise. Third, there is a correlation between the number of instances (x3),
ralg
dalg

,

and the slope indicator c. This shows that larger datasets (providing more instances) in-

crease the sensitivity to noise variation. Furthermore, in such highly populated datasets,

reducing the label noise is expected to have a significant impact on performance. Last,

the fractal dimensionality (x4) of a dataset has low, but statistically significant, negative

influence on M and on ralg. Fractal dimensionality is indicative of the “complexity” of

the dataset. Thus, if a dataset is complex (high x4), machine learning is difficult even at

low noise levels. We note that low ralg may be preferable in cases where the algorithm

should be stable even for low signal-to-noise ratios.

The correlation analysis demonstrates the connection between dataset characteristics

and SRF dimensions. Consequently, the SRF can be used to reveal a priori the properties

of an algorithm with respect to the dataset with certain characteristics. This allows an

expert to select a good algorithm for a given setting, based on the requirements of that

setting. Such requirements may, for example, relate to the stability of an algorithm to

varying levels of noise, and the expected maximum performance in non-noisy datasets.

Both regression and correlation analysis showed that classifiers behave similarly for

datasets with similar characteristics. We can therefore divide the datasets into groups

with similar characteristics. When we need to choose a classifier for a new dataset, we

can just find the group of datasets that is the closest to the given dataset, and recommend

the best classifier for that group.

Sequential case.

For the sequential case, we study the connection between SRF dimensions and the fol-

lowing dataset characteristics: the number of classes (x1), the number of instances (x2),

and the maximal autocorrelation lag of a dataset (x3) (Table 5.8). Colored cells: statis-

tically significant correlation (p − value < 0.05 underlined bold cells, p − value < 0.1

italics-bold cells). Orange (dark) cells mark the pairs that have strong correlation, green (dark)

cells mark the pairs that have medium correlation, gray (light) indicate low correlation.

The results demonstrate that the number of classes x1 is inversely correlated with the

slope indicator c, and positively correlated with the active performance range dalg, as in

the non-sequential case. This leads to the following conclusion: the higher the number

of classes is, the lower the sensitivity to noise variation is, regardless of the learning

algorithm. The number of instances x2 is positively correlated with the slope indicators
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Table 5.8: Three correlation coefficients between parameters of the dataset and parameters of the sigmoid.

Sequential case.

Pearson’s correlation coefficient

Parameter m M ralg dalg
ralg
dalg

c

x1
coef -0.117 0.063 0.113 0.238 -0.220 -0.265

p− val 0.228 0.520 0.246 0.013 0.022 0.006

x2
coef 0.019 0.191 0.088 -0.446 0.523 -0.526

p− val 0.842 0.048 0.362 0.000 0.000 0.000

x3
coef -0.199 0.421 0.359 -0.117 0.226 0.125

p− val 0.039 0.000 0.000 0.227 0.018 0.196

Spearman’s rank correlation coefficient

Parameter m M ralg dalg
ralg
dalg

c

x1
coef -0.174 -0.004 0.082 0.393 -0.290 -0.393

p− val 0.072 0.964 0.396 0.000 0.002 0.000

x2
coef -0.099 -0.264 0.165 -0.483 0.409 0.483

p− val 0.309 0.006 0.088 0.000 0.000 0.000

x3
coef -0.335 0.511 0.434 -0.127 0.221 0.127

p− val 0.000 0.000 0.000 0.190 0.021 0.190

Kendall’s τ rank correlation coefficient

Parameter m M ralg dalg
ralg
dalg

c

x1
coef -0.124 0.001 0.067 0.302 -0.219 -0.302

p− val 0.080 0.991 0.347 0.000 0.002 0.000

x2
coef -0.068 0.176 -0.16 -0.328 0.280 0.328

p− val 0.306 0.008 0.081 0.000 0.000 0.000

x3
coef -0.234 -0.354 0.295 -0.089 0.160 0.089

p− val 0.000 0.000 0.000 0.191 0.019 0.191

ralg/dalg and c, and is negatively correlated with the active area of the algorithm. Thus,

the number of instances has the opposite effect of the number of classes, and in datasets

with a large number of instances, reducing the label noise is expected to have a significant

impact on performance. The same effect is observed for non-sequential datasets. The

autocorrelation lag x3 has an influence on the performance range: if the dependency

history is deep (high x3), then the maximal performance grows (M), and the minimal

performance drops (m). Thus, the expected accuracy of sequential classification task is

higher if the dataset has deeper history, which is an intuitive result.

Compared to the correlation analysis of non-sequential data, sequential data overall

shows stronger correlations. Therefore, the characteristics of sequential data exhibit a

connections to the SRF dimensions, which implies a better potential for predicting the

best suitable algorithm for a given dataset.
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5.3 Summary

Machine learning algorithms are often used in a noisy environment. Therefore, it is

important to know a priori the properties of an algorithm depending on the characteristics

of the dataset. In this work, we investigated whether some simple dataset properties

(namely, the number of classes, the number of features, the number of instances, the

fractal dimensionality for the non-sequential case, and the maximal autocorrelation lag

for the sequential case) can help in the above direction.

We proposed the Sigmoid Rule Framework, describing a set of dimensions that may

be used by a decision maker to choose a good classifier based on a range of the dataset

characteristics. Our approach is applicable to user modeling tasks, when the user changes

behavior over time, and to any concept drift problems for data series mining.

We showed that the parameters related to the behavior of learners correlate with the

dataset characteristics, and the range of their variation may be predicted using linear or

logistic regression models. Therefore, SRF is a useful meta-learning framework, applicable

to a wide range of settings that include noise. The SRF models for parameter prediction,

however, do not provide enough precision to predict the performance of the algorithms

with high accuracy.
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Chapter 6

Conclusion

Large amounts of streaming data are originating from observing natural phenomena con-

nected to human activities, sensor readings, moving trajectories, networking and others.

To process data streams in real time, we need effective algorithms for handling various

tasks, such as detecting sequential patterns, data stream summarization, classification,

and prediction of the future states. These online algorithms need to maintain a compact

representation of the potentially infinite data stream. As the observations of the data

streams are often strongly correlated, the representations should take into account the

dependencies among the observations.

In this thesis we proposed two notions that capture important correlations in streaming

data: Conditional Heavy Hitters and Variable Order Conditional Heavy Hitters. These

notions describe sequential patterns of fixed and variable order, respectively. The def-

inition of fixed order Conditional Heavy Hitters is based on high conditional and joint

probability, while Variable Order Conditional Heavy Hitters additionally requires the sta-

tistical significance of the pattern occurrence. Facing the tradeoff between memory usage

and accuracy of the extracted patterns, we proposed streaming algorithms that efficiently

estimate Conditional Heavy Hitters of the fixed and variable order. We provided analyt-

ical quality guarantees for the proposed algorithms, and also analyzed their applicability

for data with different characteristics. The experimental evaluation on synthetic and real

datasets showed that the algorithms are able to accurately estimate Conditional Heavy

Hitters for various types of data. With our experiments on the moving trajectories dataset

we demonstrated that the extracted Conditional Heavy Hitters can efficiently estimate

the generative model of the data.

Data streams often contain noisy observations. For the task of classification, it is im-

portant to understand the behavior of machine learning algorithms in noisy environment.

Moreover, it is essential to know a priori how the properties of the algorithm depend

on the characteristics of the dataset. In this thesis, we proposed the “Sigmoid Rule”

Framework, which describes a set of dimensions that are useful for choosing the appro-
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priate classifier for a particular user need. Our approach is applicable to user modeling

tasks, when the user changes behavior over time, and to various concept drift problems

for data series mining. We discovered that the simple dataset properties (namely, num-

ber of classes, number of features, number of instances, fractal dimensionality for the

non-sequential case, and maximal autocorrelation lag for the sequential case) influence

the performance of the classifiers. We showed experimentally that the parameters related

to the behavior of learners correlate with dataset characteristics, and the range of their

variation may be predicted using linear or logistic regression models. The experimental

results demonstrated that SRF is a useful meta-learning framework, applicable to a wide

range of settings that include noise.

6.1 Future work

6.1.1 Conditional Heavy Hitters

Further Theoretical Analysis and Empirical Evaluation. Our study of the Con-

ditional Heavy Hitters of variable order is our most recent work and it requires more

thorough analysis and experimental evaluation. First, we would like to investigate the

existence of analytical quality guarantees for all the proposed online pruning strategies,

and consider the applicability of the optimal pruning criterion to the streaming setting.

We plan to evaluate, both experimentally and analytically, how the parameters of the pro-

cedures, such as deep digging and periodical pruning, influence the accuracy of VOCHH

estimation. For the evaluation of the algorithms, we are planing to use more datasets from

different domains, especially text, which is known to be accurately modeled with offline

VMMs. Nowadays, the large sources of text streams are news, such as online and regular

reports, comments on news, online traffic reports. Another source is social media, such as

discussion forums (e.g., Twitter, Facebook), blogs and others. All the text streams have

strong temporal dimension, and Conditional Heavy Hitters can be used to find significant

sequential patterns in text, build text models, summarize text in order to capture the

evolution of topics over time.

Advanced Probabilistic Models. In this thesis, we applied Conditional Heavy Hit-

ters to estimate the parameters of Markov chains. We envision that Conditional Heavy

Hitters and VOCHH can be used as a building block for estimating more complex proba-

bilistic models. The models contain more parameters and can also take into account the

attributes (features) of the data stream elements, not only the states as considered in this

thesis. In future work, we would like to investigate the potential of Conditional Heavy

Hitters and VOCHH for estimating more complex models with temporal correlations such

as Hidden Markov Models of high orders and other types of Bayesian models. This might

require the adaptation of the proposed algorithms to the structures of the models.
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Distributed Setting. In many real life systems, data streams from multiple sources

should be processed simultaneously. The computational power required to process multi-

ple streams in real time may exceed the capabilities of a single machine. As a future work,

we would like to parallelize the presented algorithms for discovering Conditional Heavy

Hitters of fixed and variable order and apply them in the distributed settings, where the

maintained summaries of the individual streams should be combined to give a summary

of the union of all the input data. Conditional Heavy Hitters rely greatly on the notion of

conditional probability. For computing the top-τ query, even estimating the conditional

probabilities on the union of the data streams, given the data structures described in this

thesis, is not an obvious task, even if the counts are maintained exactly. A fruitful direc-

tion for further research is investigating what quality guarantees for the union of data the

separately maintained data structures of the individual streams can allow.

6.1.2 Learning in The Presence of Noise

In this thesis we presented the Sigmoid Rule Framework (SRF) that helps choosing the

learning algorithm depending on the characteristics of the dataset. The next step in this

research direction is building an SRF-based system that could provides recommendations

to the users depending on their preferences and peculiarities of the data that needs to

be processed. For this purpose, the study we presented in the thesis should be extended

with both new learning algorithms and the datasets with diverse characteristics.

According to the results of the current work, different dependencies between dataset

characteristics and SRF dimensions are best fitted by different statistical models. We

would like to continue our research in this direction and examine if the dependencies can

be better described by other models, or learned using more complex systems, for example,

neural networks.
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Appendix A

Summary of Notations and

Abbreviations

A.1 Conditional Heavy Hitters

We use the following the notations related to Conditional Heavy Hitters:

• (p, c) – a parent-child pair

• fx – the frequency of an item x

• Pr[·] – the probability of an event

• s - space budget

We use the following the abbreviations related to Conditional Heavy Hitters:

• HH – Heavy Hitters

• SS structure – Space Saving structure

• CSS structure – Conditional Space Saving structure

• EMD – the Earth Movers distance

• MED – Mean Euclidean Distance

• ME – Misclassification Error

A.2 Variable Order Conditional Heavy Hitters

We use the following VOCHH-related notations:

• Training dataset consists of n strings (or trajectories) of total length N ;
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• D – the maximum order of model, which shows the maximum length of dependency

among the neighboring observations. The order of the model corresponds to the

length of the context or a parent that is used for the modeling of time correlations;

• m – the length of a query string;

• z – the number of occurrences of this string in a tree,

• r – is the number of resulting LZ78 factors for the corresponding algorithm

• Σ – a finite alphabet, the letters from which (σ) are used as the values of symbols

for the strings

• y - a parent or a context sequence

• yk – is a parent or a context of a parent-child pair, that have a length k, thus, consists

of k symbols

• (y, x) – is a parent-child pair, where a parent may consist of several symbols, while

a child is usually one symbol

• Fr(y, x) – frequency of the context y followed by a symbol x;

• Pr[·] – probability of an event.

• y′ – the longest suffix of y: if y = (x1, x2, ..., xk), then, its longest suffix y′ =

(x2, x3..., xk)

• ε, δ – the parameters of PAC learning guarantees for Probabilistic Suffix Trees algo-

rithm

• ε a small value close to 1, used for the meaningfulness definition

• pmin – minimal probability that is defined to cover zero-frequency problem in Prob-

abilistic Suffix Trees

• T – a trie of the PPM method

We use the following VOCHH-related abbreviations:

• VOCHH – Variable Order Conditional Heavy Hitters

• VMM – Variable order Markov Model

• PST – Probabilistic Suffix Trees

• PPM – Prediction by Partial Match

• PAC – Probably Approximately Correct

• HMM – Hidden Markov Model

• CRF – Conditional Random Field
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A.3. SIGMOID RULE FRAMEWORK

A.3 Sigmoid Rule Framework

We use the following SRF-related notations:

• f(Z) – characteristic transfer function or sigmoid function with the parameters m,

M , b, c, d

• Z – signal to noise ratio, Z = log(1 + S)− log(1 +N)

– S – the amount of signal or true data

– N – amount of noisy or distorted data

• SRF directions:

– m – minimal performance

– M – maximal performance

– ralg – the width of the performance range

– c – slope indicator

– dalg – the width of the active area of a classifier

–
ralg
dalg

– learning performance improvement over signal-to-noise ratio change

• Zinf – the point of inflection

• Z(3)
1,2 – zeros of the third order derivative

• [Z∗, Z
∗] – active noise range

• ln - noise level

• Dataset characteristics for the non-sequential case:

– x1 – number of classes

– x2 – number of attributes (features)

– x3 – number of instances

– x4 – intrinsic dimensionality

• Dataset characteristics for the sequential case:

– x1 – number of classes

– x2 – number of instances

– x3 – the autocorrelation lag

– x4 – number of attributes (features)
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• α – significance level for hypothesis testing

We use the following SRF-related abbreviations:

• SRF – Sigmoid Rule Framework

• PAC – Probably Approximately Correct

• NFL theorems – No-Free-Lunch theorems

• HMM – Hidden Markov Model

• CRF – Conditional Random Field

• RNN – Recursive Neural Network

• CTF – Characteristic Transfer Function

• IBk K-nearest neighbor classifier

• SMO Sequential Minimal Optimization, the approximate variation of support vector

machines

• NbTree a decision tree with Näıve Bayes classifiers at the leaves

• JRip a RIPPER rule learner

• ACF – autocorrelation function
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The Genetic Algorithm Settings

We used the JGAP1 genetic algorithms package for the search in the sigmoid parameter

space and Java Statistical Classes library for the statistical measurement the Kolmogorov-

Smirnov test2. Default operators for double numbers were used. The alleles were five

parameters, one per parameter:

- m with allowed values in [0.0, 0.5].

- M with allowed values in [0.5, 1.0].

- b with allowed values in [0.0, 50.0].

- c with allowed values in [0.0, 50.0].

- d with allowed values in [−5.0, 5.0].

Essentially, employing the genetic algorithm, we try to maximize the following quantity:

fitness(i) = 100 ∗
(

1 +
1

D + 1

)
,

where i is a candidate individual in the genetic algorithm, corresponding to a given set of

parameter values and fitness(i) the value of the fitness function for that individual. The

population per iteration is 10000 individuals. Our search ends when there is no significant

(that is > 10−5) improvement after 20 consecutive iterations of the genetic algorithms, or

when 1000 iterations have been completed.

1See http://jgap.sourceforge.net/.
2See http://www.jsc.nildram.co.uk/.
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