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Abstract

Acting in the world in a way that matches our gpakgerriding impulses, is one of the
first abilities thatwe must learn while growing up. We often changedberse of our
actions because of external influences or becawsasimply “change our mind”. As
John H. Patterson said, “Only fools and dead memtdhange their minds. Fools
won’'t. Dead men can’'t”. An important distinction stufirst be made between the
impact of internal and external sources on actieaigions, and the first part of the
introduction will be devoted to this topic. In teecond part, | will discuss the topic of
inhibitory control. In the scientific literature,cgon inhibition is often treated as a
unitary phenomenon, while the distinction amondedént types of inhibitions might
explain the diverse results and be useful for austudies. My experimental work has
been devoted to both externally-triggered and maty-driven voluntary action
inhibition, in particular, in Experiment 1 | condad a set of studies aiming at
understanding the underlying cortical circuits faternally-driven action inhibition,
whereas Experiment 2 focused on proactive inhibititechanisms. While it is beyond
the scope of this manuscript to cover the enttezdiure on inhibitory control, | would
like to propose a common view to unify the diffarmeories concerning how the brain
exerts voluntary inhibitory control and provide sonsuggestions for future
investigations to study the way we flexibly controlr actions to cope with the

constantly changing external, and internal, envirent.



1.1 Internally-driven and Externally-triggered amtis

As simple as drinking a glass of water may seemmynyaars of research on cognitive
control, actions and decision making have not gétesl the issue of how even a simple
act is implemented in the brain and which brain ma@sms make it happen. Even
more intriguing is the study of how the brain intgts a planned action, since in
everyday life we must often stop a planned actioe th changes in the environment.
For instance, when a traffic light becomes red,invmediately must stop pressing the
car accelerator; however, stopping an action caa esult from an internal decision
(Schudr & Haggard, 2011) when, for instance, orfeaires from saying something
inappropriate. Most of the time, a combination mternal and external factors drives
our decisions to act or refrain from it. “Most pé&dpecognize the feeling of trying to
get on with something they want to do, yet beiognstantly distracted by other
pressing demands” (Astor-Jack & Haggard, 20Uh)s feeling, that everyone has
experienced at least once in a lifetime, is likedyised by the constant balance we try to
achieve between internally generated and externaifygered actions. | will first
address the debate concerning the definition ofethvo types of actions, and,
secondly, | will discuss whether it is possiblestapirically address the hypotheses they

raise.

Self-generated actions and their empirical tractabity

In 1890, William James wrote thBrinciples of Psychologyin which he defined
ideomotor actiongalthough Carpenter first coined the term in 18%%) actions that
follow an “idea of a movement” whenever such “ide&” not inhibited by an
antagonistic representation of another action.drtiqular, James stressed the concept
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of competition among alternatives, which arises nmaver multiple ideas, mental
representations of possible acts, compete andiirdgabh other. According to this view,
an action can be performed when, in a momentgaselaf consciousness, the subject
forgets about the antagonist ideas, thusnthm ideomotor action can take place.
Frith and colleagues later reformulated the idedamhes and they defined spontaneous,
or self-generated actions that are not triggereebtgrnal stimuli but that are internally
driven (Frith et al.,, 1991). The distinction betweiaternally and externally guided
actions is intuitively accessible to everyone, sinic easily relates to our subjective
experience. However, Nachev & Husain (2010) and iO(@®12) claimed this
dichotomy cannot be empirically studied, because tasks commonly used to
investigate voluntary actions should be by defomtifree choice” and “conflict” tasks,
inevitably confounde in an experimental setting. rdbver, the authors claim that,
despite the best effort researchers can do to atdou all the possible confounding
variables, it is impossible to control for interrfattors. This “internal world” is only
accessible through subjects’ reports (e.g. LagelRy Ramnani, & Passingham, 2004;
Libet, Gleason, Wright, & Pearl, 1983) and, thexan0 objective measure to test their

reliability.

Passingham and colleagues (2010b) proposed amaiter view and suggested that
conclusions can still be drawn from studies addingsthe internal/external locus of
action decision, if one is willing to refute theeathat external components play no role
in voluntary actions. More recently, Schutr and ¢ag (2011) divided self-generated
actions into two types: operant actions (type I andetermined actions (type Il). Type
| actions are triggered by identifiable and expemtally manipulated internal inputs
(cues), such as memory traces, elapsed time ifdewa@vious actions or (a change in)

behavioural goals. This definition does not rul¢ thke presence of external factors, but



they are not determinant for the choice of whichoacto perform, when to perform it
and/or whether to act at all. On the other hangk ty actions are performed in absence
of an external input, therefore by defined selffpening agents (or “agentic self’ as
defined by the authors). There is, however, sdiengvidence showing that our
perception of agentiveness can be misleading (Weg@003; Lau et al., 2007; Banks &
Isham, 2009). Thus, undetermined actions are protwe the previously exposed
criticism, both because they are commonly stidising “free choice” paradigms,
in which all cues for action (external amternal) are removed and, because our

experience of self-generated actions is often necbr

Finally, Schiur and Haggard (2011) added a thipe tgf self-generated actions (type
[I), described as the motor output that derivesrfrprocessing and integrating a large
number of qualitatively different types of inputatican be experimentally manipulated
directly (e.g. by controlling food intake of arganism) or indirectly (e.g. salt craving
caused by hunger) (Schidr and Haggard, 2012). éir thew, the degree o$elf-
generatednessf an action depends on the number and gqualit inputs (internal
and external), in order to make a decision to mdype Il actions are different from
operant (type Il) actions in that type Il actiooan be triggered, in part, by external
inputs. Thus, by manipulating the number and typkesnputs in a task, one can

empirically investigate self-generated actions

In this study, we investigate internally-driven ians, also termed voluntary, self-
generated or endogenous actions, whose characterese more similar to operant
actions (type 1), with some features of type lltiags. In fact, although external inputs
are present in the experiment, they are likelytoadrive the decision to act or inhibit.

This matter will be described in more details ia thethod section of experiment 1.



1.2 The study of internally-driven actions: methadd limitations

The study of internally-driven actions allows usitwestigate how we perform and
implement our decisions to interact with the exaémiorld in a way that fits our goals.
Setting our goals, deciding the best strategieadioieve them and performing the
correct set of actions (while inhibiting irrelevantes) is part of what makes us humans.
Despite the importance of understanding how we ggaanternally-driven decisions,
the number of studies addressing this issue is geant. Furthermore, it has been
shown that in a number of neurological pathologieternally-driven actions are
impaired. For instance, the amplitude of the Beohiaftspotential (BP), an electrical
potential related to preparatory activity for sgfnerated movements, has been found to
be reduced in Parkinson’s Disease (PD) patientsa(khahi et al., 1995). PD patients
experience, among other symptoms, akinesia (alsoetk “paralysis of will”, Wilson
1925), a significant reduction or loss of voluntanptor activity. Movement-related
potentials are also impaired before the executiasel-initiated movements in patients

with Schizophrenia (Fuller et al., 1999).

A number of neurophysiological and imaging studiase investigated action selection
processes and the timing of action execution, comgpdfree selection” tasks with
stimulus-driven conditions both in non-human piiesalLee & Assad, 2003; Thaler et
al., 1995) and in humans (Lau et al., 2004; Thayéit, & Viviani, 2000). One of the
most common paradigms used in the literature topawen the internally-driven to
externally-triggered actions, is the ‘free selectwaradigm’. Participants are asked to
perform a right or a left button press, eitherdaling the instruction of an external
stimulus (externally-driven action) or freely chowps one of the two, thus a ‘free
selection’. Typically, participants can perform thetton press any time within a

specific interval; however, in this case, the decif when to act is intertwined with

8



the action selection phase. This is a problem imyr&tudies, where it is difficult to
disambiguate between these two components. Fonggain an fMRI study, Lau and
colleagues (2004) compared a free selection camditivith a “routine” task and a
“specified” task. Participants were presented vdtltentral cue, instructing them to
either choose a target among a set of images @sdection), select the target
highlighted by two white circles (routine task),torselect the image matching specific
features of the cue (specified). The “routine” &sdecified” tasks were examples of
externally triggered actions with low and high attenal load respectively. The authors
found a greater activation in the anterior cingalabrtex (ACC) (interpreted as a
conflict-monitoring brain site) and the pre-Suppétary Motor Area (pre-SMA) in the
free selection condition, relative to the “routirerid “specified” conditions. However,
in the free selection condition, not only partigiggacould freely decide which button to
press (with no particular reason to choose one teeother), but also when to press it,
within 5 seconds interval. They were thereforeriunged to move to the next trial (by
moving a cursor) only after they had decided whariget to move, whereas the action
in the “specified” and in the “routine” conditiongas expected immediately after the
presentation of the cue. This confound was latelressed by Mueller and colleagues
(2007) with an experimental paradigm that bettestinlguished between thehat
component (the selection of one action among aetsulfpossible alternatives), and the
whencomponent (the precise time of the action execptibimally, this distinction has
been later formulated and expanded in the “WhateihykVhether model of intentional
action” - WWW model — (Brass & Haggard, 2008) thait be described in the next

paragraph.



The ‘WWW’ model and its implication in action reseach

In this model, Brass and Haggard distinguish betwd#eee main components of
intentional actions: thevhat component, refers to the selection of one actmoray a
subset of possible alternatives, thieencomponent, which determines the precise time
of the action execution and timdhetherdecision to finally perform the planned action or
refrain from it. This model has been very influahtand it has changed the way in
which intentional actions are investigated. An dffeas been made to investigate the
three components separately, when comparing idbgrthdven and externally-
generated actions. Particularly, twbatandwhencomponents have been studied more
extensively, while thevhethercomponent is more difficult to study for reasonattwe
will explain later. Here we will review some stuslithat investigated voluntary action

selection and the timing of action execution.

In an interesting fMRI study, Mueller and coworkd007) investigated thevhat
aspect of voluntary actions, while controlling fibre when component. Two stimuli
were presented separated by 1200 ms and partisipaare asked to perform a left or
right button press 600 ms after the presentatiotheffirst stimulus. Critically, they
used two conditions: the ‘externally-selected’ dtind where the action selection (left
or right button) had to be congruent with the lawaf the preceding stimulus, and the
‘internally-selected’ condition, where the actidmae would have determined the side
of presentation of the upcoming stimulus. They fbargreater activation of the Rostral
Cingulate Zone (RCZ), a portion of the Cingulate ttfoAreas, for the ‘internally-
selected’ condition. Unexpectedly, no pre-SMA aatiion difference was found
between the two modes of action selection, as pusly found by Lau and colleagues
(2004), and, since the pre-SMA showed equal agtivitboth conditions, the authors

suggested it might be involved in the timing ortiation of actions, present in both
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conditions. In another fMRI study (Soon et al., 80the authors measured participants’
brain activity during a freely-paced motor decistask, in which subjects pressed one
of two buttons when they felt thege to do so, while watching letters presented on a
screen. At the end of each trial, they had to rtewbich letter was displayed when they
decided on the motor action. The authors assesgedugh statistical pattern
recognition techniques, how much predictive infaiiora was contained in specific
brain regions at various time points. The actiatyhe fronto-polar cortex (BA 10) and
precuneus/posterior cingulate cortex was highlydigteve of the subsequent outcome
of the free decision (action selection), at leastes seconds before the actual action
took place. Conversely, activity in the SMA/pre-SMAmMplex was informative with
respect to the timing of action execution, suppagrtihe hypothesis of a role of these
areas in thevhencomponent of voluntary actions. More recent eviéesgpports the
idea of a common circuit responsible for actioresgbn and onset timing of voluntary
actions. fMRI results (Momennejad and Haynes, 20&By direct extracellular
recordings in patients undergoing surgery for plamwoiogically intractable epilepsy
(Fried et al., 2011) revealed the involvementhaf medial frontal cortex, including
the SMA, in thewvhatandwhencomponents of internally-driven actions. Furthere,
Hoffstaedter and colleagues (2012) reported aobtbe anterior mid-cingulate cortex
(@aMCCQC) in both internal selection (what) and timifwghen) of movements, but the
activation was greater when these decisions were triggered by external stimuli.
In conclusion, recent scientific evidence suppdhe proposed distinction between,
at least partially, separable circuits fotemally and externally generated actions.
These results are in agreement with Goldberg’s{L9&w of a functional distinction
between the fronto-median cortex, responsible fier intentional control of behavior
and, the fronto-lateral cortex, more involved i #xternal control. This ‘two routes

hypothesis of action’ includes the basal ganghad fronto-median areas, including
11



the pre-supplementary (pre-SMA) and the supphtang motor area (SMA), and the
cingulate motor area for internally-generated asjovhile the circuit responsible for
externally triggered actions includes the patidobes, lateral premotor areas and
the cerebellum. Interestingly, Sherrington in b@96 work “The integrative action of
the nervous system” already supported the idea blméh the premotor and the
supplementary motor cortex project to the primaotancortex which, in turn, provides
afinal common pathio the muscles for movement (Astor-Jack & Haggaff)5). The
areas part of the internally-driven and externtdiggered action circuits have been
updated over the years, but the concept of sepaiataits remained valid. It is,
however, less clear what are the circuits involiredction selection (what) and in the

timing of the action (when).

1.3 The Whether component and inhibitory control

An important feature of cognitive control is thal@pto withhold unwanted actions, in
response to environmental or ‘internal’ changese Tarm ‘intentional inhibition’
(Filevich, Kuhn, & Haggard, 2012) refers to theluntary inhibition of responses
(internally-driven action inhibition). The ability withhold or interrupt ongoing motor
plans as a result of an internal decision is draive feature of higher animal species
(Curtis and D’Esposito, 2009), which is operatibndefined in thevhethercomponent
of intentional actions (Brass & Haggard, 2008). Tdtady of inhibitory control is
particularly relevant, since psychiatric and nesgamological disorders often cause an
impairment in the ability to inhibit compellingrges (addiction, Tourette syndrome,
attention  deficit/hyperactivity  disorder, obsessroenpulsive disorder and

schizophrenia). Therefore, the study of the nedranderpinnings of internally-driven
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action inhibition can help us understand how thairbexerts control over response
tendencies ithe normal population as well as in brain disordesigh the final aim to
find possible rehabilitative strategies. Howeves, anticipated above, the study of
internally-driven action inhibition is more complesompared to the study of tivhat

andwhencomponents of intentional actions.

To investigate thavhethercomponent, a study should compare an externaiNygialr
condition in which the stimulus instructs partigip@ to either execute the planned
action or inhibit it, with an internally-driven cdition where participants can freely
decide whether to act or not. The study of the nmalty inhibition of actions is difficult
because it is important to present participantd witstimulus that does not determine
participants’ choice. Importantly, subjects shontit choose in advance whether they
will inhibit the planned action or not, however tatget presentation, and when they
choose to inhibit the action there is, by defimtimo behavioral outcome to measure.
Lastly, participants should have a reason to perfan action or not. Similarly, in real
life, actions or action inhibitions have conseqe=nand an experimental paradigm
should provide participants with a motivated reagorither act, or inhibit the action,
on each trial. Together, all these limitations haaeised the voluntary inhibition of
action to be almost unexplored by cognitive neussgists, whereas the study of the
externally-triggered inhibition of action has reaea much attention over the years. The
majority of these studies (Aron et al., 2004, 20079e the Stop-Signal or
countermanding task paradigm (Logan, 1994), whargqgipants are required to plan a
motor response on each trial (e.g. a button préss) they will perform upon the
presentation of the target signal. Critically, @me trials, a stop-signal appears with a
variable delay after the presentation of the taligstructing participants to withhold the

response. Another paradigm often used to investigation inhibition is the Go/NoGo
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task, in which the target instructs participantseither execute the action or not.
Moreover, by manipulating the probability of ocamnce of the NoGo stimulus and the
allotted time to respond (speed or accuracy task}icipants are more or less likely to
plan the action in advance (see Swick, Ashley, &@&n, 2011 for a critical comparison
between the two paradigms). Several experimentaliet (e.g. Obeso et al., 2013;
Neubert et al., 2010) have suggested a role ofigine Inferior Frontal Cortex (IFC) in

the externally-triggered inhibition of actions, pably part of a circuit that includes the

pre-SMA and the subthalamic nucleus (STN) (Aroalgt2011), as shown in Figure 1.

Figure 1 The brain network for reactive stoppim) Regions that are critical for stopping in
the standard stop signal paradigm. Two regionsinvitfie inferior frontal cortex (IFC) are the
inferior frontal junction (IFJ) and the posterigmliF-G. The pre-supplementary motor area (pre-
SMA) is in the medial surface. (B) White matterctagraphy using diffusion tensor imaging
reveals a three-way network in the right hemisplbeteveen nodes that are critical for stopping

action. (modified from Aron et al., 2011)

Only few studies have used an experimental paradigone appropriate to study
internally-driven action inhibition (Brass & Haggar2007). In their fMRI study, Brass

14



and coworkers adopted a modified version of theetsb paradigm*, in which
participants could freely decide whether to actot, and later, they were asked to
report the moment in which they thought the deaigmok place. In this task, like in
Libet’s task, the time-locking event is the repdrtene of the decision-making process,
but some studies on temporal binding have demdedtf@w these subjective measures
are systematically influenced by subsequent ev@dsks & Isham, 2009; Herwig &
Waszak, 2012; Moore & Obhi, 2012). Neverthelesgshia first attempt to investigate
internally-driven action inhibition (which they tandogenous inhibition of intentional
actions’), the authors found a greater activatiéorthe dorsal fronto-median cortex
(dFMC, anterior to the pre-SMA and dorsal to thstra cingulate zone) for the freely
inhibited trials compared to action trials. Thehews interpreted the role of the dFMC
as “top-down control signal gating the neural patisvlinking intention to action”,
which is also supported by a positive correlatiebween individual dFMC activity on
inhibitory trials and the frequency of inhibitedtiaos. The authors further suggested
that this area is likely not involved in the degisiwhether to act or inhibit, since this
decision would be present in both action and itimbitrials, whereas they found very

little activation of this area in action trials.

*In Libet's paradigm (Libet et al., 1983) particita watched a dot on the screen of an oscilloscope
circulating like the hand of a clock. They were eko perform a wrist movement at a time of their
choice and later report the position of the mowdiog when they were aware of the conscious decision
move.
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Kuhn and coworkers devised a better experimenteddigm to study the distinction
between a decision whether to act or inhibit (Ketl., 2009): they compared, in the
same subjects, a Go condition with a free-choigeditimn. In their fMRI study, the
authors presented participants with a white maolble¢op of a tilted plane, the marble
turned green on 50% of the trials (Go signal) unding participants to press the button
to stop it from falling off the plane. On the othelf of the trials the marble would stay
white, informing participants to freely decide wiet to stop the marble (decide-Go
trials) or inhibit the pre-planned action (decide®b trials). In a first attempt to
provide participants with a reason to either exec¢bé action or withhold it, they used
an aversive feedback (a glass breaking sound) wkesebjects decided not to inhibit
the action (button press). By contrasting the twoide condition with a third control
condition (externally instructed NoGo trials) theypected to find an area involved in
the decision whether to act or not, an area adhvaoth decide-Go and decide-NoGo
trials. This contrast yielded the activation of tREZ, previously associated with the
what component. They also replicated Brass and Haggassults, finding a greater
activation of the dFMC (BA 9) in decide-NoGo trigkelative to decide-Go trials,
consistent with the view that dFMC is involved e tvoluntary inhibition of actions. In
support of this view, they also found a significadifference in the effective
connectivity with pre-SMA, suggesting that the dFMtght directly influence motor

preparation.

After the WWW model of intentional action, reseahhave been trying to isolate the
areas involved in the three components, using réifieparadigms to study externally-
triggered action generation and inhibition. A surmynaf the areas involved in the three

components of intentional actions is shown in Fegir
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Fig 2. Upper panelmedian view of the human cortebower panel, shematic drawing of the
frontal brain regions that have been consisterdlynél to be involved in thevhen what and
whether components of intentional action. SMA= supplemsntaotor area; RCZ= rostral
cingulate zone; dFMC= dorsal fronto-median cor{Bxass & Haggard, 2008)

Despite these studies have provide some usefulniafiton regarding the brain circuits
involved in internally-driven action inhibition, rob still needs to be done to fully
understand whether the same or different brairutg@are involved in the two types of
action inhibition and whether the dFMC is causakgponsible for internally-driven

action inhibition. When investigating inhibitory mivol, as already pointed out earlier,
oftentimes different names are used to refer tostdén@me concept, like endogenous,
internally-driven, intentional or self-generatediaa inhibition. In the next paragraph

we will critically review a recent paper (Ridderhidf et al., 2014) in which the authors
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provided some dimensions along which inhibition cée distinguished and

systematically investigated.

The study of the multifaceted inhibition of actions

As Ridderinkhof and collaborators correctly pointedt, action inhibition is often
treated as a unitary concept, however, even witendomain of externally-triggered
actions, it is easy to intuitively capture the erfnce between having to stop pressing
the car accelerator when the traffic light turnd oe refraining from smoking cigarettes
because the packages says “it causes cancer’. akiging internally-driven action
inhibitions there are differences, for instancewmsin avoiding asking inappropriate

guestions or stop eating a delicious slice of cake.

Just like the ‘WWW'’ model tried to disentangle beem different components of
voluntary action inhibition, within thevhethercomponent Ridderinkhof and colleagues
distinguished four relevant dimensions accordingwioich, in the authors’ view,
inhibition can be categorized (Ridderinkhof et @&014). In the first dimension, the
authors distinguish betweedntentional and reactive inhibition. These two types of
inhibitions can be compared to internally-driverd aaxternally-triggered inhibitions,
and, since there is evidence suggesting that ealtecnes activate inhibition
automatically (Verbruggen & Logan, 2008), Riddehnkand coworkers used the term
‘reactive’ for the latter type. | will explain latewhy, in my opinion, the terms
intentional and reactive might create some confusion. The second dimensgards
the timing of the inhibition process, the momentime in which the decision to inhibit
is implemented. For externally-triggered actionsjng the Stop Signal paradigm

described earlier, researchers manipulate the tneeval between the Go and stop
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signal, called stop signal delay (SSD), to studg brain areas involved in action
inhibition at different stages during action protioie. The third dimension

differentiates between global and selective intohit Global inhibition refers to the
interruption of all responses, performed when faktbition is needed. For instance,
Majid et al., 2012 used transcranial magnetic sttmn (TMS) to show that reduced
cortico-motor excitability of the leg could be find tasks requiring fast inhibition of
hand movements. However, when one action is seddgtinhibited, while others are
performed, a selective inhibition mechanism is ayed. Finally, in their last

dimension, Ridderinkhof and colleagues proposesandtion among different types of
action to be inhibited. Some characteristics ofdhgons that modulate inhibition are
the strength of stimulus-response association hrdptepotency of the action (how
much it has been preactivated). This last dimensambe, however, very difficult to

measure in an experimental condition.

As previously anticipated, | believe that the fidatnension proposed by Ridderinkhof
and colleagues is useful but the chosen terminotoigyt be confusing. The reason for
this is that another type of action inhibition, ledl proactive inhibition is often
contrasted to reactive inhibition (see the dual mesms of control (DMC) theory
Braver et al., 2007; 2012). Proactive inhibitiomdae described as “how a subject
prepares to stop an upcoming response tendencgh(&011) and it has been shown to
be context-dependent (Wardak et al., 2012). Readiopping (also sometimes called
‘outright stopping’ e.g. Swann et al., 2012) isstead, the ability to interrupt an action
after the presentation of a target. While proacintebition probably depends on both
internal and external factors, reactive inhibititmt is inhibition triggered (in time) by
the presentation of a stimulus, is not necessadernally-triggered. For example,

while, in a Go-NoGo paradigm, the probability obpentation of a NoGo signal will
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modulate the amount of proactive inhibition the jeabwill activate, and the target
presented to participants can either instruct themerform (Go signal) the action or
inhibit it (NoGo signal) or just let them decide ether to act or not (decide Go/NoGo
signal). For this reason it is reasonable to djstish between proactive and reactive
inhibition, the first is context-driven and the eed is stimulus-triggered while the
dimension regarding the level of intentionality posed by Ridderinkhof and
colleagues should instead be considered as a oontirfrom externally-triggered to

internally-driven action inhibition (Filevich et.aR012).

In this experimental project, | focused on two ty@é action inhibition: in a first set of
experiments | addressed the comparison betweemnekietriggered and internally-
driven actions. | specifically designed a task tasited participants on some trials to
freely decide whether to perform the action or lthit, whereas on other trials the
stimulus instructed participants to either perfdima action (Go signal) or not (NoGo
signal). In a second set of experiments | focuse@roactive inhibition. In particular, |
investigated the time course of proactive inhilbitiblypothesized to be automatically
activated after the presentation a warning sigmaparticular | studied the mechanism
that has been hypothesized to be responsible forirthibition of automatic, early
responses (Boulinguez, Ballanger, Granjon, & BesaR009; Criaud, Wardak, Ben

Hamed, Ballanger, & Boulinguez, 2012).
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2.1 Techniques employed in the experiments

In this section the imaging techniques Transcraliagnetic Stimulation (TMS) and
electroencephalography (EEG) will be briefly intnoed along with the rationale for
using them in the present studies. Methods andeproes will then be discussed in

details for each experiment below.

Transcranial Magnetic Stimulation (TMS)

TMS is a tool used to stimulate the brain non-imnxey. It uses of the principle of

electromagnetic induction, discovered by MichaelaBay in 1831, which states that
fluctuating magnetic fields can induce electricreat in conductors placed nearby.
With TMS, a magnetic field is generated by an eleat current generated inside the
coil, as depicted in Figure 3. The magnetic fidldrt induces an electrical current in the

cortical surface underneath the portion of thepsoakr which the coil is placed.
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Figure 3 The figure illustrates the induction oéafical currents in the brain (black arrows in
brain) through the magnetic pulses (red/pink) aablby means of the coil (grey 8-shaped
figure) placed on the scalp. Adapted from Riddind Rothwell (Ridding & Rothwell, 2007).

Through the extracellular space, the induced etattcurrent excites the axons of the
neuronal population in the surrounding brain tisand, with sufficient intensity, it will
cause the discharge of action potentials whichprvdpagate to local (Allen et al., 2007;
Mueller et al., 2014), and probably more distarttvoeks (Ilmoniemi et al., 1997; Paus
et al.,, 1997). The number and type of stimulatedrows will depend on their
orientation relative to the current flow (Ni et,aP011), and this will likely affect
whether the effect of TMS on the ongoing brain\agtiwill be excitatory or inhibitory
(for a review see Kobayashi & Pascual-Leone, 200B)S is usually more focal when
delivered with a figure-of-eight coil. The magnepigise reaches the brain unattenuated

and it has been used by cognitive neurosciensstse 1985 (Barker et al., 1985), to
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non-invasively stimulate the brain. TMS can be usechap brain functions and explore
the excitability of different regions, and more ertly it has also been used as a
rehabilitative tool for various pathological condits (e.g. migraine, depression,
schizophrenia, stroke). The effect of TMS on thmglated tissue varies depending on
the frequency and strength of the magnetic pulbas,it is also modulated by the
distance between the coil and the brain (the it the magnetic field decreases in
proportionately to the distance squared), the amotiaxtracellular liquid surround the
targeted brain area (e.g. presence of fissures dmspness of the sulci) and the
orientation of the coil. These factors introducensosource of variability in the
responses to TMS that should be taken into accailm®@n running an experiment.
However, optically tracked frameless stereotaxicigetion systems are now widely
used to guide the TMS coil, and should be usedetluae variability. TMS can be
delivered either single-pulse, in pairs of stimagparated by a variable interval, called
paired-pulse TMS, or in trains, hence repetitive SIMnh my studies, | used repetitive

and single pulse protocols.

A single pulse of TMS delivers a magnetic fieldttban have an intensity of maximum
2 Tesla and lasts about 1380 When single pulse TMS is used to stimulate tedh
area within the primary motor cortex (M1), with cient intensity (Rossini et al.,
1994), a brief, relatively synchronous muscle resgocan be measured with electrodes
placed on the controlateral hand. The amplitudéisf response, called motor evoked
potential (MEP), is an indirect measure of cortspiral excitability, that is the
susceptibility of motor areas to produce movemeaig to the direct or transynaptic
recruitment of cortico-spinal neurons (see Teratgawa, 2002). The possibility to
test, through single pulse TMS, the level of exiligy of a cortical area has been later

generalized to non motor brain regions. This tegph@ican be used, in fact, to interfere
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with cortical functions while participants perforen cognitive task and, due to its
excellent temporal resolution (milliseconds), clooetric studies can be performed to
determine the time course of the involvement opecsic brain region in a cognitive

task.

During repetitive TMS (rTMS), a train of pulsesdslivered at the desired frequency
and it produces effects that outlast the time ahwation. When the pulses are
delivered at low frequencies (0.2-1 Hz) the nee@ffon the stimulated brain areas is
inhibitory (Walsh & Cowey, 2000). This was origihalmeasured by applying low
frequency rTMS to M1 and measuring the induced ¢tdn in the amplitude of MEPs
(Chen et al., 1997). Low frequency magnetic statiah is known to have inhibitory
effects and can help test the functionality of avoek system when the stimulated node
is temporarily damped. This virtual lesion approéléhscual-Leone et al., 1999) likely
alters the entire system by either adding noisehf@czkopf et al.,, 2011), or by
changing the synergies between regions that ateopaihe same network (Lee et al.,
2006; Plow et al., 2014) likely causing homeostati@anges in other brain areas,
connected to the stimulated hotspot by corticoicalrt or cortico-subcortical

connections (Siebner et al., 2004).

Electroencephalography (EEG)

EEG is a widely used, neuroimaging technique tmnecalmost in real time, the
electrical brain activity. Electrodes are placedtloa surface of the scalp to record the
electrical activity of the neuronal populations.isTkechnique is quite old, and it dates
back to the German physiologist and psychiatrishdH®8erger (1873-1941) who

recorded the first human EEG in 1924. EEG provi@esique way to non-invasively
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record the oscillations of brain electric potergtjalvith great temporal resolution,
although with low spatial resolution. EEG recordsdiffierence in potential (voltage),
measured between two electrodes, an active ante@emee electrode. Each electrode
registers the summed activity of different neurompalpulations, and one of the
drawbacks of this technique is represented by ifieudty to isolate and localize the
neuronal sources that generate the signals detemtedhe scalp. Despite these
limitations, EEG provides useful information regagithe brain activity involved in a
task and, specifically, the brain’s response to es@wents. By averaging many trials
time-locked to some specific event of interest.(gagget, motor response), it is possible
to measure event-related potentials (ERPS), redubia signal-to-noise ratio, which is
another problem of EEG data. The voltage recordedhe surface of the head is, in
fact, a sum ofsignal which represents any type of brain activity tlesearcher is
interested in, andoise,that is everything different than the signal. Ohly averaging
together the activity recorded from many trialspdssible to enhance, in the final
recorded potential, the contribution of the sigaatl reduce the impact of the noise,

assuming that the latter has a random distribution.

By averaging the signal time-locked to some evenly phase-locked activity remains
visible, but EEG also contains non phase-lockethrhic activity, that reflects neuronal
oscillations. These oscillations, fluctuations I texcitability of neuronal populations
are described as frequency (speed of the oscillatieasured in Hz), power (squared
amplitude, measured in uV) and phase (positiongatbe sine wave at any given time
point, measured in degrees or radians). The frequdands typically analyzed in
cognitive electrophysiology are the delta (2-4 Hhgta (4-7 Hz), alpha (8-15Hz), beta
(16-31) and gamma (32-150 Hz). Different cognitprecesses and neuronal functions

seem to make a greater use of some frequenciesmthsf others (Buzsaki & Draguhn,
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2004). For instance, the alpha band has been detatenhibitory control (Hwang,
Ghuman, Manoach, Jones, & Luna, 2014; Klimeschs&ag, & Hanslmayr, 2007),
whereas an increase in beta power has been asshcahong other processes, to
sensorimotor transmission (Kilavik, Zaepffel, BriyveMacKay, & Riehle, 2013). The
relative power of some frequency bands changegsponse to an input, or during a
cognitive effort, and this difference is capturey évent-related synchronizations
(ERS), representing an increase in power, and d@ésgnizations (ERD), associated to
a decrease in power. Many other types of analyses lie performed on EEG
frequencies, and their description is beyond tlmeof this paragraph (for a detailed

description and discussion séehen M. X., 2014).
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3.1 Experiment 1: Investigating internally-drivencaexternally-triggered

actions

As previously reported, not many studies have igated, in the same subjects, the
brain areas involved in internally-driven and ewm#dly-triggered actions and action
inhibitions. The lack of studies investigating imtally-driven action inhibition can be
ascribed to the difficulty to design a task usingtinulus that does not directly cause
the decision to act or inhibit, and to the lackaaheasurable behavior, when the action
is inhibited. Previous fMRI studies reported a ¢geactivation of the rostral cingulated
zone (RCZ) for both the endogenoubat (Mueller et al., 2007; Lau et al., 2004) and
whether decision (Kuhn et al., 2009). However, Kuhn andvaxdkers gave more
compelling evidence through a connectivity studyvging that the dorsomedial frontal
cortex (dFMC), also named ‘veto area’, might beoesible for the implementation of
the internally-driven decision to inhibit an acticDther studies have found the right
Inferior Frontal Gyrus (rIFG) to be more involved @xogenous (externally-triggered)

action inhibition (Chambers et al., 2006; Swanalgt2012; Wessel et al., 2013).

Here for the first time we investigated the causé of the dFMC and the rIFG in the
inhibition of unwanted responses, comparing, wittiia same participants, externally
and internally-driven action inhibition using a pbkgphysical paradigm. We used
inhibitory transcranial magnetic stimulation (TM8yer the left dFMC and rIFG to

study their role when subjects must freely decithetiver to act or not. Results indicate
a prevailing role of the dFMC in endogenous actidnbition. Electroencephalography
(EEG) also showed distinct neuronal markers forgerous and endogenous action

inhibition.
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3.2 Materials and Methods

Participants

Nineteen right-handed university students (mean2xgé years; SD 3.5; 10 females)
with no neurological or psychiatric impairments watarily participated in the study.
Handedness was determined via a condensed verkitre cedinburgh Handedness
Inventory (Oldfield, 1971). All subjects provideditien informed consent, according
to the ethical standards of the Declaration of iH&ls The study was approved by the
ethical committee of the University of Trento. Adarticipants passed the TMS and

EEG safety screenings.

Experimental procedure

The study comprised a behavioural session thadagiproximately one hour, followed
by three TMS-EEG sessions on three separate days.overall duration of the

experiment was about 10 hours. During each TMS-E&$3ion, EEG was employed to
record brain activity of participants while theyrfmemed the Act or Inhibit task (see
below for a detailed description), before and adigplying TMS over one of three brain
areas (see “TMS-EEG sessions” section), duringfiimeo procedure. Throughout the
duration of each session, subjects seated on aocianle chair at a distance of 57 cm
from the computer screen and responses were aaleasing a low-latency USB

response box (DirectIN v2012, Emprisoft, Inc.). Ttask was presented on a 22"
Samsung 2233RZ LCD monitor running at 120Hz on adbdWws 7 machine running

Matlab 7.2 and Psychotoolbox 2.0 experimentatias@ntation software. Participants

were paid a fixed amount for the behavioral sesaimh a variable amount for each of
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the stimulation sessions, depending on their perdoce in the cognitive task. The

order and duration of each experimental sessidessribed in Figure 4.

Behavioural session

™ ™ ™
Speed threshold Colourthreshold Actor inhibit
task task task (1 block)
/ J /
TMS-EEG session
™ ™ ™
Actor inhibit Repetitive TMS Actor inhibit Rest for 30 min Actor inhibit
task (2 blocks) for20 min task (3 blocks) task (1 block)
J J J

Figure 4 The figure shows the order and duratioaamh experimental session. During the first
behavioural session subjects were tested on tasés:tthe speed threshold, the colour threshold
and one block of the Act or Inhibit task. This sexce was repeated three times for a total
duration of about an hour. Each TMS-EEG sessiatestavith two blocks of the Act or Inhibit
task (baseline), followed by 20 min TMS while sultgerested. Immediately at the end of the
stimulation, subjects performed 3 blocks of the écinhibit task (15 min). After 30 min of rest
participants performed 1 more block of the Act imhibit task, for a total duration of about 3
hours for each TMS-EEG session. Brain activity aftigipants was recorded during every

TMS-EEG session.

Behavioural session

During the first behavioural session, participgoésformed three tasks, repeated three
times each. Two tasks had a built-in staircasequtore to measure the psychophysical
thresholds for the subsequent task that particgppetformed during the stimulation

condition. In all three tasks, participants weregented with a marble at the top of a
tilted plane. The plane consisted of a white B85 thick and 27.8 long degrees of

visual angle, with a luminance of 204.5 cd/m2gtlliat an angle of 30 degrees, running
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from the upper left to the bottom right quadrantioé screen. The marble was always
presented at the top of the plane, hence on théetbpide of the monitor. All stimuli

were presented on a black background (0.2 cd/m?).

During the Speed Threshold task, on each triatjqgaants were presented with a static
white marble 3.55 degrees in diameter, and thewaskself-paced. Subjects were asked
to press a key on the response box with theiiréfx finger to start the next trial. After
a variable delay (between 0 and 3 seconds) thelenatarted rolling down the tilted
plane at a fixed velocity. Participants were adicedait for the ball to start moving and
then press another key with their right index finge quickly as possible to stop it. A 1-
up-1-down staircase procedure was employed to rdeter for each participant, the
threshold speed at which they were able to coyextdp the marble before falling off
the plane on 50% of the trials. The task ended wthen threshold speed was

determined.

In the Colour Threshold task, the marble startedingpafter a variable time interval

(same as before), after participants pressed thetkestart the trial. The speed was
constant as individually measured during the previdask. We used a staircase
procedure, this time to measure a shade of col@mirwas subjectively perceived as an
ambiguous colour in between two predefined col@tinat is when they reported 50% of
the times one of the two colours, see below foetaited explanation). The task stopped
once the ambiguous colour was found. We intermiged staircases: one staircase
started from the colour green, one from the coloagenta and four others from mid
points between these two colours. The two staiscatating from green and magenta
had bigger step sizes than the others. Colours defieed in the Lab Colour Space, a
color-opponent space with dimension L for lightnasd a and b for the color-opponent

dimensions, which allowed us to modify the greethAalues while keeping lightness
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and yellow/blue values constant. On each trial, tieble was a different shade of
colour between green and magenta and patrticipaats asked to watch the marble
rolling down the tilted plane. At the end of eaafalt the word “magenta” was

presented on the left side of the screen and thid tigween” was displayed on the right
side. Subjects were asked to press one of two kaythe response box indicating
whether the marble looked “more magenta” or “mareg”. The colour-related words

presented on the screen were spatially congruetit thie keys to help subjects

remember the location of the key they meant tografter the response, a new trial
started with a new coloured marble. Once the andug colour was determined, 14
other shades of colours were mathematically detexdhiso that 7 would be closer to
magenta and 7 to green. A cumulative of normaritistion was generated with mean
corresponding to the threshold value of the stagg@mbiguous colour) and standard
deviation (std) of the staircase. Being the exterokthe distribution green (0) and
magenta (1), two out of the seven shades of coleue randomly sampled within 1 std,
for each side of the distribution. The remainingsttades of green were randomly
sampled in the range from mean-1std. to the 20tbepéle, whereas the 5 shades of

magenta were randomly sampled in the range fromn#iriesdd. to the 80th percentile.

In the third task, named Act or Inhibit task, weedisa modified version of the task
employed by Kuhn and colleagues (Kuhn et al., 20@8) each trial, a marble was
presented on the top of a tilted plane and aftearable interval (Stimulus Onset
Asynchrony: 150, 300, 500, 1200, 1500, 3000 msjatted rolling down the plane at
the threshold speed determined during the firdt. t&@s each trial, the ball could have
been one of the predetermined 15 shades of calmlour presentation and SOAs were
pseudo-randomly intermixed across trials. Partitipavere asked to wait for the ball to

start moving and then to press a key with theintrigdex finger “only if the colour of
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the marble looked more green”. Each block consisted?20 trials: the ambiguous
colour was used in half the trials, 30 trials wgreen trials, randomized across the 7
shades of green, and 30 were magenta, randomizedsathe 7 shades of magenta.
Since participants were asked to perform a singi#oh press in order to stop the
marble only if its colour was perceived as beingegr, the green and magenta marbles
are examples of “Exogenous Go” and “Exogenous NoGbhuli, respectively.
Importantly, the ambiguous colour by definition wagt easy to categorize, forcing
subjects to behave randomly and, for this reasan,censider this an “Endogenous
Go/NoGo ” condition, since it allows participantsfteely decide whether to respond or
not. On Endogenous Go/NoGo trials, participantssed the button 50% of the times (a
t-test was used to confirm that the relative fremyeof responses was not significantly
different from chance), suggesting that the stagcprocedure worked properly. We
computed multiple shades of green and magenta &vept participants from
memorizing the colours and the correct stimulupoase pairing. In fact, since some
shades of magenta and green looked similar torttgauous colour (within 1 std from
threshold value), participants most likely were mstare that one specific shade of
colour was presented more frequently. Furthermatréhe end of each trial, after a 300
ms interval (during which late responses were ady, a feedback was presented for
1500 ms at the location where the next marble wagpear. One of two feedbacks
were provided: when the key was pressed beforendmble fell off the plane the text
“Blocked” appeared, whereas “Not Blocked” was dagpeld in case of a late response or
a no key press. Additionally, if the marble wasegrend participants correctly pressed
the button, the text “Good + 10c.” was shown. Relsavere given for quick responses
only, to keep participants motivated to always prepa response and, if necessary, to
inhibit it. Similarly, on Exogenous NoGo trials (genta) the same feedback appeared

if participants decided not to press the buttorcdse of mistake (late or no response on
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green trials/key press on magenta trials) the‘tdat 0c.” was presented. Critically, on
ambiguous colour trials (Endogenous Go/NoGo), jreetively of participants’ choice,
one of the two feedback was randomly presentetideitGood. +10c.” or “No. 0Oc.”
together with “Blocked” or “Not blocked”, respecatiy, depending on their choice).
Participants were informed that they would be pthd amount of money they
accumulated during this third task (except for fingt behavioural session), however
during the study they were unaware of the feedlaekipulation (they were fully
informed at the end). Subjects were also infornted tlue to the difficulty of the task
and speed of the marble, they would probably noh @aoney on every trial. Since
participants were rewarded (and paid) dependingthair performance, they were
motivated to perform a fresh decision on each wiadl also to respond quickly. To
avoid contamination of ocular movements at cuegmidion and to have a variable
inter-trial interval (IT1) in the last ten subjectter the presentation of the feedback, a
black screen was presented for a variable intdvgdleen 500 and 1500 ms, followed
by a fixation cross at the location where the nearble would appear for a variable
duration between 500 and 1500 ms, both in the Acinhbibit task and the Colour
Threshold task. In Figure 5 an example of exoger®odrials is shown. Participants
performed the two psychophysical tasks and onekbdbdhe Act or Inhibit task three
times to obtain a stable performance and to farmakawith the Act or Inhibit task that

was subsequently used for the TMS-EEG sessions.
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e

Figure 5 The trial structure is shown, using theg®nous Go condition as an example (for
showing purposes colours are inverted, the backgrigiblack and the is white). The arrows at
the bottom represent time intervals. In this exanpl button press was performed while the
marble was rolling down the tilted plane at theetiirold speed. A black screen was presented
subsequently for 300 ms, during which late resperege detected. On each trial, the marble

was coloured in one of the 15 possible shadesloticn

TMS-EEG sessions

During each TMS-EEG session, participants wore &G EEap where the electrodes
were positioned. We first used TMS to measure stfjgesting motor threshold
(rMT), defined as the lowest TMS intensity necegdarelicit visible twitches of the
right index finger on five out of ten consecutivals. A repeated measure ANOVA
was used to verify that the rMT did not signifidgntary across days (p=0.3). For the
last 9 subjects, we measured the rMT again at deoé the experimental session, to
check for changes in cortico-motor excitability dioethe TMS stimulation, and we
found no significant differences for the three maitsites we stimulated: dFMC (t(8)=-
0.299, p=0.773), rIFG (t(8)=-0.750, p=0.475) and \(8)=-0.832, p=0.429).
Subsequently, participants performed two block® (tials each) of the Act or Inhibit
task at baseline. They then rested while we ap@ié&tD-min train of repetitive low-
frequency (1 Hz) stimulation. Right after the enfl tbe stimulation, participants
performed the Act or Inhibit task for 15 minutelrée blocks), after which they rested

for half an hour before executing another blockheck for long-lasting effects. For a
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subset of 10 subjects, we did a final block of Actnhibit task at 80 minutes after the

end of the stimulation.

TMS pulses were delivered using a 70 mm figure48ammnected to a Magstim Rapid2
(Magstim Co., UK) and the stimulation intensity wset to 110% of their rMT. On each
day of stimulation session, TMS was delivered awee of three hotspots determined
using MRI-based neuronavigation (Brainsight, Rotjug, and the hotspots averaged
across subjects are shown in Figure 6. We uselr#ie coordinates for the left dFMC

(Brodmann Areas 9) from Kuhn et al. (2009) andtlf@r rIFG from Aron et al. (2007) to

guide our individually determined hotspots. Meary,xz MNI coordinates were -7, 42,

21 and 57, 18, 6 for the left dFMC and rIFG respety (Jenkinson and Smith, 2001).
The control early visual area V1 was also deterdhiosing the stereotactic system
(mean x, y, z coordinates: -17, -104, -5). The oafestimulation was counterbalanced

across participants.
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Figure 6Upper part, The average stimulated areas are shown. Fromdefgit: left dFMC,
riFG, left V1. Due to radiological conventions léft shown on the right side and viceversa.
Lower part,on the left side the sagittal view of the left dFMCone participants is displayed,
whereas on the right side the rIFG from one sulieshown on the surface of reconstructed 3D

brain. Data shown with permission.

Continuous EEG was recorded from 27 Ag/AgCl surfaicg electrodes (Fpl, Fp2, F7,
F3, Fz, F4, F8, Fc5, Fcl, Fc2, Fc6, T3, C3, Cz,1d4 Cp5, Cpl, Cp2, Cp6, T5, P3, Pz,
P4, T6, O1, and O2) mounted on a TMS-compatiblstielacap, according to the
extended 10-20 international system. The groundtrelde was placed between the
electrodes Cz and Pz, and since the embeddednegeetectrode was the right mastoid,

the average activity of all the electrodes was use@ reference instead, in order to
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avoid lateralization effects. Eye movement EOG wexeorded with two electrodes

placed above and below the right eye. The layosihdsvn in Figure 7.
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Figure 7 The figure shows the configuration of ¢hectrodes mounted on the TMS-compatible
EEG cap. EMG1 and EMG2 electrodes were not used.

The EEG was amplified and recorded with a full-b&@-EEG system (neuroConn
GmbH, Limenau, Germany) with a sampling rate of@6#. An indirect measure of
impedance was calculated as a function of DC-offgath was set at less than 8uV
with a standard deviation of less than 5uV oveba@cond period. A high pass filter
with a frequency cut off of 0.001 Hz was appliesiveell as a notch filter (band-stop 50
Hz). Continuous data were visually inspected angynportions of the continuous

recording were removed before applying Indepen@amponent Analysis (ICA) (Bell
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& Sejnowski, 1995). Independent components rel&betdlinks, saccades and muscle

artefacts were visually detected and removed.

Behavioural analysis

On the Act or Inhibit task, we recorded whetherudtdn press was performed in the
allotted time, and whether a late or no responsegieen. We excluded the trials where
participants pressed the button during the stimahset asynchrony (SOA), before the
ball started to roll down the plane. Response ti(R3s) shorter than 100 ms were also
excluded. We used a repeated measure ANOVA tdMStinduced effects on the RTs
with Bonferroni post-hoc correction, including bodin-time and late responses. The
number of given button presses was recorded separtdr the three conditions
(Exogenous Go, Exogenous NoGo and Endogenous @G@w'N@nd an analysis on the
relative frequencies of the given responses befm@ after each TMS stimulation
condition was conducted using the nonparametriedanan test, with Wilcoxon post-
hoc analysis. Since we compared relative frequeraieong conditions, the normality
assumption of the ANOVA could not be tested, themeefa nonparametric test was used

instead.

EEG data analysis

The software EEGLAB (Delorme & Makeig, 2004) (httpccn.ucsd.edu/eeglab/) was
used for the preprocessing and the ERP analysyseoEEG data. One subject was
excluded due to excessive noise and the analysiscasaducted on the remaining 18
subjects. For the statistical analyses of the ERRepeated measure ANOVA with

Bonferroni correction was used to compare the npeEsak to peak amplitude of single
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trials ERPs for each subject separately. Fielagtng ad hoc Matlab scripts were instead
employed for the analysis of the frequencies. Spkdensity estimation was performed
using multi-taper method based on discrete protgtkeeroidal (slepian) sequences
(Percival and Walden, 1993; Mitra and Pesaran, 198@ performed time-frequency

analyses of the EEG time series for all sensors a¥eequency band ranging from 6 to
42 Hz (in steps of 1 Hz) using 3 orthogonal tap@fss in duration and 8 Hz of

frequency resolution, each stepped every 0.02sst€Hbased permutation tests, using
the Monte Carlo method, were then performed on-freguency data at the group level
(Maris et al., 2007). Subsequently, a 3-way ANOVAswonducted to test at the single
subject level the effects found in the cluster-dasealysis, using the false discovery
rate (FDR) method (Benjamini and Hochberg, 1995)atwount for the multiple

comparisons problem.

3.3 Results

EEG results

Brain activity of participants was recorded befared after the rTMS session, while
they were performing the Act or Inhibit task. The{ITMS recordings of each day of
stimulation served to analyze the differences actask conditions: Exogenous-Go,
Exogenous-NoGo , Endogenous-Go and Endogenous-Nd®e last two conditions

were created separating, in the Endogenous Go/Numadition, the trials in which

participants voluntarily decided to press the buifendogenous-Go) from the trials in
which subjects decided to inhibit the planned actiendogenous-NoGo). Since in this
condition participants pressed the button halfhef imes at baseline, each of the four

conditions has roughly the same number of trials.
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In the ERP analysis, we included all the pre-TM&ordings from the three days of
stimulation for a total of 180 trials per conditioe tested whether the elicited brain
activity was significantly different between thedeigenous and exogenous condition by
comparing the stimulus-locked ERPs recorded betoeeTMS stimulation across the
four task conditions. Stimulus-locked epochs wemmputed using the presentation of
the static ball (cue) as time-locking event anceerdéed from -1000 ms to +4500 ms
(baseline period between -150 ms and +50 ms). Heorctrrent analysis, trials with an
SOA shorter than 500 ms were excluded, thus allstrwithin each condition were
identical until 1200ms post-stimulus. During thimeéframe, participants looked at the
coloured marble and decided whether to press thterbor not, while waiting for it to
start moving. Stimulus-locked epochs were averaggoss each condition for each
subject. We focused our analysis on the temporaddews of the N200 and P300
components associated with response inhibition €@reuse & Wessel, 2013;
Ocklenburg, Gunturkun, & Beste, 2011). We computedspectral maps of the grand
averages for each of the four conditions from 256650 ms post-stimulus and found a
peak of negative activity during these timeframe<iannels Cz, Fz, Fcl and Fc2 in all
conditions. The mean amplitude of the evoked p@knfor each electrode, condition
and subject was measured in three temporal windeash 100 ms long. A 3-way
ANOVA with factors channel (Fz, Cz, Fcl and Fcitjhed (250-350, 350-450, 450-550)
and condition (Endogenous-Go, Endogenous-NoGo gémxaus Go and Exogenous
NoGo ) was computed, applying Bonferroni correcti®esults show a significant
effect of time (F(2,16)= 11.828, p=0.001) and cdtindi (F(3,15)= 13.185, p=0.000),
whereas no difference across the channels was fddoedeover, the channel*time
interaction (F(6,12)= 7.373, p=0.002) and time*atiod (F(6,12)= 11.596, p=0.000)
interactions were significant, while the channeldoyndition interaction did not reach

significance. Since there was no main differenaesscchannels, the mean amplitudes
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of the three electrodes were averaged togethegratgty for each condition and for
each subject. We, therefore, created a unique meadithe intensity of the ongoing
activity over fronto-central areas for each of fthar conditions. We performed a one
way repeated measure ANOVA and results showed feignt differences across
conditions starting from 350 ms post-stimulus (F85b, p=0.000 for the temporal
window between 350-450 ms post-stimulus and F=24,p50.000 between 450-550
ms post-stimulus). In the 350-450 temporal wind@vFisher's LSD post-hoc test
showed significant differences between the ExogetfidaGo and all other conditions,
of particular interest the comparison with the Epeltous-NoGo condition (p=0.001).
We found a similar result in the temporal window0450 ms after stimulus
presentation (p=0.000), and a significant diffeeermetween the two Endogenous
conditions (p=0.002), whereas the mean amplitudthefselected electrodes between
the two Go conditions did not show any significdifterence for any temporal window
(p=0.592 and p=0.515, for 350-450 and 450-550 walser respectively). Data are

depicted in Figure 8.

Frontocentral stimulus-locked activity

— Endogenous Go

—— Endogenous NoGo
Exogenous Go

— Exogenous NoGo

L2 = MW oA

Amplitude (V)

Time (ms)

Figure 8 This figure shows the stimulus-locked ERf@sn the four conditions, as recorded

before the TMS stimulation. Time zero represengstifme at which the marble is presented on
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top of the tilted plane and participants are waifior it to start moving. Time (ms) is shown on
the X-axis, while the Y-axis represents the amggtfin pV) of brain activity averaged from
electrodes Cz, Fcl, Fc2 and Fz (positive is ughwipass filter with cut-off 35Hz was applied.
The black line indicates the temporal window in efhsignificant differences were found (350-
550 ms). The asterisk signals a p<0.05. At tlperight a spectral map shows the distribution
of the electrical activity on the scalp at 350 rstpstimulus with positive and negative voltages

represented in red and blue, respectively.

To test whether TMS modified the amplitudes of BRRPs, the average amplitudes of
the four electrodes were included in two 2-way ANV for the time intervals 350-
440 and 440-550 ms, with factors task conditiond@genous-Go, Endogenous-NoGo ,
Exogenous Go and Exogenous NoGo ) and stimulageTMS, dFMC, IFG and V1).
Bonferroni post-hoc correction was applied. In bodises, the effect found on pre-TMS
data was replicated, with a significant effect b ttask condition (F(3,51)= 29.699,
p=0.000 for the 350-440 ms interval and F(3,51)482, p=0.000 for the 440-550 ms
temporal window), while we found no effect of stilaion. In response-locked ERPs
(where time 0 is the button press) we compared dlieked activity between

Endogenous and Exogenous Go trials, but no sigmfidifferences were found.

For the time-frequency decomposition cue-lockedcapowere taken from -1500 to
2000 ms, with a baseline period ranging from -50011000 ms. Because for the time-
frequency analysis the baseline period has a greapact on the estimated power, only
the last 10 subjects were included in this analysilsce they were presented with
variable ITls. Cluster-based permutation tests (p&nutations) were then performed
on the grand-averages to check for differencessactask conditions, by applying
paired samples t-tests. Again, trials with SOA #trothan 500 ms were excluded from
the analysis. The comparison between Go and NoGulitbtons revealed several

significant clusters in fronto-central electrodes both the internally-driven and the
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externally-triggered condition. In Figure 9 eledeoC3 is shown with significant
clusters (p<0.05) for the Go-NoGo difference in Er@ogenous (left) and Exogenous
condition (right). A greater power of the slow @deftequencies is present in the Go
conditions, with respect to the NoGo conditionsnglavith a greater negativity in the

alpha and beta bands, ranging from 0.5 to 1.5 skscpaost-cue.
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Figure 9 The difference between the time—frequaegyesentations (TFRs) of Go and NoGo
trials, masked by the spectral-temporal patterrthef significant cluster. Endogenous and
Exogenous trials are shown on the left and rightepaespectively. Red denotes a positive and
blue denotes a negative raw effect. The TFRs areshor the frequency range [6 Hz, 42 Hz]
and the time interval [-1.5 s, 2 s].

The difference between the internally-driven anteeally-triggered Go condition was
significant, as displayed in Figure 10. Severatteteles show positivity in the alpha
and lower beta bands, but interestingly no effediound for electrode C3, indicating
that the two conditions did not differ at the lew¢élmotor execution. Electrode Cp5 is
shown as an example (Figure 10) where a relatimease in the alpha power is visible

between 0.6 and 1.2 seconds after cue presentation.
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Figure 10 Difference between the time—frequencyesgntations (TFRs) of Endogenous Go
and Exogenous Go trials, masked by the spectrapamhpattern of the significant cluster. On
the left side, all the electrodes are shows, véthlylobs representing significant clusters. On the
right side, electrode Cp5 is displayed. Red denatpssitive and blue denotes a negative raw
effect. The TFRs are shown for the frequency rd6ddz, 42 Hz] and the time interval [-1.5 s,
2s].

Results indicated that the time-frequency repredgems of the two NoGo conditions
were not significantly different. To test whethbese group effects were present at the
single subject level, and moreover if they were uoiaged by the TMS, the time-
frequency representations (TFRs) of each subjert Wescored with respect to the time
interval -0.5 -0.1 s. We then conducted a 3-way AMOwith factors level of
intentionality (internally-driven vs. externallyiggered), type of trial (Go vs. NoGo)
and stimulation (preTMS, dFMC, IFG and V1), for tipha and beta frequency bands.
We focused our analysis on the temporal window betw-0.5 to 1 s relative to cue
presentation, since tivehetherdecision is likely to happen within the first 66% from
cue presentation, although effects on the frequggmyer might be visible a few
hundred milliseconds later. The alpha band faitedhow significant results, whereas a
significant effect of the type of trial was found the beta band, particularly for

electrodes C3 and Cp5. In Figure 11, the differemesveen Go and NoGo TFRs is
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shown, using electrode C3 from the exogenous dondds an example, however the

same difference is also present for the Endogeroundition. No other effects were

significant.
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Figure 11 Grand-averages of the cue-locked TFRthnExogenous Go (left panel) and NoGo
(right panel) conditions are displayed. On the is éirne is represented (from -0.5 to 1 second),
whereas frequencies are shown on the y axis. Téw surrounded by the dashed line on the
right panel shows the time points and the frequenshowing a difference in power between
the two conditions (p<0.05 after accounting for thise discovery rate). Red and blue colours

represent a relative increase (ERS) and decre&de)(id power, respectively.

Behavioral effect of TMS

Low frequency rTMS should temporary inhibits adivof the stimulated brain areas
and provides a direct mean to test whether the dRENMCIIFG are necessary to inhibit
planned actions. To determine whether rTMS modifidticipants’ ability to inhibit
the urge to press the button, and therefore torugiethe planned action, we measured
the ratio between the frequency of button pressetcpants performed before and
after rTMS for the three task conditions (Exogen@as Exogenous-NoGo and
Endogenous-Go/NoGo ), relative to the total nundddrials per condition. If, in fact,

the dFMC and rIFG are causally involved in actiohibition, whether endogenous or
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exogenous, we should expect participants to bedbks to inhibit action plans after
stimulation, hence performing more button presséstive to baseline. An additional
analysis was conducted on response times (RTshagokcfor difficulty differences
across conditions and TMS-induced modulation ofulsipity that could explain the

behavioral results.

Frequency of response

We first measured the number of button pressedcpmamts performed when the
ambiguous color was presented (Endogenous Go/Na@ndition) and divided this
number by the total number of trials. We hypothedithat the dFMC would be causally
involved in the endogenous inhibition of actiorgrefore the inhibition of the activity
of this area through TMS could have temporarilyrgsed and reduced the ability of
participants to prevent the execution of a prepotmtion plan, when they could
voluntarily decide whether to perform the actiomot. For this reason, we expected an
increase in the number of given button pressekenBndogenous-Go/NoGo condition
only. Since the role of the rIFG in the endogenminbition of action has never been
directly investigated, we had no clear predictionthe outcome of the stimulation. To
measure the after-effect of the TMS, for each rTBEKssion we normalized the
frequency of the button presses executed in thimggshase after stimulation relative to
baseline. A Friedman test was employed to checkiveinghe six post-TMS blocks (2
blocks for each day of stimulation: immediately &@ minutes post rTMS) were
significantly different relative to baseline. Rasuthowed a significant effect (p=0.000,
df=6) of TMS on the relative frequencies of butjmmesses. To further explore which
TMS stimulation(s) was vyielding the difference, weed the Wilcoxon pairwise

comparisons between baseline and post-TMS blockesa the three stimulation sites
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(dFMC, rIFG and V1). Only performance after stintida of the dFMC was
significantly different from baseline (Z=-2.575, @81) clearly indicating a significant
increase in the number of button presses duringEim@ogenous condition only, as

shown in Figure 12.
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Normalized frequencies of response (%)

dFMC rlFG V1
Stimulated spot

Figure 12 Response frequencies after rTMS durirgg EBmdogenous Go/NoGo condition.

Normalized frequencies of button presses after ridu& dFMC (red bar), rIFG (green bar),

and V1 (blue bar). Positive numbers representsnarease in the number of given button
presses, relative to baseline (0 on Y-axis), whensgative numbers indicate a reduction in the
number of button presses. Error bars represenstdrelard error. Significant effects (p<0.05)

are indicated by an asterisk.

To check whether this effect was specific for thed&genous condition, the same
analysis was carried out on the Exogenous triads iaterestingly, no significant effects
were found for either the Exogenous-Go (p=0.23@) the Exogenous-NoGo trials

(p=0.440). Results are shown in Figure 13.
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Figure 13 Response frequencies after rTMS durieggkogenous Go (left) and NoGo (right)
conditions. Normalized frequencies of button pressier rTMS over dFMC (red bar), rlFG
(green bar), and V1 (blue bar). Positive numbepsesents an increase in the number of given
button presses, relative to baseline (0 on Y-awbgreas negative numbers indicate a reduction
in the number of button presses. Error bars reptede standard error. Significant effects
(p<0.05) are indicated by an asterisk. On thediel¢ results from Exogenous-Go (green) trials

are presented, on the right side data from Exogehm{o trials are depicted .

Time Course of the Effect

To check for long lasting effects, we subsequetgbted for the duration of the post
ITMS effect by comparing baseline performance with blocks recorded 50 minutes
after the end of the stimulation and, surprisinglg found significant differences for
both the dFMC stimulation (Z=-3.179, p=0.001) ahd tIFG (Z=-2.374,p=0.018). No
significant differences were found for the consbiulation condition. Data are shown
in Figure 14. For completion, data from the exuges conditions are presented in

Figure 15.
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Figure 14 Response frequencies recorded at differere intervals after TMS during the
Endogenous Go/NoGo condition. Normalized frequehaf button presses after rTMS over
dFMC (red bar), rIFG (green bar), and V1 (blue bBositive numbers represents an increase in
the number of given button presses, relative tcelbes (0 on Y-axis), whereas negative
numbers indicate a reduction in the number of bupieesses. Error bars represent the standard

error. Significant effects (p<0.05) are indicatgddm asterisk. Data for the 80-min time points

are from the last 10 subjects.
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Figure 15 Response frequencies recorded at ditfémre intervals after rTMS during the
Exogenous Go (left) and NoGo (right) conditiongridalized frequencies of button presses
after rTMS over dFMC (red bar), rIFG (green band &1 (blue bar). Error bars represent the

standard error. Significant effects (p<0.05) adidated by an asterisk.

As shown in Figure 14, the effect of the stimulatan the left dFMC led to an increase
in the percentage of given button presses in trdogenous-Go/NoGo condition, effect
that was still present 50 minutes after the enthefstimulation. To better assess the
duration and decay of the effect over time, in lé 10 subjects we also recorded
another block of the Act or Inhibit task 80 minufesm the end of TMS. We performed
the statistical analysis on these last 10 subjéottuding this last block. The
comparison among response frequencies to the Endogéso/NoGo condition across
the blocks yielded significant differences (p=0.0H1f=9). The Wilcoxon pairwise
comparisons between baseline and the fifth blockHe three stimulated site showed
significant differences only for the dFMC stimutati (Z=-2.499, p=0.012), whereas no
effect was found for the rIFG (Z=-0.358, p=0.72Dr for V1 (Z=1.428, p=0.153)

stimulation. Thus the effect of TMS over the dFM@snstill present 80 minutes from
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the end of the stimulation, while we found no efffiee rIFG nor for V1 stimulation. In

the Exogenous Go and NoGo conditions we did nat diny significant differences.

Response Times

To test whether the Endogenous condition was gbyemsore difficult than the

Exogenous condition, we compared mean ResponsesTiRIEsS) at baseline between
the two conditions. A paired t-test showed no digant differences (t(18)=-0.674,
p=0.509). Additionally, an analysis on RTs was aadd to test whether the effect we
found on the Endogenous-Go/NoGo condition was dueatgeneral increase in
“readiness” and impulsivity. For this analysis, d&ided pre and post-TMS blocks,
averaging together the RTs of the four post-stitnutablocks, separately for each
stimulation site. A repeated measure ANOVA was @ygd to test the effect of the
TMS on the speed of response. Results showed nidicat differences (p=0.410). An

analysis on the effect of the different SOAs onies for the Exogenous Go condition

is reported in the appendix.

3.4 Discussion

This study investigated the physiological basisaatfon inhibition using low frequency
rTMS to directly interfere with cortical areas wgplothesized to be involved in action
inhibition. To this aim, we compared, within theveaparticipants, externally-triggered
(exogenous) and internally-driven (endogenous) @&/dl conditions, the latter being a

task that required participants to choose whetbgverform an action or not. To our
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knowledge, this is the first study to address, withsychophysical paradigm, the causal

role of the dFMC while subjects freely choose wketl act or not.

As previously anticipated in the introduction, whewestigating the endogenous
inhibition of actions, there are three factors @tabuld be carefully considered and that
were not addressed in previous studies: particgpsimbuld not be able decide before the
beginning of the trial whether they will performetlaction or not; the decision should
not be influenced by the stimulus or the feedbagbeetation; finally, subjects should
have a reason to choose whether to act or notrsf ditempt to provide participants
with a reason to either execute the action or withht was made by Kuhn and
colleagues (2009) using an aversive condition @sglbreaking sound) whenever
subjects decided not to inhibit an action (to stegmarble rolling down a tilted plane).
However, this factor did not guarantee that pgréints decided whether to execute the
action before the trial initiated, an essential dibon for a purely internally-driven
condition. Other fMRI studies have attempted toiglesexperimental paradigms to
compare, in the same group, brain activationsedl&b internally and stimulus-driven
inhibitions (Schel et al., 2014; Hughes et al, 201 particular, the voluntary condition
involved, in one case, (Hughes et al., 2011) a ffe@ice between left and right key
presses, interrupted on some trials by a stimuissucting participants which hand to
use, and in the other case (Schel et al., 201d)pdified version of the task employed
by Kuhn and colleagues, which they compared tamp signal paradigm. In our study,
the endogenous condition was represented by thégaous colour resulting from the
staircase procedure embedded in the Colour Thredlagk. Aside from this colour,
participants were presented with 14 other shadesolofured marbles, 7 green and 7
magenta. Some of these shades were very simildret@mbiguous colour; this way,

participants were less likely to learn the corrgtnulus-choice pairing, performing a
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fresh decision on each trial. The presentationhef dolours was randomized, so that
subjects could not predict whether they were gtingxecute the planned action or not,
therefore deciding at the time of cue onset (statdored marble). Finally, by

manipulating the reward in the endogenous condift®% chance to be rewarded), we
prevented participants from being influenced, ireithdecision, by the feedback

expectation.

Another issue that has to be considered in a GoiNt&Sk is whether the subjects
planned the motor response in advance or not. iShascrucial point, since the type of
action inhibition under investigation would chardgpending on the time at which the
action plan is interrupted (as described in theodhiction). In the Act or Inhibit task,

subjects were paid a different amount dependintheim performance to the task: they
received a reward after an on time response to &ri@lo or a no-response to NoGo
trials, while they had 50% chance to receive moaorythe Endogenous Go/NoGo
condition. Our preliminary psychophysical task (&p&hreshold task) warranted that
participants could only press the button on tinighéy were ready to respond during
the Act or Inhibit task. This manipulation likelprtced them to always plan the motor
act and to inhibit it, if necessary. This hypotkeisi also supported by the TFRs of Go
and NoGo conditions previously shown in the reseittion. In fact, we only found

significant differences between these conditionsthae beta bands in the temporal
window between 0.8 and 1 s after cue presentafitpha and beta negativity (ERD)

has been associated with motor preparation (Dedbeal., 2012; Lew, Chavarriaga,

Silvoni, & Millan, 2012), and as it can be seennirthe TFR of the NoGo condition

(right panel of Figure 11), alpha and beta ERD rigesent from 250 ms after cue
presentation. In fact, in the first 800 ms from aureset the power of alpha and beta

frequency bands did not differ between Go and Nutads. The presence of an alpha-

53



beta power reduction early after presentation efdie, which drove the decision to act
or inhibit (endogenously or exogenously), suggésas participants always prepared a
motor response every time a marble was presentedater inhibited it on NoGo trials

(reduction in ERD on NoGo trials, as shown in Feglil).

Since the task we employed has never been usecebefe wanted to characterize the
brain response to the different conditions andthie aim, we compared the evoked
electrical activity across trial types. Differendegshe cue-locked activity elicited by the
different task conditions at baseline confirmed expectations. The electrical activity
over fronto-central electrodes showed no differdmeveen the two Go conditions, but
significantly higher amplitudes of event-relatedtgmtials elicited in the Exogenous-
NoGo (externally-triggered) relative to the Endoges-NoGo (internally-driven)
condition, starting from 350 ms after stimulus dngxtending for an interval of 200
ms. The temporal window during which we found thi#edence is compatible with
decision-making processes or motor inhibition medras, which might differentially
modulate the activity of fronto-central areas dejpeg on the cortical locus of the
decision to inhibit. The ERPs results contributelémonstrate that the Exogenous/Go-
NoGo trials were significantly different than thaddogenous/Go-NoGo condition. Thus
our findings are in agreement with the ‘common ghtory’ (Astor-Jack and Haggard,
2005) that predicts neurophysiological differenbesveen endogenous and exogenous
NoGo trials, without any differences between the @0 conditions. The differences
we found at baseline between the ERPs elicitetierdtfferent task conditions was also
replicated in post-TMS data, irrespectively of stlation site. In the time-frequency
analysis, we initially found a reduced negativifytioe alpha band in the Endogenous
Go condition, relative to the Exogenous Go conditfbigure 10), but this effect was

not supported by the single subject analysis. Tmencon path theory is also supported
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by the lack of difference in the amplitude of respe-locked evoked potentials between

the two Go conditions (data not shown).

By employing low frequency rTMS, we expected to pemarily impair the activity of
the stimulated brain areas. Therefore, since tiMG@kas been suggested (Kuhn et al.,
2009) to be the ‘veto area’, that is the area nesite for the implementation of the
internally-driven decision to inhibit an action, we&pected to elicit a disinhibition of
responses, with respect to baseline, on Endoge@mibloGo trials only. Results
showed a significant increase in the response émcy after dFMC stimulation,
immediately after the end of the stimulation andto@B0 minutes, indicating a long
lasting sustained effect. This result suggests thatleft dFMC is involved in the
implementation of the decision to inhibit, when tHecision is not influenced by
external sources. Despite some variability acr@ssggpants, no significant differences
were found in the Exogenous Go and NoGo trialsyi@dL5). One might argue that the
increase in button presses to the ambiguous stsmafter TMS over dFMC might be
due to a potential effect on colour perception, iftstance participants might have
pressed the button more often after TMS becausepéreived the ambiguous colour
as “more green”, and this might have been an eakéactor to influence their decision.
However, the lack of an effect of the dFMC stimiglaton Exogenous Go and NoGo
trials rules out this hypothesis. In fact, if sultgeperceived colours differently after
TMS, we should have also expected an increase enrésponse frequencies to
Exogenous trials, but this was not the case. Rindlcould be argued that TMS might
have caused a general increase in impulsivity (Bafobbins, 2013; Lansbergen,
Schutter, & Kenemans, 2007) or motor readiness ¢kEel996) hence the subjects
pressed the button more often. However, this iskelyl for two reasons: the

behavioural effect was selective for the internditiven condition only, and we found
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no effect of TMS on RTs for the Endogenous Gogratd on the rMT (as stated at the
beginning of the ‘TMS-EEG sessions’ section). Toget these data suggest that TMS
did not simply increase the level of cortico-mogxcitability nor it made participants

more impulsive. Finally, one could also argue that Endogenous condition was more
difficult because the stimulus was harder to categoand, that the dFMC might have
been involved in conflict detection or resolutid¢towever, the absence of significant
differences in the RTs between the Exogenous Gistand the Endogenous Go trials

does not support this interpretation (Grinband.e11).

The effect of offline TMS over the dFMC peaked adusnd 45 minutes after the end of
the stimulation. We did not predict such long-lagtieffect, but in order to better
characterize the peak and, eventually, the decrefaee effect, we asked our last 10
participants to perform an additional block, re@atdapproximately 80 minutes from
the end of the stimulation. At this time point wiarted to see a decrease in the number
of responses to the Endogenous condition and, tleetewas likely returning to
baseline (Figure 14). The time course of the efiecparticularly interesting and
relevant, since, while it is well established thS can induce excitatory or inhibitory
effects, depending on the frequency and intenditshe stimulation, it is still unclear
how long the effect can last and if it changes ddpey on the area that has been
stimulated (Berger et al., 2011). Experimental emk from studies of the primary and
secondary motor areas as well as of the parietégausing 1Hz repetitive TMS have
shown that the duration of the effect is approxghatthe same or less than the
stimulation length (Robertson et al., 2003). Howevteis worth noting that not many
studies investigated potentially long-lasting eféeaf low frequency stimulation, what
could be a marker of LTD and LTP effects (Nyffedtral., 2006). Recently, there have

been examples showing low frequency rTMS effects thst at least 30 minutes in
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stroke patients (Agosta et al., 2014) and, sonezesting effects in healthy subjects that
increase exponentially as the number of minutegtiofulation are doubled (20 minutes
instead of 10; for a review see Thut and Pascuahé&ge2010) or when theta burst
stimulation is used (Nyffeler et al., 2006). Soreeant studies have indeed found that
TMS over the prefrontal cortex in one hemispheresed an increase in BOLD
response in the opposite un-stimulated hemisphiére effect was likely compensatory
as it was evident in the behavioral performanceratimulation (Lee and D’Esposito,
2012). Other TMS studies of the motor cortex hauentl similar compensatory effects
(Strens et al., 2003). We can therefore specutatiethe temporary de-activation of the
dFMC might have caused changes in other areasopdiie action inhibition circuit,
such as the left IFG and the preSMA (Obeso et24l13) through neuroplasticity

processes evolving across time.

The role of the rIFG has been related to exogernatisn inhibition (Ditye et al., 2012)
and we could expect an effect of the TMS on ExogeriéoGo trials, however we did
not find any. In our experiment, TMS over rIFG orilgd a significant effect in the
Endogenous Go/NoGo condition around 50 minutes ftbenend of the stimulation,
and not before, a peak that immediately decreasetested 80 minutes post-TMS. The
lack of an effect immediately after the end of stienulation speaks against a role of the
rlFG in endogenous action inhibition and one caecsfate that this later effect could
be attributed to rebound activations in other paftde action inhibition circuit. It has
been demonstrated, in fact, that TMS stimulationthef left IFG can generate an up-
regulation of the homologous contralateral area smea through fMRI 45 to 60
minutes after the end of the TMS stimulation (Hagsen et al., 2013). While at the

moment we don’t have a clear explanation for tliisraeffect with a delay, we could
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hypothesize that different types of neurons migdact differently to stimulation and

show a delayed plasticity (Stefan et al., 2000).

The absence of effect of the rIFG stimulation oe txogenous trials was rather
surprising, but the role of the rIFG in action ipition is greatly debated (Swick et al.,
2011) and it is not clear whether the portion of thferior frontal cortex that we
stimulated (for a detailed functional topography €@ai & Leung, 2011) is indeed
responsible for action inhibition. Another possiblglanation relies in the nature of the
task, which required participants to inhibit thespense, either endogenously or
exogenously, on around 50% of the trials (25% ewoge NoGo trials and roughly half
of the endogenous trials). The rIFG has been mastpciated with reactive inhibition
(Zandbelt et al., 2013) and it is possible thatfdaures of our Go/NoGo task were not

ideal to directly involve rIFG in the inhibition gianned responses.

Finally, rTMS over the control visual area V1 had effect at any interval and
conditions we tested. This null result further supphe idea that the effect we found on
the frequency of responses to the internally-drivemdition was not caused by a
general increase in arousal due to TMS and is ikelyl cause by a change in visual

perception.

3.5 Conclusions

In this study we investigated the causal rolepac#ic brain areas in internally-driven
and externally-triggered actions. To this aim, weated a condition (Endogenous
Go/NoGo) that allowed participants to decide, ochetrial, whether to perform or
inhibit a planned action. We manipulated rewardtiogiencies to give participants a

motivated reason to either execute or stop th@mctifMS was employed to directly
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interfere with the activity of two brain areas hyipesized to be involved in action
inhibition: the left dFMC and the righEG. The former has been related to internally-
driven action inhibition and the latter to the extdly-triggered inhibition of actions.
Therefore, by inhibiting the activity of these aeave could expect to find a
disinhibition of responses in the endogenous armh@&xous condition, respectively.
Instead we only found an effect of the dFMC stirtiolain the Endogenous Go/NoGo
condition, without an effect of the rIFG stimulation Exogenous trials. Furthermore,
the increase in the number of given button pressiés; dFMC stimulation, was very
long lasting, which is very intriguing because itght indicate that plastic changes
caused by TMS can have potential interesting agfdio. In particular, the results of
our study might have implications for the treatmeiimpulse control in brain disorders
(Aron et al., 2014). It will be interesting in futustudies to investigate more in detail
these enduring effects to also determine the plogital changes at the cortical level

on the prefrontal circuits, by pairing TMS with fMBr MEG.

Altogether, these results support the hypothesissegarate neuronal circuits for
internally-driven and externally triggered actionEEG data showed that the
endogenous and exogenous conditions are procedgtae@rdly by fronto-central brain
areas. We demonstrated that the left dFMC is dyraawolved in the endogenous
inhibition of actions, however future studies wikk needed in order to clarify what

other brain areas are part of the internally-drigetion inhibition circuit.

Future studies should also further explore the oblthe primary and secondary motor
areas in action inhibition and, particularly, thegsponses for externally driven or

externally triggered action inhibition.
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4.1 Experiment 2: Investigating the time coursprofctive inhibition

The vast majority of studies on action inhibitiowolve the presentation of a stimulus
(e.g NoGo stimulus, stop signal) to which partiofza must quicklyreact by
withholding the motor response. Under these camulii subjects interrupt all motor
outputs to make sure that the action is cancellexVitably, the selectivity of the action
inhibition is lost, a side effect of the quick réae inhibition required by the
experimental paradigm. However, as pointed out lbgnAin 2011, “the number of
scenarios requiring fast stopping, and especiadigmng that has global effects on the
motor system, is probably limited”. In everydalifve often need to selectively inhibit
one action, while continuing to perform others. sTtselective inhibition can be
triggered by some specific events, hence namaadtive selective inhibitiqror it can be
proactively modulated depending on the contextui@rmation.Proactive controlCai,
Oldenkamp, & Aron, 2011; Lo, Boucher, Pare, Sch&al\Wang, 2009) is a top-down
sustained inhibition modulated by internal and exe factors, exerted by the brain
while keeping goal-directed information active inonking memory. This gating
mechanism is supposedly activated when there isrtainty about the identity of an
upcoming stimulus (Niemi et al.,, 1981; N&atanen E970). For this reason, in
experimental settings, experimental protocols uguyabvide carefully chosen cues or
warning signals to manipulate the amount of infdioma provided to participants in
order to involve proactive inhibition to a diffetethegree. For instance, Smittenaar and
colleagues (2013) used fMRI to investigate the omealr circuits of proactive selective
inhibition, using a modified version of a task dewyed by Aron and Verbruggen
(2008). In their task, the authors made a distmctbetween “informative cue” and
“uninformative cue” trials. In the “informative” ials, the cue indicated the hand

subjects needed to inhibit from executing a respowsile in “uninformative cue” trials
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subjects were not aware of which hand to inhibitstop trials. They found a set of
brain areas active both during proactive selectiNgbition, which are usually found
also in reactive global inhibition (right IFG, Ieé8MA/pre-SMA). The cues or warning
signals used in these paradigms modulate responses t(RTs), probably by
influencing either sensory/perceptual processdmraselection and/or motor processes
(Fecteau and Munoz, 2007). This general stateeofredss might, therefore, increase the
probability to respond to an upcoming stimulushds been suggested that such cue-
locked motor activations are automatic (Boulinguéaffard, Granjon, & Benraiss,
2008). Top-down inhibition is needed to stop thamd,ahis inhibitory activity likely
originates in the prefrontal cortex in order tovanet the execution of cue-triggered
unwanted motor responses (Jaffard et al., 2008n hecent study, Boulinguez and
colleagues (2009) investigated the time courséisfgating mechanism, and they tested
an uncertainty condition by mixing warned and unwvear trials in the same block. In
warned trials, a non informative warning cue precethe target by a variable time
interval (stimulus onset asynchrony - SOA) andip@dnts were asked not to respond
to the cue, but to wait for the target to appeahilg/classical theories of inhibition
(Naatanenet al.,1974) would always predict shorter RTs for cuednan cued trials,
the authors found a paradoxical lengthening of RdFscued, compared to noncued

trials, when the SOA was shorter than 300 ms.

This result cannot be explained by classical tlesotinat would always predict shorter
RTs for cued trials (e.g., Posner, Cohen, & R&faB2; Warner et al., 1990). In our
experiment, we wanted, therefore, to test the Hgm$ whether a proactive inhibition
mechanism is automatically triggered when thewmisertainty about the target identity.
We used single pulse TMS to record motor evokedmi@@ls (MEPS) while participants

performed warned and unwarned trials. Our aim wascampare different task
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conditions (pure vs. mixed block, warned vs. unwdrtrials) to determine whether
they would differently elicit proactive inhibitiol.he warning cue should automatically
trigger motor responses that, in turn, should bebited by proactive inhibition;
however, this process is not active in pure unwérmels. In the mixed block, the
uncertainty regarding the identity of the upcomstighulus on each trial (either warning
signal or target on warned and unwarned trialyyeetsvely) would activate proactive
inhibition. We measured both RTs and MEPs to tdstther the proactive inhibition
mechanism modulates the levels of corticospinaitabitity. We tested two SOAs (150
and 300 ms), a time interval from the beginningacth trial and the target to test how
long it takes, to the proactive inhibition mechamido deactivate (Boulinguez et al.,
2009). We expected longer RTs and smaller MEP andds for the short, compared to
the long SOA, in warned trials and in the mixedditban. Additionally, we expected
differences between pure unwarned and mixed unwartr@ls, suggesting a

deployment of the proactive inhibition mechanisnthie latter case.

4.2 Materials and methods

Participants

Twenty-seven right-handed university students (mege 22.5 years; SD 3.8; 14
females) with no neurological or psychiatric impagénts voluntarily participated in the
study. Handedness was determined via a condensesiorveof the Edinburgh

Handedness Inventory (Oldfield, 1971). All subjgmtsvided written informed consent,
according to the ethical standards of the Declamabf Helsinki. The study was
approved by the ethical committee of the UniversityTrento. All participants passed
the TMS safety screenings.
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Task and Experimental procedure

Participants were asked to seat on a comfortalde ehth their right arm relaxed on a
pillow to test their resting motor threshold (rMParticipants’ motor evoked potentials
(MEPs) were recorded from thiest dorsal interosseoué~DI) and theabductor digiti
minimi (ADM) of the right hand, using Ag/AgCl surface el®des. TMS pulses were
delivered to the controlateral primary motor ark#l) using a 70 mm Figure-8-coil
connected to a Magstim Rapid2 (Magstim Co., UK) afiEPs were registered and
measured using the software LabChart 7 (ADinstrus)emapplying a bandpass filter
between 20 and 2500 Hz. The hand area was fouradidng visible twitches on the
contralateral hand muscles and the hot spot for WBd assessed by measuring the
rMT, indexed as the lowest intensity of stimulatioecessary to elicit 5 MEPs of at
least 50uV out of 10 consecutive pulses. TMS stimulatiorensity was then set to
110% of the rMT (mean stimulation output: 64% o€ tnaximal intensity of the
stimulator). Participants wore an elastic cap oictvithe position of the coil was drawn
to make sure it was in same position throughouettperiment. Participants performed
a Speed Threshold tagkee below for a detailed description), during aclihno TMS
was applied. Subsequently, they performed threekblofwarnedandunwarnedtrials
(see below for a detailed description), two of whaontained the same type of trials
(pure block design) and one had the two typesialistrandomly mixed (mixed block
design). The order of presentation of the threekdowvas pseudorandomized across
participants. During these blocks, single pulse TW&s employed to trigger M1 and
record MEPs. Throughout the duration of each sassiabjects seated on a comfortable
chair at a distance of 57 cm from the computeresgrerith their chin on a chinrest. The
task was presented on a 22" Samsung 2233RZ LCDtaroninning at 120Hz on a

Windows 7 machine running Matlab 7.2 and Psychbimol 2.0 experimentation
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presentation software. On each trial, participamse asked to abduct the right index
finger to press the space bar of the keyboard glaeetically next to their arm (on the
left side), with the keys facing the right hand.rtlegpants were asked to keep the
muscles relaxed until response, and to relax iinagamediately after they responded.
Trials in which noise (amplitude > 50/) was present in the temporal window from -
100 ms to O (TMS pulse) were discarded from thdyars The whole duration of the

experiment was approximately 2 hours.

During theSpeed Thresholgsk, on each trial, participants were presented aviwhite
fixation cross at the top of a tilted plane, fo01@is. The plane consisted of a white line,
0.35 thick and 27.8 long degrees of visual angliéh & luminance of 204.5 cdfin
tilted at an angle of 30 degrees, running fromupper left to the bottom right quadrant
of the screen. After 100 ms, a white static maBl&5° in diameter) appeared and
started rolling down the tilted plane at a fixedoeg#ty randomly either 50 or 200 ms
from presentation. The marble was always preseatitéloe top of the plane, at fixation,
hence on the top-left side of the monitor. All siimwere presented on a black
background (0.2 cd/f Participants were asked to wait for the baktart moving and
then abduct their right index finger to press thace bar as quickly as possible to stop
the marble. A 3-up-1-down staircase procedure wagl@®yed to determine, for each
participant, the threshold speed at which they vedale to correctly stop the marble
before falling off the plane on 80% of the triaBibjects performed 5 training trials to
become familiar with the task and adjust the keyth@d a comfortable distance from
their hand, and a maximum of 100 valid trials. Témk ended when the threshold speed

was determined.
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In the subsequent tasks, participants performed types of trials,Warned and
Unwarnedtrials, either in a pure block or mixed block dgsiThe structure of the two

trial types is shown in Figure 16.

\ 100 ms i EUurEDUmS_\ 1000ms _ 1500ms _ 1150-1500ms

\ .\ \0\ Response || Feedback

50 ms i S0ms  50o0r 200 ms 1000ms = 1500ms  1150-1500ms

Figure 16 Trial structure (n the actual task, taekground is black and the plane and marble are
white). Top and bottom arrows represent unwarned amarned trials time intervals,
respectively. On warned trials, the fixation crasseplaced, after 50 ms, by the cue (second
image from the left), whereas on unwarned triaks fikation cross is displayed for 100 ms.
Black thunder signs represent TMS pulses that cbaldelivered either at the presentation of

the fixation cross (baseline) or at target pregemta

Each trial started with a white fixation cross e top of the tilted plane (same as the
Speed Threshold task) for either 50 ms on warnats tor 100 ms on unwarned trials.

On warned trials, a white marble (same as the Sphesshold task) was superimposed
on the fixation cross for another 50 ms, represgntine warn signal. After a randomly

selected time interval of either 50 or 200 ms dyisrhich a black screen was presented,
the marble appeared and immediately started roldogn the tilted plane at the

threshold speed determined in the previous taskicants were asked to keep the
hand muscles relaxed, and then abduct the indegerfias quickly as possible to press
the spacebar and stop the marble. The ball stédeget) after a randomly chose SOA
of either 150 or 300 ms. After the target disappéaa black background was displayed

for 1000 ms during which late responses were rexbriihe duration of each trial was
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the same for warned and unwarned trials, and tietevden the appearance of the
fixation cross and target presentation was alw&® dr 300 ms, depending on the
SOA. After the response, a feedback was shown300Ins along with the text “Too
early” if they responded before the target appesratStopped” if they blocked the
marble before falling off the plane or “Too laté’they pressed the spacebar after the
marble fell off the plane. The inter-trial interv@l) was randomly chosen between
1150 and 1500 ms during which a black backgrounsl prasented. The total duration
of each trial was variable (between 4400 and 508} wepending on the SOA, the
speed of the ball, the response times (RTs) andTtheOn pure blocks, participants
performed 8 training trials and 256 valid trialstwa small break every 64 trials, in
which subjects rested their eyes while keepinghttad on the chinrest. On the mixed
block, participants performed 16 training trialsdaBil2 valid trials, with short breaks
every 64 trials and a longer break halfway throtighblock During these trials, a TMS
pulse was delivered to M1 once every two trialsprider to have enough time between
two consecutive pulses (at least 8 seconds) and adalitive effects of the pulses, and
to have enough trials without TMS for RTs analy€s. trials in which the TMS pulse
was delivered, the timing of the stimulation wasdamly chosen between two possible

time points: at the presentation of the fixatioossr (baseline) or at target presentation.

Data analysis

The data in the mixed block were divided into waraed unwarned trials and analyzed
separately. Therefore we compared, for each sybRts and MEPs across 4 task
conditions: pure-warned (PW), pure-unwarned (PUxeohwarned (MW) and mixed-

unwarned (MU). Within each condition, trials wereided according to the SOA and,

for the MEP analysis, according to TMS pulse tirbasgline vs. target presentation).
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Within the 256 trials per task condition (in thexeu block the 512 trials were divided
between warned and unwarned trials), in half of tieds TMS was used with two
possible SOA conditions. In total, there were 3aldrper SOA*TMS pulse condition
and, for RTs, 64 trials per SOA within each taskditon. For the RTs analysis, trials
with TMS and with RTs shorter than 100 ms or inabha response was given during
the SOA period were excluded. A 3-way ANOVA was dwacted with factors SOA
(150 or 300 ms), Block (pure vs. Mixed) and Cue (i¢d vs. Unwarned), using
Bonferroni post hoc correction. For the MEP analysie peak-to-peak amplitude was
measured for each trial, and the number of cleatstper condition*SOA*TMS time
was calculated for each subject. Due to the presehaoise in the pre-pulse recorded
EMG in an excessive number of trials (leaving ldban 5 clean trials per
condition*SOA*TMS time), nine subjects had to beclexied and the subsequent
analysis on MEPs was carried out on the remaini@gsubjects. Because of large
intersubject variability, individual MEPs were Zesed, including all MEPs during all
the task conditions (see Davranche et al., 200BPMamplitude from the FDI and
ADM muscles were Z-scored and average amplitude® ween calculated for each
subject, for each task condition. A 4-way ANOVA wamducted with factors (150 or
300 ms), Block (Pure vs. Mixed), Cue (Warned vswdmed) and TMS time(baseline,
target), with Bonferroni post-hoc correction. Ftiraamalyses the level of significance

was 0.05.
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4.3 Results

Response Times

The 3-way ANOVA showed a significant effect of fact Cue (F(1,26)= 151.542,
p=0.000) and SOA (F(1,26)=122.004, p=0.000), wrema effect of the Block was
found (F(1,26)=1.162, p=0.291). Significant reswltsre found for the Cue by Block
interaction (F(1,26)=13.707, p=0.001) and Cue byASferaction (F(1,26)=16.044,
p=0.000), while the Block by SOA interaction wast significant (F(1,26)=3.066,
p=0.092). The 3-way interaction Cue by Block by SQ#as not significant
(F(1,26)=0.000, p=0.995). To investigate the 2 wagraction Cue by Block, within
each of the four task conditions, trials with diffiet SOAs were collapsed and average
RTs were recomputed. Two paired samples t-testse veemducted to compare
unwarned trials between the pure and the mixedkblud the same analysis was
conducted for warned trials. A significant effeétlwe factor Block was only present on
unwarned trials (t(26)= -3.385, p=0.002), which e&iTs significantly longer for the
mixed block than for the pure block, whereas neatfivas found for warned trials

(t(26)= 1.049, p=0.304). Results are shown in FadLit.
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Figure 17 Mean RTs are shown for warned and unwiaimieds separately. Error bars represent
the standard error. A significant effect of the &ddactor is present only for unwarned trials,
with Pure Unwarned trials significantly slower th8ixed Unwarned trials. There was no

difference across blocks for warned trials.

To explore the Cue by SOA interaction, we performeskparate paired samples t-tests
comparing, for each Cue condition, mean RTs betwskart and long SOAs.
Significant results were found for all the four ddions: warned pure trials (t(26)= -
7.989, p=0.000), unwarned pure trials (t(26)= -6,6=0.000), warned mixed trials
(t(26)= -9.116, p=0.000) and unwarned mixed tri@86)= -6.009, p=0.000). Mean
RTs are always faster when the SOA is 300 ms tl&nms. Results are displayed in

Figure 18.
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Figure 18 The figure shows mean Response Timethéofour task conditions across the two
SOAs. Mean RTs are faster in all conditions when3IOA is 300 ms. Error bars represent the

standard error.

MEPs

The 4-way ANOVA for the control muscle ADM did ngield significant results for
any of the four factors, whereas the same analysishe mean MEP amplitudes
recorded from FDI produced significant results factors Cue (F(1,17)=10.934,
p=0.004), TMS time (F(1,17)=34.874, p=0.000), SAA1(17)=8.126, p=0.011), but
not for factor Block (F(1,17)=1.871, p=0.189). Sfgrant 2-way interactions were also
found for Block by Cue (F(1,17)=7.885, p=0.012),eChy TMS time (F(1,17)=16.100,
p=0.001), Cue by SOA (F(1,17)=23.030, p=0.000) anttend for TMS by SOA

(F(1,17)=4.423, p=0.051). The 3-way interaction TS time*SOA was also
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significant (F(1,17)=7.824, p=0.012) and the BIlCke*TMS (F(1,17)=3.467,
p=0.080) showed a trend towards significance. Theay interaction was not
significant. To determine the impact of TMS time the amplitude of recorded MEPs
we performed eight paired samples t-tests to coepplnr each of the four task
conditions, divided in two groups according to 8@A, those in which the TMS pulse
was delivered at baseline vs. target appearanceanMRIEPs amplitudes are
significantly higher at TMS time 2 (target) for abtions: Pure Warned SOA 300
(t(17)=-4.443, p=0.000), Mixed Warned SOA 300 )& -5.228, p=0.000) and Mixed
Warned SOA 150 (t(17)= -2.849, p=0.011). All othmonditions did not produce

significant results.

To investigate the Cue by SOA and Block by Cueradtons, data recorded at baseline
were separated from those recorded at target agpmsar Two repeated measure
ANOVAs were conducted (see Figure 19), one for dadi$ time, to compare the eight
conditions (four task conditions by 2 SOAs). Givitig high number of comparisons,
Fisher's LSD post hoc test was used instead of &omfi correction, which would be
too conservative in this case. When the TMS pulas delivered at baseline (when the
fixation cross was presented), the amplitude ofréoerded MEPs did not differ across
conditions (F(7,119)=0.779, p=0.503), whereas f&d recorded at target appearance,
significant differences were found (F(7,119)=8.3{#60.000). As shown in Figure 19
(right panel), MEPs amplitude was modulated byda@lock and SOA, only during
warned trials. In particular, MEPs were signifidgnarger when the SOA was 300 ms
with respect to 150 ms for both pure warned (p=B)Ghd mixed warned (p=0.003)
trials and the difference between pure warned aixédrwarned trials was significant

for both trials with SOA 300 ms (p=0.048) and 158 (p=0.024).
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Figure 19 The Figure shows mean amplitude of MERsnded from the FDI muscle across the
four task conditions (pure warned, pure unwarneidedhwarned, mixed unwarned), dividing

trials according to the SOA. MEPs recorded at lasdlvhen the TMS pulse was delivered at
the beginning of the trial) are shown on the laftes whereas MEPs recorded at target

presentation are displayed on the right side. Hyvaos represent the standard error.

4.4 Discussion

In this experiment we explored the impact of wagnoues on the speed of response to
the presentation of a target. By comparing warmetiumwarned trials, we were able to
test the impact of the proactive inhibition meclksamion both RTs and MEPs. We found
a significant increase in MEP amplitude for the ABliscle at TMS time 2 (target
presentation) for the mixed warned (both SOA cood#) and the pure warned (for
SOA 300 ms) conditions (see figure 19). While tixatfon cross (unwarned trials) had
no effect on the amplitude of the MEPs recordedaaget presentation, relative to
baseline, cue presentation did have an effect.abt, fexcept from the pure warned

condition with SOA=150 ms, the presentation of ¢ie always exerted an increase in
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corticospinal excitability (higher MEPs at TMS tin®, as recorded from the FDI

muscle.

According to Boulinguez and colleagues (2008, 20@% presentation of a warning
cue (static marble) should automatically activatenator response which is then
inhibited through top-down mechanisms that prevédw execution of anticipated
responses (Jaffard et al.,, 2008). The contrast detwMEPSs recorded at target
presentation vs. baseline allows us to test whether presentation of the cue
automatically triggers the motor response. One tnggly that the reason why in the
pure warned condition (with SOA=150 ms) MEPs at ThiBe 2 were not different

than baseline is because 100 ms is not enoughttiméan the response. However, in
the warned mixed condition, with the same SOA, MERse significantly higher than

those recorded at cue presentation. Given thesdtgesve cannot conclude that the

presentation of a cue automatically triggers mogsponse.

Irrespectively of whether the motor response isomatically triggered or not,
participants still needed to prevent undesired cgpdted responses that were
preactivated by the cue. Proactive inhibition sHolble active on warned trials
(irrespectively of Block condition) and for the uakmed trials of the mixed block. In
this last condition, participants could not predidtether, after the presentation of the
fixation cross, the cue or the target would app®aoactive inhibition was therefore
necessary to prevent unwanted responses to thelrcubeir study, Bouliguez and
colleagues (2009) found three main effects on the f& a similar task: a ‘baseline shift
effect’ observed when comparing unwarned trialsvbeh the pure and mixed block
conditions, where the latter induced longer RT® #o called ‘standard warning
benefit’, that is longer RTs for warned relative unowarned trials within the mixed

block (for SOA of at least 300 ms) and finally, tparadoxical warning cost’, namely
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longer RTs in the pure warned, relative to unwarimeds with a short SOA (100 ms).
In our experiment, we replicated their baselindtsffect (Figure 17), finding longer
RTs for unwarned trials in the mixed relative tagblock. This effect would support
the idea that a proactive inhibition mechanismdsvated when there is uncertainty
about task demands (Chen, Muggleton, Tzeng, Hungya, 2009; Sharp et al., 2010).
We did not find the same difference in the MEPsg@Fé 19), and a possible
explanation is that in the unwarned condition thetonresponse was not pre-activated,
therefore the effect of inhibition could not be maeed. Within the mixed block, a
comparison of the RTs between warned and unwarnel$ t{(Figure 17) revealed
significant differences, with longer RTs for unwedntrials. This ‘standard warning
benefit’ effect would support Boulinguez et al.\glothesis that the proactive inhibition
mechanism, deactivated by cue presentation, woeddice the induced slowing of
responses, thus allowing participants to reacefatst target presentation. Finally, we
could expect longer RTs for warned compared to unad pure trials, when the SOA
was 150 ms (paradoxical warning cost). HoweverFiggire 18 shows, in our data
warning trials always elicited shorter RTs, relatto unwarned trials, irrespectively of
SOA and block condition. The paradoxical warningtcaccording to Boulinguez et al.
(2009), is caused by the deactivation of the preadnhibition mechanism after cue
presentation and this process should take about@0@e did find a difference in RTs
between the two SOA conditions, with “paradoxicalgnger RTs in the short SOA
trials, however this effect was also present fovaimed trials, condition that should not
require (at least in the pure block condition) ptoee inhibition. Moreover, we found
significant differences in the MEPs as recordethejet presentation (Figure 19, right
panel) for warned trials between the two SOA coodg. MEP amplitudes were, in
fact, bigger for the long SOA trials relative teetbhort SOA trials, for both pure and

mixed block conditions. The bigger MEPs recordedhe long SOA conditions are
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consistent with the proactive inhibition hypothesighis mechanism is deactivated by
the warning signal, it might take some time to yfulleactivate. We could, therefore,
expect bigger MEPs for long relative to short S@Al$ as a sign of the disinhibition of
responses. If such mechanism was fully active attsBOAs, then one would also
expect to find MEPs smaller than baseline, butithisot what we found. For trials with
short SOAs, MEPs in the pure warned trials aredifterent than baseline (Figure 19,

left panel), whereas for warned mixed trials theyl@gger than baseline.

Together, these results support the hypothesisroéctive inhibition mechanisms
activated by specific task demands, such as umesrtéor the upcoming stimulus,
which induced strategic slowing of responses. Megeowhen participants are given
more time to prepare the motor response, RTs amestand the level of corticospinal
excitability is increased (MEP amplitude), in actamce with classical theories (e.qg.,
Naatanen 1970; Naatanen et al., 1974; Niemi ariddddan, 1981). Our data, however,
do not support the notion that the warning signatomatically deactivates this
proactive inhibition mechanism in around 300 ms. $teuld point out that, in our
paradigm, the warning signal was the static madoietop of the tilted plane, while
Boulinguez and co-workers used a neutral cue (abdhe stationary target, as we did).
The level of information carried by the cue is kmotw differentially influence attention
to the task (Prinzmetal, McCool, & Park, 2005; Pnretal, Zvinyatskovskiy, Gutierrez,
& Dilem, 2009) and this could have modulated RT$edently. However, if inhibition
of motor responses was activated to prevent theutiom of anticipated responses, we

should have found reduced MEPSs, at least for tbet SOA condition.
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4.5 Conclusions

Under conditions of uncertainty, inhibition helps prevent the execution of unwanted
responses. This form of proactive control has beesstigated by paradigms in which a
warning signal (cue), to which participants ardringed not to respond, precedes the
presentation of a target. By manipulating the argdt delay (SOA), researchers have
investigated the time course of the (de)activatioh the proactive inhibition
mechanisms. In this study we used single pulse Tdi@igger MEPs in two muscles,
one involved in the motor response (FDI) and onatrob muscle (ADM). We found
significant MEP activations induced by the warnsignals for the FDI muscle only,
indicating that we selectively activated the regmoerelevant effector. RTs were also
modulated by task conditions: they were shortetrimls where a cue preceded the
target. Finally, MEPs and RTs on cued trials weffer@ntly modulated depending on
the SOA. This effect might indicate the build-upaimotor preparation rather than a
deactivation of a proactive inhibition mechanisrs, suggested by previous studies
(Boulinguez, Ballanger, Granjon, & Benraiss, 20Q@ffard, Benraiss, Longcamp,
Velay, & Boulinguez, 2007). Future studies shouldiifer manipulate task demands
(probability of presentation of the target, maximtime to respond) to investigate how

these influence the deployment of proactive iniobit
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Final Remarks

Action inhibition has often been treated as a upitanstruct, but everyday experiences
and scientific results suggest that we employ wifie types of inhibition, depending on
the context. External factors and internal urgesiategrated by the brain to perform
decisions, regarding which action to execute ampasgsible alternatives, when to

execute it and, ultimately, whether to perform pfenned action or inhibit it.

The first set of experiments was devised to stuy difference between externally-
triggered and internally-driven action inhibitiomcawe tested the direct role of two
brain areas, the left dFMC and the right IFG. Wedugepetitive TMS to temporarily
inhibit the activity of these areas, and test tfiece of stimulation on the EEG activity
and the performance of participants on a modifiesion of a Go/NoGo paradigm. In
this task, we compared an Exogenous condition (eallg-triggered), in which the
stimulus informed participants to either performinhibit the planned action, to an
Endogenous Go/NoGo condition (internally-driven)hieth required participants to
freely decide whether to perform the button praseai. The activity of fronto-central
electrodes showed significant differences in theldode of ERPs between the two
NoGo conditions, suggesting that the activity adsiy areas is differentially modulated
during action inhibition, depending on the locustlué decision (internal vs. external).
Behavioural results confirmed our expectationserafthibiting the dFMC, participants
were less likely to respond, in the Endogenous GG condition only. This result
indicates that the dFMC is directly involved in ih&ernally-driven inhibition of actions
and that at least partially separated brain ciscaiie responsible for externally-triggered

and internally-driven action inhibition.
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Another condition that activates inhibitory contr®when there is uncertainty regarding
the appearance of a stimulus we need to responBotoinstance, while sitting in a

waiting room, we wait for our name to be calleddoefwe get up. In this scenario, we
might pre-activate the action while refraining frostanding up too early. In this

condition, a proactive inhibition mechanism is tadly active to avoid unwanted,

anticipated responses. Proactive inhibition wasestigated in the second set of
experiments, where we compared different task c¢mmdi designed to activate
proactive inhibition, whilst using single pulse TM8 elicit MEPs, a measure of
cortico-motor excitability. Results indicated thtae presentation of a warning signal
had a beneficial effect on RTs, speeding up regmtesthe target, irrespectively of the
time interval separating the two. MEPs recordedhftbe muscle involved in the motor
response (FDI) showed increased amplitudes in dlralbsconditions in which the

warning signal preceded the target, suggesting thiat standard warning benefit

involves motor preparation. Finally, the expectesuits on RTs of warned trials were
also found for unwarned pure trials, a result thatot compatible with the previously
proposed theory that proactive inhibition shoulddeactivated by the cue (Boulinguez
et al., 2008). Moreover MEP amplitudes were noticed on warned trials, as it would
have been predicted by the proactive inhibitiorotiieTherefore, we can conclude that
proactive inhibition causes a strategic slowingesfponses, without directly modulating

cortico-spinal excitability.

The way our brain exerts inhibitory control stibeds further investigation, since it's a
very important aspect of the executive functiorat thllow us to flexibly control our
impulses and responses to the environment, to egjoals. When inhibitory control
is impaired, the consequence is the inability teisteto externally and internally-

triggered urges, symptoms that are present in npatlyological conditions such as
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ADHD, Parkinson’s Disease and Schizophrenia. Fustudies should explore the brain
circuits involved in inhibitory control, developirad-hoc paradigms to investigate the

different types of action inhibition.
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Appendix

Experiment 1.
The effect of SOA on RTs

| chose to use different SOAs for this experimeasdadl on studies on proactive
inhibition and the effect of cues on visual attent(Jaffard et al., 2007; Prinzmetal et
al., 2009). It has been shown how the presentatfom cue (warning signal) impacts
RTs. Informative, central or peripheral cues areught to activate voluntary and
involuntary attentional processes (Prinzmetal et 2005) and influence the way we
react to upcoming stimuli. When involuntary attentiis engaged, beneficial effects
(shorter RTs to spatially congruent targets) of puesentation are already present at
short SOAs (e.g., Posner, Cohen, & Rafal, 1982;néfaet al., 1990). Recently, studies
on proactive inhibition (Boulinguez et al., 2009vke found prolonged RTs for short
(<300 ms) relative to long SOAs. In experiment & static marble was used as a cue, a
stimulus that warns participants to be ready far fnesentation of the target (ball
motion), a condition similar to the/arned Pureblock of experiment 2. We included 6
different SOAs: 150, 300, 500, 1200, 1500, 3000 T first three SOAs were chosen
in a temporal window close to 300 ms, while thegenSOAs were included so that
participants could not easily predict the time afget presentation. Since in the
Endogenous Go/NoGo condition participants also thagbluntarily decide whether to
peform the button press or not, this analysis wasdacted on Exogenous Go trials
only. Trials from the pre-TMS Exogenous conditioeres divided according to SOA
and a repeated measure ANOVA was conducted oniRdlsding late responses), with
Bonferroni correction. Significant differences wermund across the SOAs

(F(1,18)=18.964,p=0.000) and paired comparison sdovgignificant differences
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between trials with SOA=150ms and all the othenguie 20). No other significant

differences were found.
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Figure 20 Mean RTs from the Exogenous Go conditibvided by the six SOAs are shown.
When the SOA was 150 ms, RTs were significantlygénthan all other conditions (**

p<0.001). Error bars represent the standard error.

RTs from the Exogenous Go trials with an SOA of 18§ were significantly longer
than all the other SOA conditions. This result isngistent with the results of
experiment 2, where we found longer RTs for thertelsd SOA (150 ms) on warned
trials. In the Act or Inhibit task, however, on ghly half of the trials participants did
not have to press the button. Therefore, in additm the uncertainty regarding the

timing of target presentation, participants alsad @ decide (upon cue presentation)
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whether to respond or not, a decision which wagmthis experiment 2. In addition to
the fact that the two experiments were conductedliferent groups of participants,
this might explain why the RTs shown in Figure 2@ generally longer than those

presented in experiment 2 (Figure 18).
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