Advanced Characterization of Nanocrystalline Materials by Synchrotron Radiation X-ray Diffraction

Luca Rebuffi

April 2015
Advanced Characterization of Nanocrystalline Materials By Synchrotron Radiation X-ray Diffraction

Luca Rebuffi

Approved by:

Prof. Paolo Scardi, Advisor
Department of Civil, Environmental and Mechanical Engineering
University of Trento, Italy

Dr. Edoardo Busetto
Mechanical, Vacuum and Optical Engineering group
Elettra-Sincrotrone Trieste, Italy

Ph.D. Commission:

Prof. Alberto Molinari
Department of Industrial Engineering
University of Trento, Italy

Prof. José Manuel Torralba Castelló
IMDEA Materials Institute
Universidad Carlos III de Madrid, Spain

Dr. Yves Leterrier
Laboratoire de Technologie des Composites et Polymères
Ecole Polytechnique Fédérale de Lausanne, Switzerland

Dr. Antonietta Guagliardi
Institute of Crystallography
National Research Council, IC-CNR and To.Sca.Lab, Italy

University of Trento, Faculty of Engineering
Department of Civil, Environmental and Mechanical Engineering

April 2015
“Γνώθι σ’ αυτόν.
“Know yourself.
Σ’ αυτόν ίσθι.
Be yourself.
Σοφοίς χρω.
Consult the wise.
Ακούσας νόει.
Understand what you have heard.
Γνώθι μαθών.
Know what you have learned.
Φθόνει μηδενί.
Be jealous of no one.
Νεώτερον δίδασκε.”
Teach a youngster.”

Ancient Delphic maxims.
Abstract

Synchrotron Radiation (SR) is one of the most powerful and versatile tools in the study nanomaterials, supporting a variety of analytical techniques. Among the possible spectroscopies, X-ray Diffraction (XRD) is especially suited to investigate materials at the nanoscale. However, to benefit of the full potential of SR XRD, a complete control of the diffracted signal is necessary, including the optics and general set-up of the beamline, which contribute to the Instrumental Profile Function (IPF).

Exploring and characterizing the optical components for powder diffraction beamlines is the bottom line of the present Thesis, with the purpose of properly calibrating and adjusting all components in order to deliver the beam under the best possible conditions. Main benefits of this novel approach appear in the study of relatively large crystalline domains, toward the upper limit of the nanoscale (≈ hundreds of nm), a critical range between nano- and micro-crystalline, where the IPF is the main feature appearing in the experimental data.

Thanks to this investigation it was possible to develop solutions and tools to improve knowledge and enhance the capability of handling the IPF along the life-cycle of a powder diffraction experiment. This result was achieved by studying and characterizing a new possible reference material for Line Profile Analysis (of size and strain effects), and by developing an original simulation/modelling software, based on ray-tracing algorithms, capable to predict and analyse the instrumental behaviour of a beamline.

As such the results of this work, and in a more general sense the emerging paradigm, will be of interest to many other beamlines currently employed for X-ray spectroscopies.
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Chapter 1

Introduction

X-ray Diffraction (XRD) Line Profile Analysis (LPA) is a well-known technique for the study of materials microstructure [1][2]. Peak profiles in the diffraction pattern are modified in shape, intensity and position by microstructural effects, like the shape and size distribution of the crystalline domains (aka crystallites), and/or lattice distortions present in the system (microstrain), and, in general, disorder present in the system. Together with these physical sources, the observed profile contains the instrumental contribution, which is a combined effect of photon source energy, spatial and angular divergence distributions of the photon beam, optical setup and quality of its elements.

The diffraction line profile observed experimentally \( h \) can be conceived as a convolution of the individual profiles of the different sources of instrumental broadening \( g \) and structural line broadening \( f \), such as crystallite size and microstrain [3][4]:

\[
h(\varepsilon) = \int_{-\infty}^{\infty} g(\eta) f(\varepsilon - \eta) d\eta
\]

When dealing with nanostructured material, crystalline domain size produces the dominant effect on profiles. This can be treated according to the Scherrer's formula [5][6], correlating the measured integral breadth \( \beta(2\theta) \) with the volume-weighted mean crystallite size \( \langle D \rangle_v \) and the incoming photon beam wavelength \( \lambda \):

\[
\beta(2\theta) = \frac{K\lambda}{\langle D \rangle_v \cos \theta}
\]
Just considering the inverse proportionality occurring between the observed quantity and the average crystallite size, it comes clear how the error on the crystalline domain size diverges for small values of integral breadth, i.e. when instrumental effects are the main feature. Therefore, the LPA capability of determining the characteristics of nanostructured materials, mostly with “large” (several hundreds of nanometres) crystalline domains, is strongly affected by the shape and by the stability of the Instrumental Profile Function (IPF).

While Chapter 2 contains a full instrumental characterization of a synchrotron radiation beamline, MCX at the Italian synchrotron Elettra-Sincrotrone Trieste, examples of a nanostructured material with large crystalline domains are described in Chapter 3, in studies on the microstructure of CuZnSnS₄ (CZTS aka Kesterite), a solar absorbing semiconducting material and of EVAVIRENZ, an anti-HIV drug, both made at the MCX beamline. Samples with $\langle D \rangle \approx 250$ nm showed detectable effects on the shape of the peaks and allowed the calculation of the crystalline domain size distribution function, by carefully measuring and keeping under control the IPF of the beamline.

Synchrotron Radiation (SR) seems the most appropriate choice to collect high quality diffraction data, thanks to the high beam brilliance, energy selectivity, and focusing conditions. But even a simple powder geometry can be affected by considerable aberrations [7][8], and the IPF needs to be “well-behaving”, i.e., easily represented in convenient form for data analysis.

This is particularly significant when dealing with the Debye scattering equation (DSE), that makes no assumptions on crystalline structure and lattice defects, as it is based only on correlations between all possible pairs of atoms [9][10]. The DSE result is quite rigorous and comparison with experimental data asks for diffraction patterns with small instrumental effects, in particular in terms of relative intensities and
position of the peaks, i.e. small and well-parameterized optical aberrations and negligible absorption effects.

Several mathematical description of instrumental effects are available in literature, in particular describing the optical origin of the diffracted beam divergence [11][12], and the optical aberrations effects [13][14][15][16], used by methods for data analysis like Whole Powder Pattern Modelling (WPPM) [17] to build a mathematical parametric representation of the IPF, available for calibration and fitting procedures.

In any case, the optical nature of the instrumental contribution to the diffraction pattern suggests a ray-tracing simulation approach for its description, prediction and analysis [18][19].

In Chapter 5 it is shown in detail how SHADOW [20][21][22][23], a well-known and widely used software for the simulation of realistic effects on the beam transport through optical elements, is used as the basis for a ray-tracing simulation of a powder diffraction capillary sample (Debye-Scherrer geometry).

As detailed in Chapter 2, the real calculation of the IPF is obtained by analysing the diffraction pattern of a Standard Reference Material (SRM) like LaB₆ (NIST SRM 660 [24][25]), therefore the simulated instrumental profile is obtained by ray-tracing the interaction of the photons with a capillary filled by such a SRM, generating a diffracted photon beam and prosecuting the ray-tracing onto the optical elements lying on the path from sample to detector. Thanks to this approach and to the capabilities of SHADOW, it was possible to analyse selectively the instrumental profile, contribution by contribution (like photon beam, or optical elements properties), and identify the most critical features.

Another important methodological remark is that, despite the considerable interest in LPA, there are no established procedures and no reference materials to compare results, validate methods and
experimental protocols. Nowadays SRMs give no support to the study of line broadening effects caused by the microstructure of materials. Chapter 4 contains the study of a proposed new reference material, an Iron-Molybdenum alloy, extensively deformed by high energy milling, so to refine the bcc iron domain size to nanometer scale (≈10 nm) and introduce a strong inhomogeneous strain, with the two effects producing a comparable amount of line broadening.
Chapter 2

Optical Characterization of a Powder Diffraction Beamline

*Part of this chapter has been published in:*

Luca Rebuffi, Jasper R. Plaisier, Mahmoud Abdellatief, Andrea Lausi, Paolo Scardi,

“MCX: a synchrotron radiation beamline for X-ray diffraction Line Profile Analysis”,

Abstract

The potential of modern methods for X-ray diffraction Line Profile Analysis can be fully exploited with data collected at synchrotron radiation beamlines, provided that optics and experimental set-up are suitably designed and characterized. The Material Characterization by X-ray Diffraction beamline, MCX, at Elettra-Sincrotrone Trieste, may operate with a set-up optimally arranged to study nanostructured materials, investigating details of crystalline domain size and shape, lattice defects and local atomic displacement of static and dynamic nature.
2.1 Introduction

Modern methods for XRD LPA [1][2] require quality data to obtain detailed and reliable information. Therefore, SR, with the high beam brilliance, energy selectivity and focusing conditions, now routinely available at most facilities, seems the most appropriate choice to collect high quality powder diffraction data. However, for this to be true, optics and experimental set-up should be suitably designed and used. MCX, the Material Characterization by X-ray Diffraction beamline at Elettra-Sincrotrone Trieste [26], currently operates in the energy range from 4 to 21 keV, and hosts optics and instrumentation specific for LPA of nanostructured materials. It allows investigating details of crystalline domain size and shape, lattice defects and local atomic displacement of static and dynamic nature.

Like most modern SR powder diffraction beamlines, MCX adopts the Debye-Scherrer geometry, with a standard glass capillary sample holder. MCX design, however, is sufficiently flexible to host a flat-plate geometry too, which may be a convenient choice for the absence of signal of the capillary and, in general, to analyse bulk samples, thin films, coatings and surfaces.

As with any experimental set-up, even a simple powder geometry can be affected by considerable aberrations [7][8], which can be a serious limitation to a correct assessment of the instrument contribution to the observed line profiles. In particular, the IPF needs to be “well-behaving”, i.e., easily represented in convenient form for data analysis.

The present work shows how to get the most out of a powder diffraction beamline to fully exploit LPA, pushing resolution to the limits. Main features of MCX are briefly discussed with reference to LPA applications: specific attention is paid to the IPF, which is carefully optimized and determined in a convenient parametric form.
2.2 The MCX Beamline

The Material Characterization by X-ray Diffraction beamline at Elettra-Sincrotrone Trieste, supports a wide range of diffraction experiments from powders, bulk polycrystalline, thin films and coating materials. Open to users since 2009, over the past years MCX hosted a variety of experiments in different fields, as diverse as structure refinement [27], residual stress analysis [28], pair distribution functions (PDF) of glasses and amorphous compounds [29] and temperature dependent studies [30][31].

![Figure 1: Optical layout of the MCX beamline](image)

Flexibility, which is a keyword of MCX, is provided by the optics of the line, consisting of two mirrors and a monochromator (see Figure 1): a first Pt-coated cylindrical mirror collimates the beam on the horizontally focusing Si(111) double crystal monochromator with the second crystal mounted on a European Synchrotron Radiation Facility (ESRF) model sagittal bender [32]. The second – vertical focusing – Pt-coated mirror is flat and bendable, with a radius adjustable from 6 km to flat. The overall optical layout works in a strictly 1:1 configuration, with the
monochromator at 18 m from the source and the focus, and the mirrors positioned symmetrically around it.

The fixed exit – double crystal monochromator (DCM) consists of two Si crystals cut along the [111] direction, which can be precisely positioned and oriented in the X-ray beam. Two successive Bragg reflections with a theoretical inherent energy resolution of 0.014% (given by the Darwin angular width of the Si (111) perfect crystal reflection) direct photons of the desired energy parallel to the incoming beam direction, but offset upward (out of the direct Bremsstrahlung beam). The crystals are placed on two independent rotation stages, and the second crystal can be translated along the beam direction in order to keep the exit height fixed. The optics of the beamline produce X-rays with an energy between 4 and 21 keV. The beam spot at the experiment can be varied from point focus (0.3x0.3 mm²), to line focus (5x1 mm²).

Figure 2: 4-circle Huber diffractometer at MCX
Two alternative setups are used to conduct the diffraction experiments. First one is based on a 4-circle Huber diffractometer (see Figure 2), equipped with a high-count rate fast scintillator detector. Either a set of slits or an analyser crystal (Si(111)) is positioned before the detector to achieve a high angular resolution. Both Bragg-Brentano (flat plate) and Debye-Scherrer (capillary) geometry may be employed in the experiments. The sample area is large, thus allowing space for hosting different environmental chambers. As part of the standard equipment, capillaries can be cooled or heated in the 100 – 1300K range.

![Image](image.png)

**Figure 3: Furnace at MCX**

An alternative experimental setup based on a furnace has been developed [33] to provide an atmosphere and temperature controlled environment for powders in capillaries and a temperature controlled environment for thin-film samples (see Figure 3). The whole powder pattern is recorded by a translating image plate, as a fast data collection...
system to follow phase transformations and chemical reactions. The furnace in its current setup allows heating up to 1300K.

2.3 **DCM: Thermo-Mechanical characterization**

In order to understand the relevance of the DCM in shaping the instrumental profile, it is important to focalize the attention on possible aberration sources.

2.3.1 **DCM: first crystal**

The first crystal is a ultra-high quality flat single-crystal, with a measured Darwin width (full width at half-maximum of the total reflective profile, or diffraction profile, of the monochromator crystal [34][35]) close to the ideal one.

![Graph](image)

**Figure 4:** Incident power distribution on the MCX DCM first crystal. The calculation takes into account the angular acceptance of the beam shaping slits and the reflectivity profile of the first collimating mirror. The integral of this distribution represent the estimated total power hitting the crystal.

This crystal is hit by the “white” beam, collimated by the first mirror, and thermal energy absorption could be a possible source of deformation of
the crystal planes (heat bump), leading to unwanted effects of angular spreading of the beam, bigger bandwidth and flux reduction [36][37]. By the way, the case of MCX is not to be considered critical, because the total power incident on the crystal, calculated with the SPECTRA source simulation tool [38][39], is around 10 W in the worst situation (2 GeV storage ring energy and 310 mA of electron current), easily dissipated by the cooling system (see Figure 4).

2.3.2  DCM: second crystal

The second crystal is mounted (soldered) on the ESRF model sagittal bender [32][40], a widely used flexural hinge bender made of stainless steel, shown in Figure 5, providing a near-cylindrical surface shape. Two motors acting in opposite direction with identical force, pushing on the crystal holders make the bending mechanism.

Figure 5: Flexural hinge bender, with a bendable silicon crystal mounted and soldered. Anticlastic curvature ribs are visible on the back of the crystal. The soldering material appears as a white layer between silicon and the stainless steel holders.
The most important aberration taken into account even in the design phase of such an optical element is the drastic correction of the anticlastic curvature (see Figure 6). This is made by cutting ribs in the direction transverse to the principal radius [40], as shown in Figure 5. This aberration is important because it acts in the vertical plane, i.e. the plane where the further diffraction profile is collected, modifying the divergence profile of an ideally collimated beam and/or “turning off” parts of the beam, where the Bragg planes are too misaligned (deformed) respect to the ideal orientation. Together with this mechanical effect, a possible twist effect comes from the soldering process between the silicon crystal and the stainless steel holders and from the bending mechanism itself (as visible in Figure 5, there are 2 independent motors pushing each holder separately). This effect is kept under control by a careful soldering procedure [41].

Figure 6: Anticlastic Curvature

The global effect of these aberration sources can be visible by a direct measurement of the rocking curve of the crystal, in sagittally focusing condition (on the detector). This measurement is obtained by a stepped scan of the diffracted signal rotating the crystal around its $\theta$ axis, to
which the Bragg angle is referred. This operation gives the convolution of the diffraction profiles of the two crystal [35].

Figure 7: Comparison between the experimental diffraction profile of the second crystal, in focusing condition, at three different photon beam energies (selected by the first crystal): 11, 15, 20 keV

Figure 8: Comparison between the experimental rocking curve of the second crystal, in focusing condition, and a theoretical one at 11 keV.

Figure 7 shows the asymmetry of the rocking curve of the second crystal progressively decreasing with diminishing of the curvature radius (inversely proportional to the photon energy), suggesting that
apparently the increasing bending strain gives stability in shape of the crystal.

Figure 9: Comparison between the experimental rocking curve of the second crystal, in focusing condition, and a theoretical one at 15 keV.

Figure 10: Comparison between the experimental rocking curve of the second crystal, in focusing condition, and a theoretical one at 20 keV.

In Figure 8 the comparison between the experimental rocking curve at 11 keV and the theoretical one is shown, while in Figure 9 and in Figure 10 the same comparison is done at 15 keV and 20 keV, respectively.
The theoretical curve is obtained with the XCRYSTAL simulation tool of the diffraction profile (reflectivity) of perfect crystals, contained in the XOP kit [42], and calculating its autoconvolution, i.e. considering the second crystal as a flat and perfect element.

In particular, as visible in Figure 11 and Figure 12, by assuming the first DCM crystal as perfect (a reasonable approximation, as discussed in paragraph 2.3.1) we can reconstruct a possible diffraction profile of the second crystal, until a rocking curve similar to the experimental one is obtained by convolution with the first crystal diffraction profile. The result is a diffraction profile not only asymmetric but with a smaller width than the theoretical one, with a direct consequence that the beam energy bandwidth at the sample will be smaller than the predicted one.

Figure 11: Comparison between theoretical diffraction profile of the second crystal and a reconstructed one for the bended crystal in focusing condition, at 11 keV.
Figure 12: Comparison between the experimental rocking curve of the second crystal, in focusing condition, and the reconstructed one at 11 keV.

As visible in Figure 13 and Figure 14, at 15 keV this effect is smaller, giving a reconstructed bandwidth closer to the theoretical one, but again with an asymmetric diffraction profile, while at 20 keV the reconstructed diffraction profile is broader, but shows a less asymmetric shape, as visible in Figure 15 and in Figure 16.

Figure 13: Comparison between theoretical diffraction profile of the second crystal and a reconstructed one for the bended crystal in focusing condition, at 15 keV.
Figure 14: Comparison between the experimental rocking curve of the second crystal, in focusing condition, and the reconstructed one at 15 keV.

Figure 15: Comparison between theoretical diffraction profile of the second crystal and a reconstructed one for the bended crystal in focusing condition, at 20 keV.
Figure 16: Comparison between the experimental rocking curve of the second crystal, in focusing condition, and the reconstructed one at 20 keV.

An important remark is that no significant effects on the diffraction profile are expected on a perfectly spherical sagittal bending, as visible from the computation made with the XOP XCRYSTAL tool for bent crystal [42][43], using a multilamellar model of the sagittally bent crystal (see Figure 17).

Figure 17: Comparison of the calculated diffraction profiles by the XCRYSTAL tool in XOP. Perfect flat crystal (circles), multilamellar sagittally bent crystal (straight line).
The main idea behind this method is to decompose the crystal (in the direction of beam penetration) in several layers of a suitable thickness. Each layer behaves as a perfect crystal, thus the diffracted and transmitted beams are calculated using the dynamical theory for plane crystals. The different layers are misaligned one with respect to the others in order to follow the cylindrical surface of the crystal plate (see Figure 18).

![Diagram](image)

Figure 18: Crystal division in the Multilamellar model for a Bragg crystal with the respective transmitted and diffracted beams (courtesy of Dr. Manuel Sánchez del Río), in case of tangential bending.

This model works well, even if it does not take into account a possible deformation of the surface (and of the Bragg planes) coming from the bending mechanism.

For this reason every possible alteration on the angular divergence and energy distributions come out from the residual mechanical effects.

### 2.4 MCX Instrumental Profile Function

The Instrumental Profile Function of MCX was experimentally determined analysing the NIST SRM 660a LaB$_6$ line profile standard [24][25], using borosilicate glass capillaries (0.1 mm diameter) in the traditional Debye-Scherrer geometry.
Instrumental peak profiles were described by pseudo-Voigt curves, adopting a standard parameterization for the dependence of peak width and shape on the diffraction angle: Caglioti’s equation is used for the FWHM, whereas a parabolic function describes peak shape, in this case the Lorentz profile fraction $\eta$ (aka pseudo-Voigt mixing parameter) [11][44][45]:

$$\text{FWHM}(\theta) = \sqrt{W + V\tan\theta + U\tan^2\theta}$$

(3)

$$\eta(\theta) = a + b\theta + c\theta^2$$

(4)

The apparent shift of the peak centroid, caused by aberrations along the beam path, were also parameterized using a $\tan\theta$ polynomial which closely follows Wilson’s formulas [46]:

$$\Delta 2\theta(\theta) = ax\tan^{-1}\theta + bx + cx\tan\theta + dx\tan^2\theta + ex\tan^3\theta$$

(5)

Parameters $W, V, U, a, b, c, ax, bx, cx, dx, ex$ were adjusted to best fit experimental data collected for a sufficiently large number of LaB6 peaks across the whole accessible $2\theta$ range. Additional aberrations, indirectly affecting the IPF, include a $2\theta$ zero error and capillary alignment errors in horizontal and vertical directions [13][14].

The following paragraphs show the IPF in standard operating conditions, which give the best flux available, a set-up chosen by the vast majority of users.

2.4.1 Standard operating conditions (SOC)

In order to maximize the flux at the detector, MCX operates by focusing the beam both in the vertical and in the horizontal plane at the detector level. Vertical divergence is controlled by acting on the second (bendable) mirror, whereas horizontal divergence is managed by acting
on the second (also bendable) crystal of the monochromator. The diffracted beam is collimated by setting the slits at a maximum aperture of 0.1 mm, to limit the effects of axial divergence.

Figure 19 shows the LaB$_6$ patterns collected in capillary configuration at 15 keV. Details of two low angle peaks are shown to demonstrate the quality of the IPF, which is very closely reproduced by the simple, symmetrical pseudo-Voigt profile. This provides a reliable parameterization according to equations (3)-(5), which can easily be used in LPA software [17][47], and in general, to represent in a reasonably accurate way the IPF at any desired diffraction angle. It is worth underlining that this favourable condition, unlike beamlines operating at other SR facilities, can easily be obtained across the 4-21 keV energy range and different sample environment conditions available at MCX.

![Figure 19: Standard LaB$_6$ powder pattern at 15 keV: experimental data (circle) and fit (line), with their difference (residual, line below). GoF is 0.647. Insets show details of low angle peak profiles.](image)

Figure 20 shows a comparison of instrumental broadening at different energies. As photon energy is inversely proportional to the wavelength, Bragg’s law provides for a decrease in FWHM with higher energies.
However, this condition is only verified at relatively low 2θ angles, whereas other factors in the powder geometry (e.g., absorption) and beamline set-up make the general dependence of FWHM on energy more complicated, which clearly requires an experimental determination like that shown in the present work. By the way, it is possible to note that the bandwidth effects observed in paragraph 2.3.2, are also visible in the observed instrumental broadening energy dependence: at high angle, where the energy bandwidth effects are dominant [11][12], the profile of the FWHM at 11 keV is very close to that at 15 keV, because the DCM has a smaller energy bandwidth than the theoretical one at 11 keV, giving a smaller than expected broadening at high angle. Similarly, the larger bandwidth with respect to the theoretical one at 20 keV reduces the effects of narrowing the profile. These effects will be analysed in details in Chapter 5, through realistic ray-tracing simulations.

Figure 20: Instrumental broadening (represented as Full Width at Half Maximum – FWHM) at different beam energy: 11, 15 and 20 keV.
2.4.2  **Optical characterization of the instrumental profile:**

A more detailed study was made on the IPF at 11 keV beam energy, with the Si(111) analyser crystal installed on the detector arm. In particular, by acting on the monochromator and on the second mirror it is possible to reduce, respectively, horizontal and vertical divergence of the beam. As visible in Figure 21, relevant effects can be obtained working at the vertical divergence of the beam, i.e. in the plane of the diffraction signal, whereas reducing the horizontal divergence has little effect on the peak profile. In Figure 22 it is possible to see the effect on peak width and shape of defocusing the second mirror, so to narrow the instrumental peak profile down to 0.012°. While this improvement would of course be always desirable, the price to pay to achieve the narrowest instrumental profile is a 70% loss of the SOC flux.

![Figure 21: Instrumental FWHM vs. 2θ in capillary configuration. Defocusing is given in motor step units from the detector level (motors step 0).](image-url)
Figure 22: Effect of defocusing of the second mirror on the peak shape and width, LaB$_6$ (110) reflection at 15 keV.

As visible in Figure 23, in flat plate configuration concurrent effects of reducing the vertical divergence and increasing the beam spot lead to a less important effect on the FWHM.

Figure 23: Instrumental FWHM vs. $2\theta$ angle in flat-plate configuration. Defocusing is given in motor step units from the detector level (motors step 0).

It is worth noting that every modification of the optical layout leading to a widening of the beam footprint on the sample is detrimental with this
geometry, as it creates additional peak broadening. This is of course a major limitation in practical operation. These results confirm, as expected, that the best resolution and IPF is obtained in the capillary mode, much more effective in limiting aberrations and instrumental broadening than the flat-plate configuration. The latter, however, has a practical value for specimens that cannot be used in capillary geometry, and is an added value and an asset of MCX in many materials science and technology studies.

2.5 Conclusions

Synchrotron radiation XRD can offer considerable advantages to a Line Profile Analysis, in terms of

(i) high statistical data quality,
(ii) narrow instrumental profile component,
(iii) possibility to enlarge the Ewald sphere (i.e., to measure more diffraction profiles) by using suitably high energy X-rays.

Advantages can also be exploited in non-ambient conditions, but for all of this to be true the beamline must be properly designed and operated, in particular to obtain a regular and controlled Instrumental Profile Function across a broad range of diffraction angles. Results of this work, show that such a profitable condition is available at MCX, the Material Characterization by X-ray Diffraction beamline at Elettra Sincrotrone Trieste. An important challenge for the future is to further improve the operating conditions to allow reliable measurements of large crystalline domains, a subject with many possible applications, so to extend the current limits of Line Profile Analysis to the technologically relevant sub-micron region.
Chapter 3

Studies of nanostructured materials with large crystalline domains

Part of this chapter has been published in:

Claudia Malerba, Cristy Leonor Azanza Ricardo, Matteo Valentini, Francesco Bicca, Melanie Müller, Luca Rebuffi, Emilia Esposito, Pietro Mangiapano, Paolo Scardi, Alberto Mittiga
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Cinira Fandaruff, Marcos Antônio Segatto Silva, Danilo Cesar Galindo Bedor, Davi Pereira de Santana, Helvécio Vinícius Antunes Rocha, Luca Rebuffi, Cristy Leonor Azanza Ricardo, Paolo Scardi, Silvia Lucia Cuffini

“Correlation between microstructure and bioequivalence in Anti-HIV Drug Efavirenz”,

Abstract

LPA of two nanostructured materials with relatively large crystalline domains is described: Cu$_2$ZnSnS$_4$ (CZTS aka Kesterite), a solar absorbing semiconducting material and EFAVIRENZ, an anti-HIV drug. Both materials show an important dependence of their leading characteristics on the microstructural properties. In particular, the energy gap for CZTS and the Dissolution Efficiency for the EFAVIRENZ depend on the respective crystalline domain size distributions. Powder diffraction measurements of the required quality were made at the MCX beamline
of Elettra-Sincrotrone Trieste, with two different setups: Bragg-Brentano (flat-plate sample holder) for the Kesterite, and Debye-Scherrer for the EFAVIRENZ (capillary sample holder). In both studies the IPF appeared as a crucial feature, being the dominant part of the experimental signal.

3.1 Microstructural Properties of CZTS thin films

It was recently shown that the bandgap of CZTS, a p-type semiconductor with Kesterite structure showing promising behaviour as absorber in thin film solar cells, depends on stoichiometry and microstructure [48][49]. This correlation was studied in thin films prepared by sulfurization of multi-layered precursors of ZnS, Cu, and Sn, changing the relative amounts to obtain CZTS layers with different compositions. Crystalline domain size and presence of lattice defects was studied by LPA: as the available samples were thin films on glass substrates, the flat-plate geometry at MCX came in particularly handy (see Chapter 2).

A preliminary screening of the powder pattern showed the polycrystalline nature of the CZTS layer, with lack of significant crystallographic orientations, so that data could be analysed by WPPM [17] as for any polycrystalline material: layer thickness was sufficient to produce good quality patterns, with a broad halo from the amorphous glass substrate (modelled as part of the background function). Lattice defects seem not relevant in this case, so the refined microstructural parameters only refer to the crystalline domains [49].

The research investigates the correlation between Sn site occupancy and microstructure of the thin films. The study is made on a set of samples with different %Sn in the Kesterite film, obtained by varying the composition of the precursor, as reported in the following table:
<table>
<thead>
<tr>
<th>Sample Name</th>
<th>Precursors [Cu]:[Zn]:[Sn]</th>
<th>$E_{\text{gap}}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K265a2</td>
<td>2 : 1.48 : 1.06</td>
<td>1.48</td>
</tr>
<tr>
<td>K269a2</td>
<td>2 : 1.48 : 1.06</td>
<td>1.47</td>
</tr>
<tr>
<td>K264a2</td>
<td>2 : 1.48 : 1.06</td>
<td>1.48</td>
</tr>
<tr>
<td>K255a2</td>
<td>2 : 1.48 : 1.18</td>
<td>1.60</td>
</tr>
<tr>
<td>K256a2</td>
<td>2 : 1.48 : 1.18</td>
<td>1.63</td>
</tr>
<tr>
<td>K254a</td>
<td>2 : 1.48 : 1.18</td>
<td>1.63</td>
</tr>
<tr>
<td>K275a2</td>
<td>2 : 1.48 : 1.31</td>
<td>1.62</td>
</tr>
</tbody>
</table>

Optical measurements showed a variation of the energy gap of about 150 meV, from 1.47 to 1.63 eV, and the increase of the energy gap was correlated with the corresponding increase in the [Sn]/[Cu] ratio, which can be considered as a critical parameter, strongly influencing the optical properties of CZTS thin films. Moreover, the analysis showed a correlation between the Sn content in the CZTS films and the Sn-site occupancy, as visible in Figure 24.
Figure 24: Correlation between the Sn content measured by EDX and the Sn-site occupancy obtained by quantitative analysis of XRD spectra.

Quantitative Phase Analysis (QPA) and refinement of the Sn site occupancy were made with the software TOPAS® [50][51] on diffraction patterns collected at different energies, so to highlight differences between chemical elements. The software PM2K [52] was instead used for the WPPM, to refine domain size and unit cell parameters. A clear correlation between the Sn site occupancy and microstructural properties, in terms of crystalline domain size and cell parameters, emerged, as shown in Figure 25.

Figure 25: CZTS stoichiometry, expressed as Sn occupancy, correlates with the band gap energy (Gap, in eV) and with the crystalline domain size, here represented by the mean of a size distribution (<D> in nm) refined by the diffraction line profile analysis with the PM2K software.
As the tin content increases, three groups of size distributions (labeled with A, B, and C) are found (see Figure 26), with the following properties:

(i) small average crystalline domain size $<D>$ with a narrow distribution (i.e., a small standard deviation),
(ii) small $<D>$ values but with larger standard deviation,
(iii) uniformly large crystalline domains.

Figure 26: Domain size distribution for different CZTS thin films with different Sn content (increasing from A to C). The inset shows the first two distributions on a different scale.

Sphere-like crystalline domains are assumed and the analysis of the set of samples having small $<D>$ (A and B) was performed with a lognormal distribution, while a gamma distribution was used for the last one (C).

A detailed account on this study can be found in [48][49], but it is worth considering herein the result shown in Figure 27, that belongs to a sample, having a low tin content and high bandgap (1.62 eV).

The inverse proportionality between domain size and peak width sets a limit to the largest domain sizes that LPA can actually measure, such that the usually accepted limit is 200 nm or less. The inset of Figure 27 shows
details of the most intense peak profile and a comparison with the instrumental profile that clearly demonstrate the refined size (mean value 275(52) nm) is above the conventional upper limit of LPA, but well within the sensitivity limits for the instrumental setup available at MCX.

Figure 27: WPPM results for a CZTS thin film (sample K275a2, \(\langle D \rangle = 275(52)\) nm): experimental data (circle), model (line), and their difference (residual, line below). Insets show details of the most intense line profile (solid line), with a comparison with the instrumental peak profile (IPF, dotted line).

Figure 28: Calculated instrumental broadening for the CZTS thin films experimental setup
Calculation of the IPF has been made using the NIST SRM 660a LaB₆ [25] with a flat-plate sample holder. In Figure 28 it is possible to see the calculated instrumental broadening, obtained for the same experimental setup as the CZTS XRPD experimental patterns.

Figure 29: Kesterite XRD pattern at 15 KeV, comparison between the experimental data (line and circles) and calculated IPF (line)

Figure 29 shows the comparison between the IPF contribution and the experimental data of the samples with the smallest and the largest average crystalline domains size. It is worth underlying the importance of neatly describing the IPF: even if it is the dominant contribution to the line profile, the IPF at MCX is sufficiently narrow to provide reliable values of domain size up to several hundreds of nanometres.

3.2 Microstructural Properties of EFAVIRENZ

EFAVIRENZ (EFV) was approved for the treatment of human immunodeficiency virus type 1 infection (HIV-1) in 1998. Currently, it is considered the best choice in the treatment of adults and children with
the High Activity Antiretroviral Therapy (HAART) [53]. The generic version of EFV is a viable solution to offer quality medications to a much larger number of AIDS/HIV patients, provided that drug approval and registration are made according to existing national and international regulations covering the innovator’s version. In this context, bioequivalence assessment is the most important quality control tool in the process of a generic product development and registration, in order to ensure its therapeutic efficacy [54][55].

Figure 30: A) Powder dissolution profile in sodium lauryl sulphate 0.25% versus time. B) Dissolution Efficiency of six EFV batches of raw materials. Batch 1 passed the bioequivalence test, whereas batch 5 did not.

The bioequivalence in vivo studies were conducted on healthy volunteers whose age ranged between 18 and 45 years, and results are correlated to in vitro dissolution tests. The powder dissolution profiles of the six EFV batches in sodium lauryl sulphate are shown in Figure 30A, with the corresponding Dissolution Efficiency (DE) plotted in Figure 30B. Details on materials and methods are available in [56].

Batch 1, a positive result in the in vivo bioequivalence test, showed the best dissolution behavior with the highest DE (~82%); in contrast, batch 5, which did not pass the bioequivalence test, was around 66%.

As detailed in [56], the origin of the DE behavior here observed is also commonly explained by other factors, such as morphology, particle size distribution and/or impurities, but all of these factors were excluded as
possible causes during this study, in particular, in Figure 31A and Figure 31B is possible to observe how particle size distribution parameters after micronization routine process, like volume-weighted average size or surface-weighted average size (here called d[4,3], d[3,2], respectively), show no significant correlation with DE.

Figure 31: A) E versus Average Particle size, and DE versus Average crystalline domain size, for six batches of EFV raw materials. Batch 1 passed the bioequivalence test, whereas batch 5 did not. A) DE versus Average Particle size d[4, 3]. B) DE versus Average Particle size d[3, 2].

Dissolution and bioavailability of pharmaceutical raw materials and products do not have been traditionally correlated to crystalline domain size, that so far has not been an issue for pharmaceutical analysts and formulators. As a consequence, microstructure properties to the level of crystallite size have never been correlated with biopharmaceutical characteristics or process considerations.

Structural and microstructural analysis was based on SR XRPD measurements made at the MCX beamline using the Debye-Scherrer (capillary) geometry (see Chapter 2).

Structural information was obtained by modelling the data with the software TOPAS® [50][51]: all samples were identified as EFV polymorph 1, with space group P2₁2₁2 and cell parameters a = 16.781 Å, b = 27.258 Å, c = 9.698 Å (data collected at 250K [57]).

Microstructural information was provided by the analysis of the diffraction line profiles, using the software PM2K [52], representing the
EFV crystallites as equiaxed crystalline domains, the latter modelled as spheres with a lognormal distribution of diameters D.

![Graph](image)

**Figure 32**: EFAVIRENZ XRD pattern at 8 KeV, comparison between the experimental data (line and circles) and calculated IPF (line)

We also considered the possible presence of a strain broadening contribution, based on a rather general strain model constrained by the symmetry of the elastic tensor for the specific Laue group of EFV [17][58][59]. However, no significant improvement to the modelling was observed by adding this component, which can therefore be considered as negligible in the present case.

Figure 32 shows the result of the PM2K software for the diffraction pattern of one of the samples (batch 5). The result is acceptable, although some non-random discrepancy is observed between data and model, as a possible result of more complex dispersion of the domain size, or of non-spherical domain shapes.

Calculation of the IPF has been made with and NIST SRM 640a Si [60] diluted with an amorphous material (starch) in order to reproduce the same low absorption condition of an organic material as EFAVIRENZ.
Figure 33 shows the calculated instrumental broadening, obtained in the same experimental setup as the CZTS XRPD patterns measurement.

Figure 33: Calculated instrumental broadening for the EFAVIRENZ experimental setup.

Figure 34: EFAVIRENZ XRD pattern at 8.048 KeV, comparison between the experimental data (line and circles) and calculated Instrumental Profile Function (line)
Figure 34 shows the comparison between the IPF contribution and the experimental data of the samples with the smallest and the largest average crystalline domains size, remarking the dominant contribution of the instrumental profile also in this study.

Using this methodology, besides mean size values, the distribution can be determined, and beyond fine differences and possible discrepancies between data and models, the crystalline domain size was found to span quite different values, from a few tens to hundreds of nanometers. Figure 35 shows the crystalline domain size distributions for all the measured specimens of this study.

Figure 35: Crystalline domain size distributions for the six EFV batches of this study.

In order to determine the effect of microstructure in the dissolution assays and bioequivalence studies, DE was compared with the average crystalline domain size. Figure 36 clearly shows the correlation: larger crystalline domain sizes (above ~100 nm) correspond to the lower DE values, as opposed to results in Figure 31A and Figure 31B, showing no
clear correlation between DE and average particle sizes, d[4,3] and d[3,2], mainly for batches with comparable particle sizes.

Most importantly, the significant difference in bioequivalence essays or in vivo studies presented by batches 1 and 5 can be explained by this evidence. Batch 1, with the approved bioequivalence essay, shows the smallest crystalline domain size (D = 30(3) nm) whereas batch 5, with a not approved bioequivalence essay, has crystalline domains more than 6 times larger (D = 208(42) nm).

Finally, an important remark: the present results suggest that there could be a critical crystalline domain size and particle size distributions to ensure the bioequivalence.

![Crystalline Domain Size Distribution of efavirenz](image)

Figure 36: DE versus Average crystalline domain size <D> (nm).

### 3.3 Conclusions

The possibility of characterizing microstructural properties of nanostructured materials in a wide range of values could be a crucial added value to the investigation on those parameters that are mainly connected to their principal and qualifying properties. This chapter discussed two different studies with nanostructured materials where the crystalline domains size distribution ranged from few tens of
nanometres to much larger values, very close to the upper limit of applicability of LPA methods.

What emerged from the results of this studies and the data analysis itself is that the capability of modelling and keeping under control the instrumental profile function of a SR beamline is a vital condition to explore microstructure of this sort of materials.
Appendix A: WPPM principles and formulas

This appendix, containing details of the LPA method used in this chapter, is extracted from [17].

Basic Principles

The WPPM procedure is based on the fact that the observed diffraction line profile is a convolution of the line profiles produced by all contributing effects:

\[ I(s) = I^P(s) \otimes I^S(s) \otimes I^D(s) \otimes \ldots \tag{A1} \]

In Eq. (A1), \( s \) is the reciprocal space variable (numerically equal to \( \frac{2\sin\theta}{\lambda} \), with \( \theta \) and \( \lambda \) as the diffraction angle and X-ray wavelength, respectively), \( I^P \) stands for Instrumental Profile, \( S \) for coherent scattering domain size/shape, \( D \) for lattice distortions (e.g. due to dislocations). The computationally demanding convolution integral of Eq. (A1) can be simplified via the convolution theorem, stating that the Fourier Transform of a convolution is the product of the Fourier Transforms of the terms to be convolved. Eq. (A1) can be therefore rewritten as:

\[ I_{hkl}(s) \propto \int_{-\infty}^{+\infty} A^P_{hkl}(L) e^{-2\pi i L s} dL \tag{A2} \]

\[ = \int_{-\infty}^{+\infty} [A^P_{hkl}(L) \cdot A^S_{hkl}(L) \cdot A^D_{hkl}(L) \cdot \ldots] e^{-2\pi i L s} dL \]

where \( L \) is the Fourier length and the \( A_i(L) \) are the Fourier Transforms of the individual profile functions proposed in Eq. (A1).
Instrumental profile function

A pseudo-Voigt can be written as function of the distance from Bragg position:

\[
pV(x = 2\theta - 2\theta_{hkl}) = I_0 \left[ (1 - \eta) e^{-\ln 2 \frac{x^2}{\omega^2}} + \eta \left( 1 + \frac{x^2}{\omega^2} \right)^{-1} \right]
\]  
(A3)

with three parameters: \( I_0 \), a scale parameter, \( \eta \), the Lorentz fraction, and \( \omega \), the half width at half maximum. With these definitions, the Fourier Transform can be written as:

\[
A_{pV}^\varphi(L) = \left( 1 - k \right) e^{\frac{(\ln D)^2}{\ln 2}} + ke^{-2\pi \sigma s L}
\]  
(A4)

Where \( k = \left[ 1 + \frac{1 - \eta}{\eta \sqrt{\pi \ln 2}} \right]^{-1} \) and \( \sigma_s = \frac{\omega \cos \theta}{\lambda} \).

Domains size contribution: lognormal and gamma distributions

In many practical cases it is possible to use a lognormal (\( g_l \)) or a gamma (\( g_\Gamma \)) distribution of simple shape domains, with just one length parameter \( D \) (diameter (sphere) or edge (cube, octahedron, tetrahedron)) [61]:

\[
g_l(D) = \frac{1}{D\sigma \sqrt{2\pi}} e^{\frac{\ln(D-\mu)^2}{2\sigma^2}}
\]  
(A5)

\[
g_\Gamma(D) = \frac{\gamma}{M_{\Gamma,1}} \Gamma(\gamma) \left( \frac{\gamma D}{M_{\Gamma,1}} \right)^{\gamma-1} e^{\frac{-\gamma D}{M_{\Gamma,1}}}
\]  
(A6)
where \( \mu \) and \( \sigma \) are lognormal mean and lognormal variance, respectively, whereas \( M_{\Gamma,1} \) is the mean of the gamma distribution (first moment) and \( \gamma \) is the ratio between square of the mean and variance:

\[
\gamma = \frac{M_{\Gamma,1}^2}{(M_{\Gamma,2} - M_{\Gamma,1}^2)}.
\]

Distribution moments are:

\[
M_{l,n} = e^{n\mu(n\sigma)^2/2} \tag{A7}
\]

\[
M_{\Gamma,n} = \left(\frac{M_{\Gamma,1}}{\gamma}\right)^n \frac{\Gamma(n+\gamma)}{\Gamma(\gamma)} \tag{A8}
\]

so that mean and variance are:

\[
\langle D \rangle_l = M_{l,1} = e^{\mu^2/2}, \quad \text{var}_l = e^{2\mu^2}(e^{\sigma^2} - 1)
\]

and

\[
\langle D \rangle_\Gamma = M_{\Gamma,1}, \quad \text{var}_\Gamma = \frac{M_{\Gamma,1}^2}{\gamma}
\]

respectively for lognormal and gamma distribution.

The FTs for the case of spherical domains are:

\[
A_l^s(L) = \frac{1}{2} \text{Erfc} \left[ \ln \frac{L - \mu - 3\sigma^2}{\sigma \sqrt{2}} \right] - \frac{3}{4} L \text{Erfc} \left[ \ln \frac{L - \mu - 2\sigma^2}{\sigma \sqrt{2}} \right] e^{-\mu^2/2} + \frac{1}{4} L \text{Erfc} \left[ \ln \frac{L - \mu - \sigma^2}{\sigma \sqrt{2}} \right] e^{-\mu^2/2} \tag{A9}
\]

\[
A_\Gamma^s(L) = \frac{1}{2} \left( \frac{L_\gamma}{\mu} \right)^3 \Gamma \left[ \gamma, \frac{L_\gamma}{\mu} \right] \gamma - \frac{3}{2} \left( \frac{L_\gamma}{\mu} \right)^2 \gamma + \gamma + 3 \left( \frac{L_\gamma}{\mu} \right) \Gamma \left[ \gamma + 3, \frac{L_\gamma}{\mu} \right] \tag{A10}
\]
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4.1 Abstract

An iron-molybdenum alloy powder was extensively deformed by high energy milling, so to refine the bcc iron domain size to nanometer scale (≈10 nm) and introduce a strong inhomogeneous strain. Both features contribute to comparable degree to the diffraction peak profiles, so that size and strain broadening can be easily separated by exploiting their different dependence on the diffraction angle. Further properties of this powder sample, easily produced in large batches, make it a good candidate as a reference material for diffraction LPA, in particular for separating size and strain broadening effects. Evidence from other techniques, including scanning and Transmission Electron Microscopy (TEM) and Small Angle X-Ray Scattering (SAXS), confirms the extent of the size broadening effect, and provides insight into the origin of inhomogeneous strain in plastically deformed materials.
4.2 Introduction

LPA is used since the discovery of powder diffraction, nearly a century ago, to determine size and shape of crystalline domains, and to assess presence and content of lattice defects. Even if traditional methods are described in most textbooks on powder diffraction [3][62][63][64], LPA is still a subject of active research [1][4][58][65], with development of new methodologies and increasing applications, ranging across most fields of science and technology. Recent examples include materials growth processes [66][67], and the study of the effects of thermal or mechanical treatments [68][69][70].

As mentioned in Chapter 1, despite the considerable interest in LPA, there are no established procedures and no reference materials to compare results, validate methods and experimental protocols. SRMs, so far, were only introduced to measure the IPF [24][25][60], which is useful and functional to a proper use of LPA, but gives no support to the study of line broadening effects caused by the microstructure of materials. Recent research effort focused on ZnO powders as possible crystallite size SRMs [71]. The certification work of NIST SRM 1979, still in progress for the complexity of the microstructure (extensive layer faulting in prismatic domains with small aspect ratio), should deliver a standard for size effects in diffraction line broadening.

The present chapter reports the first part of a collaborative project involving several laboratories, aimed at producing and testing a possible reference material for LPA, including both size and strain effects. Part one is dedicated to material production and characterization, whereas part two will be dedicated to a Round Robin (RR), involving a number of laboratories to test experimental LPA practices and analytical methods. To date, only one similar RR project has been reported [72], but the scope was quite different. The studied sample was a chemically
synthesized nanocrystalline ceria powder, with a mean domain size of less than 20 nm. Presence of a strain broadening component was mentioned as a minor effect, if not as an artefact of some data analysis procedures. Before this work, a similar project based on glass-ceramic specimens had been started and discussed at the first Size-Strain conference (“Size – Strain ’95”, Liptovski Mikulas, Slovakia, August 21-25, 1995), but results were not conclusive, and no written report was included in the following publication [65].

The material of our study was selected according to several requirements, but also to be representative of a broad class of problems and case studies in chemistry, physics and materials science. The choice of a heavily deformed bcc iron-alloy powder produced by high energy milling was supported by:

(i) presence of a single-phase, with high symmetry crystal structure (bcc), such to produce powder diffraction peaks with as little overlapping as possible,

(ii) line broadening effects due to small domain sizes and inhomogeneous strain, with the latter caused mostly by domain interactions and presence of a dominant lattice defect type, namely dislocations, causing an anisotropic (hkl-dependent) line broadening,

(iii) contaminant phases present in a reasonably low and controlled level, not interfering significantly with the LPA,

(iv) good stability in time,

(v) large amount of material available by a simple, inexpensive and straightforward preparation process. It is also important the procedure be fully reproducible.

In this chapter we present the material and provide a detailed characterization – which could be the basis of a certification protocol – using several standard techniques of materials science. Results also shed
light on the mechanism of plastic deformation in metallic materials undergoing extensive grinding.

4.3 Materials and Methods

The Fe-1.5wt%Mo alloy (Astaloy Mo®) supplied by Höganäs (Sweden) [73] is a pre-alloyed powder for large industrial production, mostly used in powder metallurgy processes. Molybdenum, entering the bcc crystal structure of iron in solid solution, is added to increase hardenability and to improve the mechanical properties by a solution-hardening effect. The latter is caused by the lattice strain introduced by alloying Mo, with a smaller atomic radius, to the host matrix of Fe. Molybdenum addition also enhances thermal stability, as it hinders grain growth (and recrystallization) processes, thus stabilizing the work-hardening effects introduced by grinding. At the same time Mo does not increase the tendency of oxidation, which would lead to unwanted secondary oxide phases [74].

The Fe-1.5wt%Mo (hereinafter FeMo) powder was ground in a planetary ball mill (Pulverisette 4, manufactured by Fritsch GmbH, Idar-Oberstein, Germany [75]), using two 250 ml jars of X210Cr12 steel designed and made at the University of Trento [76][77]. Milling agents were 50 tempered steel (100Cr6) spheres, with a diameter of 12 mm and a mass of 7.1 g.

Milling parameters were based on previous studies [78]: main disk speed ($\Omega$) was 300 rpm, whereas the speed ratio ($\omega/\Omega$) was -1.8, with $\omega$ as the rotational speed of the satellite jars. The ball to powder ratio (BPR) was set to 10:1. Grinding was made in static Ar atmosphere ($O_2 < 2\%$) and Room Temperature (RT) conditions, with a 4wt% ethanol (96%vol purity) added as lubricant, to avoid cold welding and sticking of the powder to the jar walls.
Eight batches were produced and individually characterized [76][77], showing similar microstructural parameters. Batch 4, jar A was selected for the present study as it gives results close to the average values for the whole production.

X-ray Diffraction (XRD) patterns were collected at the MCX beamline of the Italian synchrotron Elettra-Sincrotrone Trieste [79][26], using the standard capillary geometry and a beam energy of 15 keV ($\lambda = 0.0826$ nm). Details on the beamline are also described in Chapter 2.

SAXS data were collected at the same synchrotron radiation facility, using the standard set-up described in [80].

Morphological investigation of the selected batch was carried out by a ZEISS Supra 40 field-emission gun (FEG) Scanning Electron Microscope (SEM) equipped with a Gemini column and an in-lens detector yielding increased signal to noise ratio. The microscope is also provided with an EDAX system for energy dispersive X-ray spectroscopy (EDS) studies.

HRTEM analyses were performed by using a JEOL 2010 UHR field emission gun microscope operated at 200 kV with a measured spherical aberration coefficient, Cs, of 0.47(1) mm, which enables a resolution in phase contrast at optimum defocus of 0.19 nm.

### 4.4 Results and Discussion

High-energy ball milling of a FeMo powder has been described as a three-stage process [78]: last stage, set in after extensive grinding (>32 h), yields a homogeneous microstructure made of roughly equiaxed nanocrystalline domains with a high density of dislocations. However, even under the most effective conditions, ball milling effects tend to saturate as a dynamical equilibrium establishes between plastic deformation and annealing, so that the domain size and lattice defect content do not change any further with additional milling.
With the milling equipment used in this work, 64 hours is the appropriate grinding time for the production of a large amount of powder with a uniform microstructure [76][77][78]. The total time including testing, run in of jars and balls, and production of 4 batches is suitable to guarantee stability of the grinding media, which undergo rather severe in-service degradation, and limit contamination of the powder.

Powder particle morphology is also important. While the extensive grinding decreases the domain size to nanometer scale, as a result of a fragmentation process triggered by localized deformation, there is a strong tendency toward agglomeration. Starting from the ~90 µm grain size of the pristine powder, Figure 37 shows that ball milled particles range from a few to a few tens of micrometers.

![Figure 37: SEM micrographs at different magnification of the FeMo powder ground for 64 hours.](image)

At the highest magnification nanocrystalline domains can be outlined as fine features in much larger particles. A tentative analysis indicated a
mean size of ~15 nm, with a standard deviation (s.d.) of ~4 nm (see Figure 38).

Figure 38: Histogram of particle size from SEM micrographs (400 particles, min. size limit 5 nm, mean 14.5 nm, s.d. 4.2 nm); lognormal size distribution of diameters from SAXS (red dot: mean 16.2 nm, s.d. 7.6 nm) and Whole Powder Pattern Modelling (WPPM) of XRD data (black line: mean 9.3(8) nm, s.d. 5.9(9) nm). See text for details.

It is clearly understood this is not the crystalline domain size, but it can be considered as an upper limit for the true value. Likewise, a SAXS measurement of a specimen of ball milled FeMo powder dispersed in water gave a mean size of ~16 nm and standard deviation of 8 nm (courtesy of Dr. Heinz Amenitsch, Graz University of Technology). As SAXS is mostly sensitive to the particle size/shape, the agreement between this size value and that obtained from the SEM pictures confirms that 15-16 nm can be safely considered as an upper bound to the true crystallite size.

Agglomeration has a positive effect on the FeMo powder for the specific purpose of this work, because it limits oxidation. Spontaneous passivation, in fact, only concerns the agglomerate surface, thus limiting
the formation of oxide phases which indeed are not observed in the
diffraction pattern, even after long time [76][77]. The SEM analysis was
also used, with the support of EDS, to assess the level of contamination
from the grinding media. After the preliminary run in and grinding tests,
which presented relatively high levels of chromium and nickel
contamination from vial and balls, Cr and Ni content in the powder
milled for 64 h stabilized to 3wt% and 1wt%, respectively, in good
agreement with the overall chemical composition of the milling
apparatus. These values, however, are likely to be an upper limit to
contamination, as the EDS analysis is mostly sensitive to the surface of
the agglomerates, where most impacts with the grinding media take
place. The Cr-Ni contamination has therefore the effect of a mechanical
alloying, giving the potentially positive effect of protecting the FeMo
agglomerate particles from oxidation, granting stability in ordinary use
and storage conditions (see below). Under the same conditions, the EDS
analysis on the pristine powder gave an average composition of
98.68%wt Fe/1.32wt% Mo, against the nominal 98.5/1.5 ratio.
Before LPA, FeMo XRD data were corrected for absorption effects. The
transmitted beam was measured under the same experimental
conditions used to collect the powder diffraction data, by moving the
capillary through the beam aimed straight at the detector [76][77]. Same
procedure was repeated for the studied capillary and an empty one. A
transmitted beam percentage of 9.2(1) % was measured, corresponding
to a FeMo powder packing factor of 46% and a product of absorption
coefficient (μ) and capillary radius μR = 1.19. Standard expressions for
capillary geometry [81] were used to correct the powder data for
absorption [76][77].
The corrected FeMo data were analysed by WPPM [17][58][82],
following a well-assessed procedure [78]. The equiaxed crystalline
domains were described as a system of spheres with lognormally
distributed diameters, containing straight dislocations of screw and
edge type. Diffraction line profile components related to domain size/shape and to dislocations were convolved with the IPF to model the experimental data by non-linear least squares minimization [58][82].

Free microstructural parameters in the refinement procedure were: lognormal mean (μ) and variance (σ) of the diameter distribution, average dislocation density (ρ) and effective outer cut-off radius (R_e). The anisotropic broadening effect of dislocations, according to the Krivoglaz-Wilkens theory [83][84][85], was described by an average contrast factor calculated for screw and edge dislocations in the primary slip system of bcc iron (1/2<111>{110}) [78]. To account for the dislocation type, an edge/screw fraction parameter (f_E) was also refined. Additional refinement parameters include the unit cell parameter (a_0), coefficients of optical aberration functions (horizontal/vertical position of the capillary) and background. Concerning the latter, the pattern from an empty capillary was modelled by a set of pseudo-Voigt functions, and this model, with all parameters fixed but a single refinable scale factor, was added to a Chebyshev polynomial to fit the background in the analysis of the FeMo data.

Figure 39 shows the WPPM result, with details on the two most intense reflections in the insets. Modelling quality is good, even if some non-random feature is visible in the residual for the most intense (lowest angle) reflection. The corresponding distribution of spherical domain diameters is shown in Figure 38. There it can be seen, as expected, that domain size is markedly smaller than particle size seen by SEM and SAXS. Arithmetic mean size is <D> = 9.3(8) nm, with s.d. of 5.9(9) nm. It is also worth considering the volume-weighted and surface-weighted mean sizes, respectively, <D>_V = 10.9(9) nm and <D>_S = 10.2(9) nm. The former is related to the integral breadth of the diffraction peaks (through a shape factor, aka Scherrer constant, K_β = 4/3 [61][86], whereas the latter is usually evaluated by the Warren-Averbach method [87][88] (with a corresponding shape factor of 3/2 [61][86]). Owing to
the relatively little dispersion – narrow domain size distribution – differences among the three mean values are correspondingly small (< 30%).

Figure 39: WPPM results: experimental data (circle), model (line) and residual (line below). Insets show details of the modelling of the two most intense reflections.

The WPPM analysis also gives parameters of the strain profile component, which in terms of dislocations effect are: \( \rho = 4.5(4) \times 10^{16} \text{ m}^{-2} \), \( R_e = 4.3(4) \text{ nm} \), \( f_E = 0.54(3) \). It is worth noting that the so-called Wilkens parameter ( \( R_e \sqrt{\rho} \) ) is about unity, which is just within the validity limits of the theory [84][85], and would suggest a strong dislocation interaction, as in dislocation walls and dipoles [84][85].

Even if the refined values make sense, questions may arise about their actual meaning, in particular regarding \( \rho \). The refined dislocation density is quite high, as it would correspond to about two dislocations per spherical domain (for a mean diameter of 9.3 nm: \( <D>/\left( \frac{\pi <D>^3}{6} \right) \approx 2.2 \times 10^{-16} \text{ m}^{-2} \)).
Figure 40: Dark field TEM pictures of a ball milled FeMo powder specimen. Overview of the microstructure (a) and corresponding electron diffraction pattern (b); detail of the region pointed by the arrow (c), with line scans across image intensity maxima (d). See text for further details.

TEM provides an indispensable support to the present study, to shed light on the actual size of the FeMo domains and on the lattice defects. TEM showed the internal fragmentation of the FeMo domains, not accessible to SEM or SAXS due to their intrinsic resolution limits. A representative overview of nanocrystalline FeMo is shown by the dark field image of Figure 40A obtained by selecting a single \((0,k,l)\) FeMo diffraction spot to form the TEM image. Overall, grains tend to cluster into equiaxed agglomerates with random orientation (cf. the electron diffraction pattern in Figure 40B) ranging from 20 to 50 nm average size, which in turn consist of enclosed bright contrast sub-grain units. The dark field image in Figure 40C depicts, at higher magnification, the
representative case of the cluster pointed in Figure 40A, where the internal fragmentation can be distinctly appreciated. Line scans across image intensity maxima measured along relevant portions of the imaged cluster confirmed the enclosed presence of domains of about 10 nm, in good agreement with the XRD/WPPM results.

Figure 41: High resolution electron microscopy picture of a ball milled FeMo powder specimen. Region framed by the square in (a) is shown at higher magnification in (b), with indication of the grain boundaries (dash lines).

High Resolution Transmission Electron Microscopy (HRTEM) provides details on the high-angle grain boundary structure surrounding crystalline domains. The micrograph in Figure 41 shows an example: the area framed by the white box in Figure 41A and shown at higher resolution in Figure 41B depicts the case of four grains facing to each other where the boundaries have been marked by dashed lines.
Figure 42: High resolution electron microscopy picture of a ball milled FeMo powder specimen, showing a grain with trapped dislocations (a); a higher magnification picture is shown in (b), with the FFT in the inset; filtered picture, as obtained by inverse FFT to highlight the dislocation, is shown in (c). See text for details.

Again, TEM observations point out the presence of separate domains of about 10 nm size, in agreement with XRD/WPPM. The HRTEM micrograph of Figure 42 focuses on a representative grain, marked by the dashed line, where trapped dislocations are visible (indicated by $\perp$). The strong ripple contrast in the image may be taken as an indication that the area was experiencing substantial strain. The dislocation area framed by the white box in Figure 42A is shown at higher magnification in Figure 42B, where the corresponding FFT is included as an inset. The most intense diffraction spots (arrows) indexed in the FFT are compatible with those of the (110) planes of bcc FeMo, whereas weaker spots are compatible with a Fe$_3$O$_4$ spinel phase. Such a minority oxide phase (totally absent in the XRD patterns) only appears on the loose
particles of thickness suitable to the electron transmission, mostly present on the surface of the large clusters (see Figure 37) composing the powder. Figure 42C is the corresponding inverse FFT image of the dislocation area, reconstructed using the spatial frequencies of the (110) planes of bcc FeMo. This picture further highlights the trapped dislocations, as well as a distinct dark contrast resulting from the propagation of the strained area during the stress relief. The measured displacement vector at each dislocation site is about $\frac{a}{3}[110]$, which is compatible with a Burgers vector $b=\frac{a}{2}[111]$ of a unit edge dislocation in the primary slip system of bcc iron. Dislocations appear in a dipole configuration, with strongly interacting strain fields, probably as a result of tendency to minimize the total energy [89].

The TEM investigation reported so far fully supports the results of the XRD/WPPM analysis. However, owing to the thickness-selectivity of HRTEM experiments, only a few grains can be analysed across the large FeMo clusters (see Figure 37) and additionally, reliable data can only be extracted from grains properly oriented with respect to the electron beam. Therefore, dislocations may be difficult to observe due to unfavourable orientation, and because of screening effects of the metal cluster where domains are embedded in. However, based on the result of extended TEM experiments, presence of dislocations is most likely restricted to a few domains.

This evidence would suggest that strain broadening effects in the XRD line profile could be just partly related to dislocations; additional strain components could arise from the grain boundary, and by interactions among different domains (so-called grain interaction), thus resulting in a mix between type II (intergranular) and type III (intragranular) strains [10][90][91][92][93].
A finer distinction between different strain components is beyond the current capabilities of LPA, so that we can conclude the quoted dislocation density is likely to be just an upper limit to the true value. To the purpose of using this material as a reference, and in general, to provide a more reliable result, it is possible to refer to the r.m.s. strain (root mean square strain, or microstrain, $\sqrt{\langle \varepsilon^2 \rangle}$, see Appendix B), the width of the strain distribution in the material [10]. This representation of the strain broadening is more general, and does not commit to a specific source of strain; moreover, the WPPM analysis can easily provide a microstrain trend along any desired crystallographic directions, to highlight the effect of anisotropy.

![Warren's plot for ball milled FeMo powder. R.m.s. displacement (a) and r.m.s. strain (b) along different crystallographic directions. See text and Appendix B for details.](image)

The microstrain for the ball-milled FeMo powder is shown in Figure 43 along three representative directions; besides microstrain, also the r.m.s. displacement ($\sqrt{\langle \Delta^2 \rangle}$) is shown, as originally proposed by Warren [87]. As expected, strain is larger along [h00], which is the elastically soft direction of iron. Additional advantages of reporting the strain broadening effect in terms of microstrain include the possibility to directly compare the present results with those provided by other methods (e.g., the Warren-Averbach method [87][88]). Quoting a
microstrain also avoids intrinsic problems with the Krivoglaz-Wilkens theory [83][84][85], as the simultaneous refinement of $\rho$ and $R_e$ is unstable owing to the strong correlation between the two parameters [93].

Even if of no direct or critical importance in the present context (i.e., considering the ball milled FeMo powder as a LPA reference material), the unit cell parameter contributes some useful additional information. Measured value is $a_0 = 0.28729(1)$ nm, well above the unit cell parameter of the pristine material, 0.28703(3) nm [58], which in turn agrees well with the ideal solid solution value for Fe-1.5wt%Mo (0.28706 nm, based on Vegard’s law [94][95]).

A larger unit cell parameter is typical of ball-milled metals [58][82], mostly because of the effect of severe plastic deformation, with additional contributions by alloying (solid solution) with materials of the grinding media (Cr and Ni in this case). Very fine crystalline domains increase vacancy and defect solubility [96], leading to volume expansion, which adds to the free volume increase caused by extrinsic dislocations piling up at the grain boundaries [97].

Finally, it is worth noting that, despite the high level of elastic energy stored in the ball milled material, the FeMo microstructure is quite stable. A recent study demonstrated that the stabilization mechanism is mostly based on the high lattice strain, which locks grain boundaries preventing any evolution of domain size and strain up to $\sim100$ °C [68][98]. Recovery starts above this temperature, supported by a dislocation cross-slip and annealing mechanism, indirectly observed as a steady decrease of the screw dislocations above 100°C. This evidence suggests that an extensively ball milled FeMo powder is stable under common measurement conditions and storage at RT, a rather fundamental feature for a candidate reference material. Stability of the microstructure is paralleled by resistance to oxidation, which besides the action of molybdenum [74] is likely improved by the Cr-Ni
contamination from the grinding vial and balls. Both features were verified in a recent study, where a ball milled FeMo powder has been measured ten years after grinding [78], providing the same size/strain and unit cell parameters within experimental error, and no measurable signals from oxide phases [76][77].

4.5 Conclusions

High energy grinding of an iron-molybdenum alloy powder provides a possible candidate as reference material for diffraction LPA.

Figure 44: X-ray powder diffraction pattern of the FeMo powder: experimental data (circle), crystalline domain size (red line) and inhomogeneous strain (blue dash) profile components. Pictures above show details from low to high 2θ angle, respectively, (110), (321), and (431) peaks of α-iron. The total model profile is given by the convolution of the two components (see Figure 39). The inset shows the integral breadths for the size (open square) and strain (full circle) components, as a function of s, the scattering vector modulus (aka Williamson-Hall plot).

As shown in Figure 44, size and strain effects contribute to a comparable extent to the profile broadening, with a characteristic trend showing an
inversion of the contributions: at low 2θ angle (e.g., in the (110) peak profile shown in the inset) the size effect component is broader than the strain component, whereas the opposite is true for growing 2θ (e.g., in the (321) and (431) peaks shown in the insets). This feature combines with other useful properties of the proposed material, including stability in time and low contamination effects, availability by a simple and reproducible process, presence of a single phase, intense diffraction signal with limited peak profile overlapping.

Evidence from other techniques (SEM, TEM, SAXS) confirms the extent of the size broadening effect measured by LPA, arising from a system of equiaxed crystallites (i.e., crystalline domains which can be approximated by a distribution of spherical domains) with little dispersion around a mean size of ≈ 10 nm.

LPA also provides a microstrain value which could be read in terms of strain field from a high density of dislocations (ρ = 4.5 $10^{16}$ m$^{-2}$) with short effective cut-off radius ($R_e$ = 4.3 nm), equally divided in screw and edge types. Even if the result is within the validity limit of the Krivoglaz-Wilkens theory for the case of strongly interacting dislocations ($R_e\sqrt{\rho} \approx 1$), such a high dislocation density would involve the presence of quite many dislocations, about two dislocations per crystalline domain. HRTEM pictures actually show dislocations in the primary slip system of bcc iron, but they are unlikely to be present in each crystalline domains as suggested by LPA. Observed domains, even if frequently appear free of line defects, are surrounded by a complex network of grain boundaries. It is therefore possible that the high inhomogeneous strain stems from more factors, which besides dislocations involve the grain boundary and the grain-grain interaction. This model, frequently envisaged in plastically deformed materials, is referred to as type II (intergranular) plus type III (intragranular) strain. Whatever the strain sources and their relative importance, a description in terms of r.m.s.
strain as a function of $L$, the Fourier or coherence length seems here the most appropriate one as:

(i) it does not commit to any specific strain model,
(ii) avoids the instability of Wilkens model, caused by the strong correlation between $\rho$ and $R_e$,
(iii) allows a direct comparison with other Fourier models,
(iv) also representing the strain field anisotropy, as the r.m.s. can be reported along different crystallographic directions.

The present results, therefore, besides supporting the possibility of using this material as a reference for size and strain broadening using any suitable LPA method, might be the basis of a certification protocol.
Appendix B: Root mean square strain (r.m.s. strain or “microstrain”)

The Fourier Transform of the peak profile given by inhomogeneous strain can be written as:

\[
A^0_{\{hkl\}}(L) = \exp \left[ -2\pi^2 s^2 L^2 \langle \varepsilon^2_{\{hkl\}}(L) \rangle \right] = \exp \left[ -2\pi^2 s^2 <\Delta L^2_{\{hkl\}}(L) \rangle \right]
\]  \hspace{1cm} (B1)

where \( s = \frac{2\sin \theta}{\lambda} \) is the modulus of the scattering vector \( s \), and \( L \) is the Fourier length, i.e., the distance, projected along \( s \), between couples of scatterers in the crystalline domain, and \( \langle \varepsilon^2_{\{hkl\}}(L) \rangle \) is the variance of the strain distribution [62]. This approach is quite general, even if we limit it here to cubic materials, so to refer to the \( \{hkl\} \) family of atomic planes or equivalently to the \(<hkl> \) family of directions. Eq. (B1) also introduces the mean square displacement, \( <\Delta L^2_{\{hkl\}}(L) \rangle \), used in Warren’s plot as \( \sqrt{<\Delta L^2_{\{hkl\}}(L) \rangle} \) vs. \( L \). (alternative notations include: \( Z_L^2 = L^2 \varepsilon^2_L = <\Delta L^2(L) > = \Delta L^2 \) [87][88][99]).

The general expression Eq. (B1) can be used in the Wilkens-Krivoglaz theory of diffraction line broadening caused by dislocations [84]:

\[
<\varepsilon^2_{\{hkl\}}(L) > = \frac{\rho \bar{C}_{\{hkl\}} B^2}{4\pi} f^* \left( \frac{L}{R_e} \right)
\]  \hspace{1cm} (B2)
with $f^*$, the so-called Wilkens’s function (a slowly varying function of $\frac{L}{R_e}$ [84]), and $\overline{C}_{(hkl)}$, the average contrast factor, which for cubic materials can be written as:

$$\overline{C}_{(hkl)} = A + B \frac{h^2 k^2 + k^2 l^2 + l^2 h^2}{(h^2 + k^2 + l^2)^2}$$

(B3)

$A$ and $B$ can be calculated for different dislocation types, slip systems and elastic media [100]. In a system of edge and screw dislocations it is convenient to introduce the fraction of edge dislocation, $f_E$, so that $A$ and $B$ can be written as linear combinations of values for pure edge and screw types:

$$A = A_E f_E + A_S (1 - f_E)$$

(B4a)

$$B = B_E f_E + B_S (1 - f_E)$$

(B4b)

For dislocations in the primary slip system of $\alpha$-iron, $1/2<111>{110}$, $A_E = 0.265280$; $B_E = -0.355950$; $A_S = 0.307288$; $B_S = -0.819979$ [78]. The Burgers vector modulus, $b = \frac{\sqrt{3}a_0}{2}$, is about 0.2485 nm for $\alpha$-iron.
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Understanding the Instrumental Profile: a realistic ray-tracing approach
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5.1 Abstract

We combine the SHADOW ray-tracing optical simulation with the calculation of powder diffraction profile from standard materials, into a high-level workflow environment based on the ORANGE software. Algorithms are developed to reproduce optical elements in a realistic form, so to evaluate the effects of aberrations, with the final purpose of reconstructing the IPF of the beamline, with the possibility of investigating the role of each separate element.

The results of this work can be of interest to most beamlines as a powerful tool for the design of setups of existing as well as new beamlines.

5.2 A Modern Ray-Tracing Tool

After choosing SHADOW [20][21][22][23] as the ray-tracing engine (see Chapter 1), the need of a powerful graphic user interface engine raised quite naturally on the perspective to develop new features for simulating the IPF of XRPD beamline.

ORANGE is a comprehensive, component-based framework for both experienced data mining and machine learning users and developers, and for those just entering the field that can interface ORANGE through short Python [101] scripts or visually design data mining applications using ORANGE Canvas and widgets [102].
Active objects, i.e. containing data and procedures, appear as widgets in a desktop, exchanging a data flux represented by connecting wires between widgets (see Figure 45).

By calling SHADOW via its Python API (see Figure 46), it was possible to create SHADOW objects representing the different optical elements and photon sources as widgets available to the user, exchanging a SHADOW object representing the photon beam as the I/O data passing through the wires.
The widget-oriented aspect of ORANGE, drive us to fill the widget toolbox with dedicated widgets for every possible optical element, graphical and calculation tool, originally present in SHADOW. By interacting with the toolbox the user can populate the workspace area with optical elements, drawing a beamline layout with a CAD fashioned visual aspect, as visible in Figure 47.

An example of an optical element widget is shown in Figure 48.
5.3 A Realistic Ray-Tracing Approach to XRPD

Together with the pristine functionalities of SHADOW, a special widget representing XRPD samples (in capillary holder) simulating the interaction of the photons with matter was developed, with the target of analysing and predicting instrumental effects on experimental profiles. The incident beam is obtained by a SHADOW ray-tracing simulation of the beamline, together with its capability of adding realistic features to the optical elements, like reflectivity (both for mirrors and crystals) and slope error, by using either simulated profiles or, when available, experimental data.

An example of intensity distribution within the cross section at the sample position is shown in Figure 49, comparing the results of purely ideal elements and with the realistic features added.

Figure 48: Appearance of the input/output form available for an optical element widget
Figure 49: Intensity distribution of the SHADOW incident beam within the cross section at the sample position, with different simulation setups: (a) purely ideal elements, (b) realistic features added.

The main effect of the incident beam divergence and energy distributions, coming from the optical elements and source characteristics, on a powder diffraction pattern is a peak broadening, showing a dependence on the 2θ angle, that has been mathematically described in [11][12], and it is usually represented and parameterized by the Caglioti’s equation [44][45] for FWHM of the instrumental peak profiles, here represented as pseudo-Voigt curves (eq. (3), see Chapter 2).

The three parameters, $U$, $V$, $W$, are obtained by analysing the diffraction pattern from a sample of NIST SRM 660 LaB$_6$ [24][25], already described in Chapter 2. A similar characterization can also be made with Silicon [60].

The realistic reproduction of the IPF of a XRPD synchrotron beamline through the SHADOW ray-tracing algorithm starts from the simulation of the interaction of the SHADOW photon beam with a capillary filled by such a SRM, generating a diffracted photon beam and prosecuting the ray-tracing onto the optical elements lying on the path from sample to detector.
Figure 50: SHADOW axis systems: the ideal optical axes for the capillary system are \( X_m, Y_m \) and \( Z_m \). In particular, \( Y_m \) represent the ideal direction of propagation of the photon beam.

With reference to Figure 50, for each ray incident on the capillary a random point is generated along the path between the entry and the exit points, then the diffracted beam is generated rotating the ray wave vector by two times the Bragg angle calculated with the ray energy. In order to take into account the ray spatial attributes (i.e. its vertical and horizontal divergence respect to the ideal optical axis, see Figure 50) the rotation axis versor \( \vec{X}_{\text{ray}}^{\text{rot}} \) has been calculated according to the following formulas:

\[
\vec{Z}_{\text{ray}}^{\text{rot}} = \left( \vec{X}_m \times \frac{\vec{k}}{|k|} \right) \\
\vec{X}_{\text{ray}}^{\text{rot}} = \frac{\vec{k}}{|k|} \times \vec{Z}_{\text{ray}}^{\text{rot}}
\]

(6) \hspace{3cm} (7)

Where \( \vec{X}_m \) is the versor representing the SHADOW X axis of the capillary system.
Figure 51: Intersection points of the generated diffracted rays of a LaB$_6$ sample at 11 keV with a sphere centered on the capillary axis system. Powder diffraction (Debye) rings are clearly visible.

In order to reproduce the diffraction rings of a powder, the diffracted ray is then rotated around the versor of its wave vector $\vec{k}$, by a random angle within a range determined the successive angular acceptance of the optical system driving the signal to the detector, preventing from losing rays. Figure 51 shows the intersection points of the diffracted rays with a sphere centered in the capillary axis system, and calculating the final random rotation around the wave vector of the diffracted rays within 360 degrees.

Every diffraction peak is normalized to the most intense one, calculated from the structure factor square modulus and the multiplicity of the reflection.

The experimental diffraction pattern is collected by a 2θ angle stepped scan of the diffracted signal, which is simulated via a repeated SHADOW...
ray-tracing of the detector optical system, rotated step by step around the capillary system X axis.

Three possible optical systems are available: a couple of collimating slits between the sample and the detector, an analyser crystal with an entrance slit, or an area detector.

The final pattern can be normalized with the Lorentz-Polarization and Thermal factors, using the following expressions [103][104][105][106]:

\[
LP(2\theta) = \begin{cases} 
\frac{1}{\sin\theta\sin\theta_{\text{bragg}}} & \text{system of slits} \\
\frac{1}{\sin\theta\sin\theta_{\text{bragg}}} & \text{analyzer crystal} \\
\frac{1}{1+\cos^22\theta\cos^22\theta_{\text{mon}}} & 2
\end{cases}
\]

\[
T(2\theta) = \exp\left[-2B\left(\frac{\sin\theta}{\lambda}\right)^2\right]
\]

where \(\theta_{\text{bragg}}\) is the nominal Bragg angle of the reflection, \(Q = \frac{I_h - I_v}{I_h + I_v}\) is the degree of polarization (around 0.95 for the synchrotron radiation, \(I_h\) and \(I_v\) are, respectively, the intensity of the horizontally and vertically polarized radiation parts), \(\theta_{\text{mon}}\) is the angle between the incident beam and the first monochromator crystal, \(B\) is the Debye-Waller coefficient (in the present work, for simplicity, we consider an average \(B\) value).

A complete ray-tracing simulation representing a powder diffraction experiment is shown in Figure 52. The experiment for characterizing the IPF used a 0.8 mm Kapton® capillary filled by NIST 660b LaB\(_6\) [24][25], and a photon beam energy of 30 keV.
Figure 52: LaB$_6$ simulated diffraction pattern, from a 0.8 mm capillary at 30 keV photon energy. Insets show details of the simulated peaks: the progressive increment of the instrumental broadening is clearly visible.

The simulation takes into account several sources of positional aberrations:

(i) displacement of the capillary with respect to the goniometric centre,

(ii) misalignments of the $\theta$ and $2\theta$ goniometers: different position of the goniometric centres and different axis orientation,

(iii) displacement of the slits with respect to the ideal optical path,

(iv) simple model of capillary wobbling, corresponding to a percent increase in diameter.

The software allows a background to be added to the generated diffraction pattern, selecting and/or combining three different functions: constant value, Chebyshev polynomial of the first kind up to 6$^{th}$ degree and exponential decay. A random noise of adjustable intensity is generated around the selected background curve.
5.3.1.1 Absorption Calculation and Effects

Finally, the simulation can take into account the absorption of the material, reducing the initial intensity $I_0$ of each incoming and diffracted ray according to the Beer-Lambert law:

$$ I(\lambda, x) = I_0 \exp\left[-\mu(\lambda)\rho_{\text{eff}} x\right] $$

(10)

where $\mu(\lambda)$ is the linear absorption coefficient at the photon wavelength $\lambda$, calculated with the xraylib API [107], providing a total photon-matter interaction cross section with the contribution of Rayleigh elastic scattering, Compton inelastic scattering and photoionization, $\rho_{\text{eff}}$ is the material density multiplied by the packing factor of the sample into the capillary (typically around 0.6 for pure materials), and $x$ the path of the ray inside the capillary.

The absorption effect is also considered calculating the source points of the diffracted rays with a random generator based on an exponential probability distribution according to the transmitted intensity law (eq. (10), rather than the more common default flat distribution):

$$ P(\lambda, x) = K \exp\left[-\mu(\lambda)\rho_{\text{eff}} x\right] $$

(11)

where $K$ is a normalisation factor.

This choice is necessary because a flat distribution of source points cannot correctly account for absorption in the ray-racing procedure.

A suitable procedure, when generating a diffracted beam, is to introduce a probability of interaction with the material, responsible for the intensity drop along the beam path. An example of the generated source points including X-ray absorption is shown in Figure 53: as clearly visible from the spatial distribution of the source points, the main effect of absorption is an apparent capillary displacement.
Figure 53: Generated source points of the diffracted beam, on a 0.1 mm diameter capillary, with the absorption calculation activated. The ZY plane section refers to the SHADOW axis system.

Figure 54 shows the result of the absorption calculation in terms of peak intensities of the diffraction profile; the apparently smaller Debye-Waller coefficient is clearly visible and reproduced. The absorption from the capillary walls has been taken into account and treated as well as the absorption of the sample material, with the possibility of a selection of materials: quartz glass, borosilicate glass, and Kapton®.
Figure 54: Comparison between simulated diffraction profiles of LaB₆ at 11 keV photon energy, with and without the absorption calculation activated. The patterns are normalized respect to the central peak.

An important effect of the absorption can be noticed in the peak shape, as visible in Figure 55: with increasing values of $\mu R$ [81] (product of the linear absorption coefficient and the capillary Radius), a progressive asymmetric shape appears, reducing the peak broadening, together with a peak shift. Considering that the peak position is crucial in determining the cell parameters of the material and the instrumental broadening and shape affects the calculation of size and strain effects, we can understand how important is to maintain the absorption under control (at least $\mu R < 1$), in order to maximize the precision and affordability of LPA. The higher the absorption is, not only more clearly the well-known effects on relative intensity appear, but also other aberrations critical for LPA become important.
5.4 Analysis of single contributions to the instrumental profile via ray-tracing

Comparison between the simulation and experimental LaB₆ XRD profiles from real beamlines are discussed in the following sections, in order to understand the most critical contributions to the instrumental profile and identify the hardware components they belong to.

5.4.1 MCX at Elettra-Sincrotrone Trieste

First indications were obtained from a complete simulation of the MCX beamline, the optical layout of which is described in detail in Chapter 2. The monochromator shows interesting features regarding the emerging energy bandwidth, which can be investigated thanks to the SHADOW capabilities.

The experiments for characterizing the IPF were made using a 0.1 mm capillary filled with NIST SRM 660a LaB₆ [25] and photon beam energy of 11 keV, 15 keV and 20 keV.

Figure 55: Effect of progressive absorption values on the LaB₆ (1,1,0) peak of at 11 keV: peak shape and position.
The first step was a careful optimization of the optical setup, in order to let the simulation the most closely reproduce the real conditions of the experiment (see Chapter 2):

(i) mirrors contain a generated slope error, with an average value equal to measured ones: 0.1 μrad for the first vertically collimating mirror and 0.12 μrad for the second vertically focusing mirror (courtesy of Dr. Andrea Lausi, MCX Beamline responsible). The tool, contained in the SHADOW distribution (Waviness) creates a random error surface through a method described in [108],

(ii) both mirrors contain the Platinum reflectivity profile (Reflectivity vs Incidence Angle vs Energy) generated by a tool present in SHADOW (PreRef),

(iii) the diffraction profiles of DCM crystals were generated as perfect crystal ones, again with a SHADOW tool (Bragg). The DCM second crystal can also use diffraction profiles reconstructed from the experimental rocking curves, as discussed in Chapter 2,

(iv) The second crystal of the DCM is simulated as perfectly cylindrical with spherical curvature in the sagittal plane.

(v) Several sets of slits are present along the beamline to properly shape the beam and limit the angular divergence.

The capillary is filled with a packing factor of 0.55, calculated by a direct measurement of transmittance at the beamline in order to take into account the same value of the absorption, as measured during the measurement of the SRM profile.

In order to be able to fully drive the parameters influencing the beam properties and analyse every degree of freedom separately, the photon source is simulated as purely geometrical, with Gaussian spatial shape, uniform angular divergence and uniform energy emission into a bandwidth. The final realistic simulation is instead obtained by using a Bending Magnet simulator.
5.4.1.1 Instrumental profile dependence of photon source spatial dimension

The dependence on the source spatial dimension has been studied with the following setup of the photon source:

(i) purely monochromatic source (1 emission line),
(ii) Gaussian vertical and spatial shape parameterized by their vertical and horizontal $\sigma$,
(iii) purely parallel beam (no vertical or horizontal angular divergence),
(iv) DCM Crystals are simulated as perfect crystals,
(v) simulations were carried at 11, 15 and 20 keV.

In Figure 56 it is possible to see an example of such a generated source.

Figure 56: Example of the purely geometrical photon source widget: the Gaussian spatial distribution is visible.

The result visible in Figure 57 is as expected: no dependence of the instrumental broadening on the source dimension, and its width is substantially determined by the diameter of the capillary. The
dimension of the diffracted rays “source” seen by the detector is, in any case, dominated by Y extent of the projection of the beam intersection with the capillary in the XY plane (see Figure 50), which is the same for every vertical (and horizontal) dimension of the source.

Figure 57: Effect of source vertical dimension on the instrumental broadening, insets represent the XZ projection of the beam (spot) at the quote of origin of the capillary axis system.

Similar results are obtained varying the horizontal dimension of the source, confirming that the main factor to produce a minimum spot size at the detector (i.e. the minimum angular broadening, in absence of any source of aberrations) is the diameter of the capillary.

From a purely geometrical optics point of view, the diffraction from the capillary acts as a mirror at every Bragg angle. Without angular divergence and energy bandwidth no dependence is produced in the instrumental broadening on the detector $2\theta$ angle.

Repetition of the simulations at 15 and 20 keV led to identical conclusions.
5.4.1.2 Instrumental profile dependence of photon source angular divergence

The dependence on the source angular divergence has been studied with a setup of the photon source as follow:

(i) Purely monochromatic source (1 emission line),
(ii) pointlike source (no spatial distribution),
(iii) uniform angular divergence distribution parameterized by their vertical and horizontal \( \sigma \),
(iv) DCM Crystals are simulated as perfect crystals,
(v) simulations were carried at 11, 15 and 20 keV.

Figure 58: Effect of source vertical angular divergence on the instrumental broadening.

Figure 58 shows the result of simulations carried out with three vertical angular divergence values (20 \( \mu \)rad, 200 \( \mu \)rad and 2 mrad) at 11 keV, keeping the horizontal divergence constant to 2 mrad (a realistic value for a beam coming from the front-end of a beamline with a bending magnet source at Elettra): just a weak dependence is visible. No significant dependence on the horizontal divergence is instead observed, and similar results were obtained at 15 and 20 keV.
5.4.1.3 Instrumental profile dependence of beamline energy

bandwidth

The dependence on the energy bandwidth has been studied with a setup of the photon source as follow:

(i) Uniform energy emission into a specified bandwidth,
(ii) purely parallel beam (no vertical or horizontal angular divergence),
(iii) pointlike source (no spatial distribution),
(iv) DCM Crystals are simulated with a very large bandwidth (10 eV) in order let the source drive the bandwidth,
(v) simulations were carried at 11, 15 and 20 keV.

Figure 59: Effect of energy bandwidth on the instrumental broadening at 11 keV.

Figure 59 shows the result of simulations carried out with four energy bandwidth values (0.2 eV, 0.8 eV, 1.6 eV and 3.2 eV) at 11 keV. It can be seen how stronger is the bandwidth dependence on the energy distribution with respect to the spatial distribution. Similar results were obtained at 15 keV and 20 keV.
5.4.1.4 Combined effects: comparison of the simulation with the experimental data

In order to compare the calculated IPF with that given by the experimental LaB$_6$ diffraction pattern, simulations were performed with the following setup:

(i) Uniform energy emission into a bandwidth source bigger than the theoretical DCM energy resolution,
(ii) Gaussian vertical and spatial shape parameterized by their vertical and horizontal $\sigma$,
(iii) uniform angular divergence distribution parameterized by their vertical and horizontal $\sigma$,
(iv) DCM Crystals are simulated as perfect crystals,
(v) simulations were carried out at 11, 15 and 20 keV.

The simulation was carried out to reproduce a source similar to the real one, as reported in the Elettra-Sincrotrone Trieste web site [26], and summarized in the following table:
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_x$</td>
<td>357 $\mu$m</td>
</tr>
<tr>
<td>$\sigma_z$</td>
<td>114 $\mu$m</td>
</tr>
<tr>
<td>$\sigma'_x$</td>
<td>2.2 mrad</td>
</tr>
<tr>
<td>$\sigma'_z$</td>
<td>200 $\mu$rad</td>
</tr>
<tr>
<td>$\Delta E$</td>
<td>10 eV at 11 keV</td>
</tr>
<tr>
<td></td>
<td>20 eV at 15 keV</td>
</tr>
<tr>
<td></td>
<td>40 eV at 20 keV</td>
</tr>
</tbody>
</table>

In Figure 60 it is possible to see the energy bandwidth emerging from the DCM at 11 keV, equal to 1.4 eV, while Figure 61 and Figure 62 show the spatial distribution and angular divergence of the beam at the quote of the capillary axis system origin, respectively.

Figure 60: Simulated energy bandwidth emerging from the DCM, at 11 keV.
Figure 61: Simulated spatial distribution (spot) of the photon beam at the capillary axis system origin quote, at 11 keV.

Figure 62: Simulated angular divergence of the photon beam at the capillary axis system origin quote, at 11 keV.
The result at the 3 different energies shows evident discrepancies with respect to the experimental IPF, mostly at high $2\theta$ angle. This result suggests that the actual energy distribution at the sample might be different, especially the bandwidth, being this parameter the most critical one (see paragraph 5.4.1.3).

In Chapter 2 we showed how different were the experimental rocking curves of the second DCM crystal from the theoretical one, and the next step is to introduce into the simulation both a bending magnet source, in order to simulate the source with a synchrotron radiation physical model, and the reconstructed second crystal diffraction profiles.

An important remark is that the simulated patterns follow the observed experimental behaviour of the DCM, showing the effects of a bigger bandwidth for 11 and 15 keV, with a stronger discrepancy for 11 keV, while a significantly smaller bandwidth effect appears at 20 keV.

Figure 63: Comparison between experimental instrumental peak broadening at 11 KeV photon energy and the simulated one, with theoretical diffraction profiles for the DCM crystals.
Figure 64: Comparison between experimental instrumental peak broadening at 15 KeV photon energy and the simulated one, with theoretical diffraction profiles for the DCM crystals.

Figure 65: Comparison between experimental instrumental peak broadening at 20 KeV photon energy and the simulated one, with theoretical diffraction profiles for the DCM crystals.
5.4.1.5  **Realistic simulation: Bending magnet source and experimental DCM 2nd crystal diffraction profile**

The final step of this study was to perform the most realistic simulation possible within the capabilities of the new SHADOW/ORANGE based tool.

The first realistic feature is to replace the geometric source with a simulation of a bending magnet source, with the characteristics reported in the Elettra-Sincrotrone Trieste website [26], even if no big effects are expected considering the weak dependence of the instrumental profile on the attributes of the source. Moreover, the simulated geometric source used in the previous study produced a beam with properties similar to that from a bending magnet.

The first DCM crystal, thanks to negligible thermal effects, can be realistically simulated as a perfect crystal within a good approximation.

For the second DCM crystal it was possible to calculate the diffracted energy profile, using the diffraction profiles reconstructed from the experimental rocking curves, calculating the reflectivity for every ray, according to its incidence angle on the optical element surface and its energy (thanks to an ORANGE special widget for post-elaborating the data exchanged between widgets through a python script).

In Figure 66 and Figure 67 it is possible to see the differences in the energy distribution of the photon beam hitting the capillary obtained by a simulation with a theoretical diffraction profiles and with the reconstructed ones, at 11 keV (central energy).
Figure 66: Energy distribution of the simulated photon beam hitting the sample, obtained with theoretical diffraction profiles, at 11 keV (central energy): bandwidth is 1.4 eV.

Figure 67: Energy distribution of the simulated photon beam hitting the sample, obtained with reconstructed diffraction profiles, at 11 keV (central energy): bandwidth is 1.1 eV.
The effects of this operation are visible in Figure 68, Figure 69 and Figure 70, where it is possible to see the correction of the simulated experimental broadening obtained at 11, 15, and 20 keV, respectively.

Figure 68: Comparison between experimental instrumental peak broadening at 11 KeV photon energy and the simulated one, with theoretical diffraction profiles for the DCM crystals (dotted blue line) and with reconstructed diffraction profiles (light blue straight line).

Figure 69: Comparison between experimental instrumental peak broadening at 15 KeV photon energy and the simulated one, with theoretical diffraction profiles for the DCM crystals (dotted blue line) and with reconstructed diffraction profiles (light blue straight line).
Figure 70: Comparison between experimental instrumental peak broadening at 20 keV photon energy and the simulated one, with theoretical diffraction profiles for the DCM crystals (dotted blue line) and with reconstructed diffraction profiles (light blue straight line).

Figure 71 shows the comparison between simulated main peak of LaB₆ profile (reflection (110)) and the experimental one at 11 keV: even if the peak width results are slightly underestimated, it is important to observe the correct reproduction of the absorption effects, noting its fingerprint with the same asymmetric shape of both profiles (see paragraph 5.3.1.1). Figure 72 and Figure 73 show the same comparison at 15 keV and 20 keV, respectively, again with a good agreement.
Figure 71: Comparison between experimental LaB$_6$ (1,1,0) peak at 11 keV photon energy and the simulated one.

Figure 72: Comparison between experimental LaB$_6$ (1,1,0) peak at 15 keV photon energy and the simulated one.
Figure 73: Comparison between experimental LaB$_6$ (1,1,0) peak at 20 keV photon energy and the simulated one.

A further interesting result is provided by the agreement between the experimental relative intensities and the simulated ones, a clear indication that the level of absorption is correctly simulated, as shown in Figure 74, for the 11 keV simulation.

Figure 74: Comparison between experimental diffraction profile at 11 keV photon energy and the simulated one
5.4.1.6 LPA of FeMo diffraction profiles at 15 keV with simulated IPF

In order to understand the quality of this simulation with all the realistic features progressively introduced, the LPA made on FeMo samples and discussed in Chapter 4 was repeated with the simulated instrumental broadening. The results of WPPM are summarized in the following table:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>WPPM with experimental IPF</th>
<th>WPPM with simulated IPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$&lt;D&gt;$</td>
<td>9.3(8) nm</td>
<td>9.4(8) nm</td>
</tr>
<tr>
<td>s.d.</td>
<td>5.9(9) nm</td>
<td>5.7(9) nm</td>
</tr>
<tr>
<td>$&lt;D&gt;_S$</td>
<td>10.2(9) nm</td>
<td>10.3(9) nm</td>
</tr>
<tr>
<td>$&lt;D&gt;_V$</td>
<td>10.9(9) nm</td>
<td>11.0(9) nm</td>
</tr>
<tr>
<td>Strain</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>$4.5(4) \times 10^{16}$ m$^{-2}$</td>
<td>$4.7(3) \times 10^{16}$ m$^{-2}$</td>
</tr>
<tr>
<td>$R_e$</td>
<td>4.3(4) nm</td>
<td>4.1(4) nm</td>
</tr>
<tr>
<td>$f_E$</td>
<td>0.54(3)</td>
<td>0.54(3)</td>
</tr>
</tbody>
</table>

In Figure 75 it is possible to see the WPPM fit with the simulated IPF, observing that even the global accuracy has been correctly reproduced.

Figure 75: WPPM results with simulated IPF: experimental data (circle), model (line) and residual (line below). Insets show details of the modelling of the two most intense reflections.
It is possible to conclude that the simulation is accurate enough to give fully compatible results with the output of a LPA made with real experimental data.

### 5.4.1.7 Residual Differences between experimental data and simulation

A concluding remark on the peak shape is that, even within a generally good agreement, the simulation shows some residual discrepancies in the tails of the peak. We put forward that differences might originate from an incomplete reproducibility of the behaviour of the DCM 2\textsuperscript{nd} crystal, regarding the outgoing photon beam angular divergence and spatial distribution, altered by the residual mechanical effects. Without a direct measurement, it is almost impossible to \textit{a priori} know the nature and the size of them, like a possible residual anticlastic curvature or where a twist line is and their dependence on the crystal curvature radius.

Were the real surface map available, SHADOW would allow overlapping it as a mesh on an optical element, thus producing a completely customized surface. Such a level of detail, considering the satisfactory agreement obtained so far, is currently beyond the scope of the simulation tool and its typical usage, but it is left as a possible future development.

In order to visually quantify the effect on the photon beam characteristics we simulate the second DCM crystal with customized symmetrically twisted surfaces at 15 keV. This surface was obtained by firstly creating a planar surface with the same dimension of the second DCM crystal (upper one), then symmetrically rotating, in opposite directions, the two sides along a central axis, lying on the sagittal plane, by an angle producing a variation of the vertical quote of the vertexes by the same and opposite amount $\Delta Z$. 
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Figure 76: Effect on the beam spot at the detector quote, by twisting the second DCM crystal by an angle of 10 (B), 25 (C) and 50 (D) μrad, compared to the ideal situation (A)
The obtained twisted surface is then sagittally bent to produce the expected cylindrical radius of curvature to obtain the focusing condition. Figure 76 shows the progressive effect on the beam spot at the detector quote, by a twist rotation angle of 10, 25 and 50 μrad, corresponding to a ΔZ of 0.2 μm, 0.5 μm and 1.0 μm. The effect on the beam shape along the vertical direction is quite evident, in particular the progressive formation of tails, and then to a decomposition of the beam in different spots, even with a quite small modification of the surface.

This is not intended to be a realistic example, but can put in evidence how sensible to surface alteration the whole result is. This result also indicates that the mechanical bending action can introduce similar effects on the beam shape.

![Figure 77: Direct image of the beam spot, acquired with a CCD positioned at 1 meter from the detector quote (focus position)](image)

An image of the direct photon beam, shown in Figure 77, acquired with a CCD positioned (out of focus) at 1 meters from the detector quote (that is the focus position for both the optical planes), showed similar structures on the beam, revealing the presence of such a mechanical aberrations. In the same image it is also visible that the beam centre is slightly misaligned with respect to the crystal centre, being its intensity
concentrated in one side, as better visible in Figure 78, where the image has been rendered as a SHADOW beam.

Figure 78: Direct image of the beam spot, rendered as a SHADOW beam, the level of asymmetry in the horizontal direction and the tails shape in the vertical direction are clearly visible.

5.4.2 11-BM at APS (Argonne National Laboratory)

We try now to understand possible limits of the simulation tool, analysing a beamline, similar to MCX, but without any previous knowledge of the experimental diffraction profiles of the crystals, in particular in presence of a sagittally bendable crystal.
Figure 79: Optical layout of 11-BM beamline at APS (Argonne National Laboratory)

With an electron beam energy of 7 GeV, the source is a bending magnet with critical energy of 19.5 keV. The total length of the beamline is around 54 meter and the optical layout is composed of a first vertically collimating cylindrical bendable Pt-coated mirror, followed by a Si(111) double crystal monochromator, with a sagittally bendable second crystal [32], then by a second vertically focusing cylindrical bendable Pt-coated mirror (the whole layout is nearly identical to that of MCX, as visible in Figure 79).

The optical system, from the sample to the detector, is composed by an analyser crystal at a distance of 1 m, with entry slits of adjustable aperture from 0.2 to 3 mm. The detector is actually made of 12 of these analyser/scintillator optical systems, covering a total angular range of 24 degrees [109][110], as visible in Figure 80. The final signal emitted by the detector is actually a sort of convolution of the 12 separate signals [110].
Figure 80: Detection system at 11-BM, made by 12 elements analyser/detector.

The experiment for characterizing the IPF used a 0.8 mm capillary filled with NIST SRM 660b LaB₆ [24][25], and photon beam energy of 29.958 keV.

Figure 81 and Figure 82 show, respectively, a comparison between experimental diffraction peak and simulated one, and between experimental instrumental peak broadening and simulated one.

Figure 81: Comparison between experimental instrumental peak broadening at 29.958 keV photon energy and the simulated one.
Figure 82: Comparison between experimental LaB₆ (1,1,0) peak at 29.958 keV photon energy and the simulated one.

We can suppose that, by adding to the simulation the missing optical effects, this estimation would raise to more realistic values, as it happened during the study of MCX at Elettra-Sincrotrone Trieste, where considerable improvements were observed after adding to the simulation the diffraction profiles reconstructed from the experimental rocking curves.

5.4.2.1 **LPA of FeMo diffraction profiles at 29.958 keV with simulated IPF**

We can now test the quality of the simulation in the same way we did for MCX, so to understand the limit of using theoretical diffraction profiles of the DCM crystals, and a weaker general agreement. A sample of the same material discussed in Chapter 4 has been measured at 11-BM, in a 0.3 mm Kapton® capillary.
The results of WPPM are summarized in the following table:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>WPPM with experimental IPF</th>
<th>WPPM with simulated IPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$&lt;D&gt;$</td>
<td>9.2(3) nm</td>
<td>9.3(3) nm</td>
</tr>
<tr>
<td>s.d.</td>
<td>5.7(4) nm</td>
<td>5.6(3) nm</td>
</tr>
<tr>
<td>$&lt;D&gt;_S$</td>
<td>10.1(3) nm</td>
<td>10.2(3) nm</td>
</tr>
<tr>
<td>$&lt;D&gt;_V$</td>
<td>10.8(3) nm</td>
<td>10.8(3) nm</td>
</tr>
<tr>
<td>Strain</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>6.8(1) $10^{16}$ m$^{-2}$</td>
<td>7.4(2) $10^{16}$ m$^{-2}$</td>
</tr>
<tr>
<td>$R_e$</td>
<td>2.0(1) nm</td>
<td>1.8(1) nm</td>
</tr>
<tr>
<td>$f_E$</td>
<td>0.70(1)</td>
<td>0.71(1)</td>
</tr>
</tbody>
</table>

In Figure 83 and Figure 84 it is possible to see the WPPM fit with the experimental and simulated IPF, respectively, observing that again the global accuracy has been reproduced, the two fits being almost undistinguishable.

Figure 83: WPPM results with real 11-BM IPF: experimental data (circle), model (line) and residual (line below). Insets show details of the modelling of the two most intense reflections.
Figure 84: WPPM results with simulated IPF: experimental data (circle), model (line) and residual (line below). Insets show details of the modelling of the two most intense reflections.

We can also notice that while the size parameters are perfectly compatible between the two fits, small differences appear in the strain parameters, and this can be explained by the discrepancy in the simulated instrumental broadening at high angle: as discussed in Chapter 4, Figure 44, while the size effects are constant throughout the reciprocal space and parameters calculation is dominated by the principal peaks (where a better agreement between the experimental and simulated IPFs occurs), the broadening caused by strain increase with the angle, and the parameters calculation is more sensible to the whole IPF.

In any case, a general complete agreement between the WPPM results with experimental and simulated instrumental broadening has been obtained, indicating that the simulator gives reasonable data even if the real energy distribution profile of the photon beam (strongly determined by the real shape of the diffraction profiles of the crystals) is not known.
5.5 Conclusions

A new software for realistic ray-tracing of powder diffraction has been introduced, to become a tool for simulating the instrumental effects in powder diffraction profiles at synchrotron radiation beamlines. As an off-line tool, it can be adopted by beamline users to drive experiment design and sample preparation according to the beamline layout and beam energy, and by beamline scientists to improve the performance of existing beamlines. It can also become a valid tool to improve the quality of design of optical components and beamline layouts, with a realistic-experiment-oriented approach.

A comparison with experimental IPFs of two different beamlines and at different energies has been performed, discovering that the IPF is strongly dominated by the energy distribution profile of the photon beam at the sample, which is, in case of a XRPD beamline with DCM, principally determined by the diffraction profiles of the crystals of the monochromator.

In order to quantitatively check the quality of the simulated IPF, a comparison between LPA with WPPM on ball milled FeMo powder patterns using the experimentally measured instrumental broadening and the simulated one has been performed, obtaining totally compatible results.
Chapter 6

Conclusion and Future Developments

The potential of modern methods for XRD LPA can be fully exploited with data collected at SR beamlines, provided that optics and experimental set-up are suitably designed and characterized. In this Thesis work we showed

(i) a way to characterize optical components for powder diffraction beamlines, to properly calibrate and adjust all components to deliver the beam under the best possible conditions,
(ii) how to experimentally determine the IPF with SRMs.

The study of the Material Characterization by X-ray Diffraction beamline, MCX, at Elettra-Sincrotrone Trieste [26][79], showed how this beamline can operate with a set-up optimally arranged to study nanostructrured materials, investigating details of crystalline domain size and shape, lattice defects and local atomic displacement of static and dynamic nature.

In order to remark how LPA capability of determining the characteristics of nanostructured material is strongly affected by the shape and the stability of the IPF, LPA of two nanostructured materials with large crystalline domains (Cu$_2$ZnSnS$_4$ [48][49] and EVAIRENZ [56]), where the IPF is the dominant part of the collected signal, have been described. In these two cases of study, the possibility of characterizing microstructural properties of nanostructured materials in a wide range of values was a crucial added value to the research work. Measurements of diffraction patterns were made at the MCX in two of the available setups: Bragg-Brentano (flat-plate sample holder) and Debye-Scherrer (capillary sample holder).
In order to propose tools that could improve the current capability of performing such a kind of investigations, this Thesis work offered two different tools:

(i) a possible reference material for diffraction LPA, in particular for separating size and strain broadening effects: an iron-molybdenum alloy powder, extensively deformed by high energy milling, so to refine the bcc iron domain size to nanometer scale (≈10 nm) and introduce a strong inhomogeneous strain;

(ii) a ray-tracing based simulation software, designed to reproduce optical elements in a realistic form, so to evaluate the effects of aberrations, with the final purpose of reconstructing the IPF of the beamline. The role of each element can be investigated independently, so to point out the role and effect of each one separately.

Both tools showed promising features and convincing results allowing us to start sharing them with the scientific community and to prosecute the research work on them. The following paragraphs describe future perspectives for the research work discussed in this Thesis.

**The FeMo Alloy**

FeMo alloy characterization and production is supposed to pass through a successive phase: a RR involving a number of laboratories to test experimental LPA practices and analytical methods. The results already obtained, besides supporting the possibility of using this material as a reference for *size* and *strain* broadening using any suitable LPA method, might be the basis of a certification protocol.
SHADOW-based XRD simulations

Results of the ray-tracing simulations showed how sensible is the IPF to the characteristics of the optical elements, and in particular the energy distribution profile of the photon beam at the sample. A deeper study of the characteristics of DCM monochromators, with different bending mechanisms and different energy ranges of typical usage, could open the door to the possibility of modelling such kind of aberrations, even in an approximate or probabilistic way. This might lead to a different representation of the instrumental profile, described in terms of each contributing optical element. Beamline designers, staff and users might then obtain more realistic and safe predictions of the instrumental features.

Simulation of other XRPD setups is also under development, and, as an example, in Figure 85 it is possible to see a preliminary result of the simulation of the XRD1 beamline at Elettra-Sincrotrone Trieste [111]. The diffraction signal is compared with the output from a Dectris® Pilatus2M [112] area detector.

![Figure 85: Preliminary results of the simulation of an area detector: comparison between the Pilatus2M signal at XRD1 at Elettra-Sincrotrone Trieste (A) and the simulated signal (B)](image)

A) [image]
B) [image]
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The simulated diffracted pattern will be transformed from a SHADOW beam in a Pilatus TIFF image, with the same resolution in pixels and the “black areas” (the detector is made of a matrix of identical moduli, separated by not sensible areas), in order to be processed by the same analysis software (like Fit2D [113][114]) and compared.

**The OASYS Project**

A challenging and interesting spin-off of the last part of this Thesis work is an evolution of the ORANGE-SHADOW tool, already emerged as its natural extension: the Orange Synchrotron Suite (OASYS) project [115], a common platform to build and/or integrate synchrotron-oriented simulation tools that communicate, and be the upper layer of the application presented to the user.

As schematically represented in Figure 86, the main idea is to create a common language and common visual tool (widgets) for describing and designing virtual synchrotron experiments, to which many different optical simulation tools, like SHADOW [20][21][22][23], XOP [42] or SRW [116] (a beamline simulator based on the wavefront propagation), can be plugged in as specialized backends.
The beamline experiment chain will be described in a very general way by a kind of “glossary” set of widgets, a collection of entities containing the minimum amount of parameters needed to describe the beamline source and components and a common input for every calculation backend.

A schematic representation of the glossary widget framework is visible in Figure 87: glossary widgets will represent the beamline at the highest abstraction level and will send glossary objects to populate common information in the specialized widgets. Simulations of the same beamline with different tools are kept phased by common glossary objects will avoid typical redundancy when using different simulation tools.
In the Glossary framework, dedicated widgets letting different tools communicate and share information can be implemented without heavy entanglement (see Figure 88), and, as an example, the coupling between SHADOW and SRW, which is under development, will open the door to the simulation of the coherent diffraction from materials.

**The research on EFAVIRENZ**

Thanks to promising results obtained in the first campaign of measurement on EFAVIRENZ anti-HIV drug [56], a deeper investigation was recently performed, with new XRPD measurements at the MCX beamline with the capillary setup.

Thanks to the achievements of this Thesis work a better experimental setup was used, with Kapton capillaries of 0.3 mm of diameter, in order to reduce spurious signals from the sample holder, and to produce a smaller instrumental signal. The instrumental profile has been calculated with a sample composed of a NIST SRM 660a LaB\textsubscript{6} [25] (instrumental broadening, peak shape and position) and NIST SRM 675 Mica [117] (low 2\(\theta\) peak position), diluted in Carbon powder to achieve the same level of absorption as the drug sample (see Figure 89).
Figure 89: Standard LaB₆ + Mica powder pattern at 8 keV: experimental data (circle) and fit (line), with their difference (residual, line below). Insets show details of low angle peak profiles. Mica poor signal asked for an acquisition time bigger by a factor 5.

As visible in Figure 90, the instrumental signal is drastically reduced with respect to the previous experiments (see Figure 33), ensuring a better sensibility to microstructural parameters.

Figure 90: Instrumental broadening (represented as Full Width at Half Maximum – FWHM) at 8 keV beam energy.
A set of 13 powdered EFAVIRENZ samples were investigated, and very preliminary results of 8 samples are available (courtesy of Dr. C.L. Azanza Ricardo, University of Trento), regarding the phase identification: it is known that EFAVIRENZ may exhibit several polymorphs, being the most important in terms of stability and dissolution rate the type I and type II [57][118][119].

Taking into account the phases present in the measured samples, they can be subdivided in four groups:

(i) samples showing only the polymorph I,
(ii) samples having only the polymorph II,
(iii) sample with both phases,
(iv) samples with polymorph I together with an unknown spurious phase.

Examples of samples from every group are shown in Figure 91, Figure 92, Figure 93 and Figure 94.

Figure 91: EFAVIRENZ Diffraction Pattern at 8 keV: Polymorph I sample.
Figure 92: EFAVIRENZ Diffraction Pattern at 8 keV: Polymorph II sample.

Figure 93: EFAVIRENZ Diffraction Pattern at 8 keV: Polymorphs I + II sample.
The unknown phase doesn't correspond to any EFAVIRENZ structure described in the literature. Several hypothesis can be made, but the most credible one is those reflections correspond to a phase resulting from the presence of Hexane during the recrystallization process. A new proposal for a campaign of measurements at MCX has been submitted to the Elettra-Sincrotrone Trieste scientific committee, with the aim to investigate the influence of the wet mechanical milling on the microstructure: different milling parameters and stabilizing agents will be analysed in order to obtain the best conditions. These are just a few of the many possible measurements that can be performed at MCX and benefit of the results of this Thesis.
## List of abbreviation and acronyms

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>API</td>
<td>Application Programming Interface</td>
</tr>
<tr>
<td>BPR</td>
<td>Ball to Powder Ratio</td>
</tr>
<tr>
<td>DCM</td>
<td>Double Crystal Monochromator</td>
</tr>
<tr>
<td>DE</td>
<td>Dissolution Efficiency</td>
</tr>
<tr>
<td>EDAX</td>
<td>Energy Dispersive X-ray Analysis</td>
</tr>
<tr>
<td>EDS</td>
<td>Energy Dispersive X-ray Spectroscopy</td>
</tr>
<tr>
<td>EFV</td>
<td>EFAVIRENZ</td>
</tr>
<tr>
<td>ESRF</td>
<td>European Synchrotron Radiation Facility</td>
</tr>
<tr>
<td>FEG</td>
<td>Field Emission Gun</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full Width at Half Maximum</td>
</tr>
<tr>
<td>GOF</td>
<td>Goodness of Fit</td>
</tr>
<tr>
<td>HAART</td>
<td>High Activity Antiretroviral Therapy</td>
</tr>
<tr>
<td>HRTEM</td>
<td>High Resolution Transmission Electron Microscope(y)</td>
</tr>
<tr>
<td>IPF</td>
<td>Instrumental Profile Function</td>
</tr>
<tr>
<td>LPA</td>
<td>Line Profile Analysis</td>
</tr>
<tr>
<td>MCX</td>
<td>Material Characterization by X-ray Diffraction beamline</td>
</tr>
<tr>
<td>PDF</td>
<td>Pair Distribution Functions</td>
</tr>
<tr>
<td>RR</td>
<td>Round Robin</td>
</tr>
<tr>
<td>RT</td>
<td>Room Temperature</td>
</tr>
<tr>
<td>SAXS</td>
<td>Small Angle X-ray Scattering</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning Electron Microscope(y)</td>
</tr>
<tr>
<td>SOC</td>
<td>Standard operating conditions</td>
</tr>
<tr>
<td>SR</td>
<td>Synchrotron Radiation</td>
</tr>
<tr>
<td>SRM</td>
<td>Standard Reference Material</td>
</tr>
<tr>
<td>TEM</td>
<td>Transmission Electron Microscope(y)</td>
</tr>
<tr>
<td>WPPM</td>
<td>Whole Powder Pattern Modelling</td>
</tr>
<tr>
<td>XRD</td>
<td>X-ray Diffraction</td>
</tr>
<tr>
<td>XRPD</td>
<td>X-ray Powder Diffraction</td>
</tr>
</tbody>
</table>
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