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Abstract

Service-Aware Performance Optimization of Wireless\ccess
Networks

By
Nadhir Ben Halima

Department of Information and Communication Tecbgwyl
University of Trento, Italy

Internet was originally designed to offer best-gffdata transport over a wired
network with end machines using a layered netwadtqggol stack to provide mainly
reliability and quality of service for end user &pgtions. However, the excess of wireless
end devices and the demand for sophisticated mofilkimedia applications forces the
networking research community to think about newigle methodologies. In fact, this
kind of applications is characterized not only blaae amount of required data-rate, but
also by a significant variability of the data-rateer time due to the dynamics of scenes,
when state of the art of video encoding technigaes considered and are especially
challenging due to the time varying transmissioarahteristics of the wireless channel and
the dynamic quality of service (QoS) requiremenitshe application (e.g., prioritized
delivery of important units, variable bit rate aratiable tolerance vs. bit or packet errors).

One of the focused issues in the improvement otimatlia transmission quality
is to combine the characteristics of the video igptibns and the wireless networks.
Traditional approaches, in which the charactesstit the video application and wireless
networks are isolated, would induce the resourc¢deing optimized. Cross-layer design
also known as Cross-layering is a new paradigmetwark design that not only takes the
dependencies and interactions among the layerhe@fQpen System Interface (OSI)
structure into account, but also attains a globptintzation of the layer-specific
parameters. However, most existing cross-layergdesior Quality of Service (QoS)
provisioning in multimedia communications are mgirdither aiming at improving
throughput of the network or reducing power constiomp yet regardless of the end-to-
end qualities of multimedia transmission. Therefdiee application-driven cross-layer
design over various multimedia communication systesi needed to be extensively
investigated.

Following the extensive study of performance bauadd limitations of the sate-
of-the art in this research area, we argue thdopeance improvement of multimedia
applications over wireless access networks can dieewed through considering the
application-specific requirements also called sErvior context-awareness. Indeed, we
designed two cross-layer design schemes called GOR&d SARC for Wi-Fi and 3G
networks respectively. We show that further perfance improvement can be achieved by
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tuning ARQ and HARQ strength respectively basedh@napplication requirements and
protocol stack operation on the mobile terminal.

In the other hand, the Transmission Control Prdt¢€&P) which accounts for
over 95% of Internet traffic shows poor performaitevireless domain. We propose a
novel approach aiming at TCP performance improvermelV/LAN networks. It consists
in proposing a joint optimization of ARQ schemegigting at the transport and link layers
using a cross-layer approach called ARQ proxy foihetworks.
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Chapterl : Introduction and Preview

Before beginning a Hunt, it is wise to
ask someone what you are looking for
before you begin looking for it

-Winnie the pooh

CHAPTER 1

1. Introduction and Preview

1.1 Motivation

In the last 30 years, the IT industries have wigedstwo big waves of revolution,
one being the invention of the Internet, and theeothe wide applications of wireless
technologies. Very soon everybody will be given phigilege that all voice telephone calls
will be free of charge, thanks to the wide accelsilof the Internet throughout the world.
The Internet operates on all-IP based network sactire, and thus the network level
design and performance ensuring mechanism playtiaatrrole in all Internet related
applications.

On the other hand, the revolution of wireless tetbgies fuels the advancements
in modern telecommunication systems through its ileodxtension of wired networks,
such as the Internet. Mobility is one of the masportant characteristics of modern
society. Everything and everyone are in motion. réfege, the information dispatching
facilities should also be made available while pecgre on the move. The explosive
increase in mobile cellular telephone services raaothe world has reflected the great
demand for mobile communications. The availabiifymobile cellular communications
has exerted a strong influence on the lifestyle,thsiness models, as well as on the sense
of value, distance, and time.

The Internet in the absence of wireless technosbgiepport cannot offer the end
users such convenience and readiness; while thedess systems without the backup of
the Internet infrastructure will limit its divergiin services and content. The combination
of the Internet and wireless technologies will pdevus access to information services at
any time, in any place, and to anyone.

The combination of the Internet and wireless te@igies has also created many
challenging issues, such as the joint optimizatioh software and hardware
implementations, all-IP wireless platforms, ingdint radios, and so on which has brought
a fundamental change to the design of wireless oré&sv The demands on voice-centric
services have been quickly overtaken by data-aemipplications. Indeed, the circuit-
switched end-to-end connection communication sysagh network design philosophy
has been replaced by all-IP packet-switched corordess architecture, and applications
like video streaming, video conferencing and intdve networked 3D games are
attracting an increasing number of mobile usergp8tting this kind of applications will
be a major challenge for beyond third-generatioBGBwireless networks. Mobile users
are expecting high quality and transparent seruncependent of the network access
technology.
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The great demands on the capacity and quality edfeover wireless
communication links have pushed the networking agge community to innovate new
design methodologies and concepts for wirelesesystand networks. In fact, the layered
approach has been widely used in the past, bt itoi longer adequate to meet the
challenges of next-generation mobile systems. Moilultimedia communication is
especially challenging due to the time varying $rarssion characteristics of the wireless
channel and the dynamic quality of service (Qo$uiements of the application (e.g.,
prioritized delivery of important units, variablét lbate and variable tolerance vs. bit or
packet errors).

1.2. Challenges

Setting the control modes and tuning the parametetie protocols at design
time and for the worst case scenarios lead to pedormance and inefficient utilization of
resources. Instead, a network observing the behaVithe application and of the physical
channel and dynamically adapting to the changeblis to maintain optimal allocation of
resources and performance improvement of applicativer wireless access networks can
be achieved through considering the applicatiorcifiperequirements or in other words
where application or service-driven scheme are .u¥bds requires timely exchange of
parameters across layers and periodic reconfiguradf modes and parameters of the
protocol layers during network operation.

In the other hand, the problems that arise in 8age of the Transmission Control
Protocol (TCP) [1] over wireless networks are du¢heir low reliability, as well as time-
variant characteristics such as fading, shadowimgge mobility, hand-offs, limited
available bandwidth and large Round Trip Times (RITTCP protocol, originally
designed for wired networks which are characterizgdstable links with packet losses
mainly caused by congestion, performs poorly ireleiss environments.

That's why; the traditional layered architecture wireless communication
systems or networks has faced a great challenge ¢ross-layer optimized design. The
previously clearly defined boundaries between thees Open System Interface (OSI)
layers are diminishing. Indeed, cross-layer desigizes interactions between protocols to
increase network performance and throughput [2]os€&tayer design violates the
traditional layered approach of network architegtudesign by allowing direct
communication or sharing of internal informatiortvieeen nonadjacent or adjacent layers
(see Fig.1). Examples of violation of a layerechdecture include creating new interfaces
between layers, redefining the layer boundariesigaéng protocol at a layer based on the
details of how another layer is designed, jointrignof parameters across layers, and so
on. A common misconception about cross-layerirthas it consists of designing networks
without layers. Cross-layering should not be viewsdn alternative to the layered design
approach, but rather as a complement.

Layering and cross-layering are tools that shdwddused together to design
highly adaptive wireless networks.

10
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asentation
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ransport
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Fig. 1. Cross-layer Design: interaction between thdifferent layers of the protocol stack.

1.3. Contributions and Thesis Structure

In this thesis, a number of problems are introdused appropriate solutions are
presented using cross-layering approach. The peedrevaluation and comparison with
existing solutions limited in optimization to a peular layer show tremendous advantages
enabled by cross-layer design. The major contidioudif this thesis can be summarized in
three parts:

* Proxy ARQ for Wi-Fi: a novel approach for crossdayerror control optimization
in Wi-Fi networks. The focus is on the reductiortlod overhead deriving from the
duplicate ARQ strategies employed at the link aaddport layers. The proposed
solution, called ARQ proxy, substitutes the trarssitin of a transport layer
acknowledgement with a short request sent at thie layer. Specifically, TCP
ACKs are generated based on in-transit traffic ysialand stored at the Access
Point. Such TCP ACKs are released towards TCP samm a request from the
mobile node, encapsulated into link layer acknogdgdent frame. TCP ACK
identification is computed at the Access Point &il ws at the mobile node in a
distributed way. ARQ proxy improves TCP throughputthe range of 25-100%
depending on the TCP/IP datagram size used by tmmection. Additional
performance improvement is obtained due to RTT c&o and higher tolerance to
wireless link errors.

« CORREC for WI-FI Networks: In this novel scheme, p®pose to enable per-
packet differentiation of link layer ARQ protectioin terms of no. of
retransmissions) driven by requirements of the apglications as well as of
communication protocols implemented on the mob#geminal. Experimental
results demonstrate the potential benefits derifiam the proposed strategy, both
on TCP data flows and MPEG-4 video streams.

 SARC for 3G Networks: It is an application-awaress-layer approach between
application/transport layers on the mobile termiaatl link layer at the wireless
base station to enable dynamic control on the gtheof per-packet error protection
for multimedia and data transfers. Specificallythe context of cellular networks,
the proposed scheme allows to control the deseedl lof Hybrid ARQ (HARQ)
protection by using an in-band control feedbackncieh Such protection is
dynamically adapted on a per-packet basis and dspem the perceptual
importance of different packets as well as on #ueption history of the flow.

11
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The rest of the thesis is organized as follows: gi#1a2 examines performance issues
that arise in wireless networks defining performarmunds and limitations. Then, it
presents an overview and comparison of the exigiptgnization solutions. In Chapter 3,
we describe a cross-layer error recovery optinoratcalled proxy ARQ for Wi-Fi
networks. Chapter 4 introduces a Coniawiare Receivedriven Retransmission Control
in Wireless Local Area Networks called CORREC fol-®. Chapter 5 instead, introduces
SARC for 3G networks scheme. Finally, in Chaptew@, present a summary of the
research work drawing conclusions and outliningations for future research in the field.

12
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Study the past if you would define the future.

- Confucius

CHAPTER 2
2. State Of the Art

2.1. Introduction

Wireless networks are becoming increasingly populaspecially for the
provisioning of mobile access to wired network 8. As a consequence, efforts have
been devoted to the provisioning of reliable dagtvedry for a wide variety of applications
over different wireless infrastructures. This clespaims at providing a comprehensive
analysis of the performance limitations and pot#néinhancements to wireless access
networks. Proposals to overcome such limitatioespaesented.

The structure of this chapter is as following: 8st®2.2 surveys the performance
issues related to throughput and delay in wireheta/orks. Section 2.3 introduces existing
proposals to overcome those problems. Sectionar#d42.5 present cross-layer solutions
and mainly application/transport layer driven optiations for wireless access networks.
Finally, Section 2.6 draws some conclusions.

2.2 Performance Bounds and Limitations

Before describing the solutions proposed to enhahee application/transport
performance over wireless networks, this sectias@nts a brief overview of the basic
factors that reduce the application/TCP performanaereless networks.

2.2.1 Long Round Trip Time and Limited Bandwidth

The majority of wireless systems provide low datax$mission rates to users (e.g.,
wireless local area network (WLAN), Universal MabilTelecommunications System
(UMTS)). The limited bandwidth is one of the majéactors along with channel
impairments that degrade the TCP performance owetess links.

The Internet and other wired data networks providger bandwidth than wireless
links. The difference in bandwidths between Interaed wireless networks affects the
behavior of the last-hop router which connectswireless network to the other data. The
last-hop router receives more TCP segments thaanitoute through the wireless network.
This generates excessive delays due to segmenisgue the router buffer. These delays
increase the RTTs of the TCP connections. Thiddinfie increase of the TCP congestion
window size, resulting in a limited TCP throughput.

In addition, if congestion occurs, the fast-recgvphase (in the case of triple
duplicate) and the slow-start phase (in the casgnwout) become even more harmful.
The segments queuing in the last-hop router camitres buffer overflow, can prevent
packets from dropping at the router, and can caasgestion to increase.

2.2.2 High Loss Rate

The major cause of packet losses over wireless lmkhe high level of errors that
occur during a transmission. These losses can aengiple duplicate acknowledgments

13
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or timeouts. To deal with the problem of losses amdrs, the majority of wireless systems
implement a retransmission protocol called ARQ (huiditic Respeat reQuest).

The ARQ protocol ensures error-free reception akpts at the receiver over the
air interface. It does, however, mislead the TGRqmol that generates unnecessary packet
retransmissions through its congestion mechanisms.

2.2.3 Mobility

In ad hoc networks, the mobile nodes move randoodysing frequent topology
changes. This results in packet losses and freqoet¢ discovery algorithms initiation,
which significantly reduces the throughput. In gkt networks (e.g., GPRS (General
packet radio service), UMTS), the user mobility deato handoff during the
communication. During the handoff process, the s&mg information has to be
transferred form the previous base station to thBes base station. According to the
technology used, such as UMTS or HSDPA (High-Sp@ednlink Packet Access), the
handoff would result in excessive delays or diseation. The handoff can be intra-
technology (also know as horizontal handoff) whieoth of the cells are covered by the
same cellular system and inter-technology (alsankas vertical handoff) where different
technologies are deployed in adjacent cells, ssdmaadoff between UMTS and HSDPA.
The vertical handoff is known to be more harmfutce in some cases the data stored in
the RLC or node B buffer is not transferred to tiesv cell. The lost of data over the air
induces severe degradations of overall throughput.

2.2.4 Asymmetric Links Bandwidth

TCP is a self-clocking protocol that uses the ingmmacknowledgments in a
direction to estimate the RTT and controls the patlansmission in the opposite direction
[3]. In both directions, the delay between the nes# packets (or the received
acknowledgments) depends on the link bandwidthamhedirection. To have a normal
behavior of TCP, the acknowledgments should maintdie same spacing of the
transmitted data in the other direction. In wirslegstems, the downlink and the uplink do
not provide the same bandwidth. For example, in 3VRelease 5, the use of HSDPA
provides a higher transmission rate on the downkdk the uplink, the user continues to
use the DCH channel, which provides a limited tnaission rate. This causes an
asymmetry between the downlink and the uplink.

2.3 TCP Performance Enhancements

To enhance TCP performance over wireless systemusy proposals have been developed
which try to approach one of the two following itlbahaviors:

(1) The TCP sender should simply retransmit a paldst due to transmission errors,
without taking any congestion control actions; or

(2) The transmission errors should be recoveredsparently and efficiently by the
network that is, it should be hidden from the sendecording to their behaviors, the
proposed schemes can be divided into three cag=yfti-7]: link layer solutions, split
solutions, and end-to-end solutions. Each typeotit®n is described to acquire better
understanding of the interactions that can occuwéen radio link layer protocols and

TCP.

14
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2.3.1 Link-Layer Solutions

Link-layer solutions try to make the wireless lilalyer behave like wired segments
with respect to higher-level protocols. The basiea is that errors over wireless links
should be recovered in wireless system withoutuiticly TCP in the recovery process. In
other words, these solutions try to mask or higeettror recovery from TCP.

Forward Error Correction (FEC) combined with AR@otpcol is used in the
majority of wireless systems to provide the rekabérvice needed by upper layers, such as
TCP. FEC results in inefficient use of availablentbaidth. ARQ may cause spurious
retransmission at the TCP layer, especially whenwheless link suffers from high-level
bursty errors. Neither approach is appropriate fthenstand point of efficiency or layer
interactions. Additional enhancements must be éhiced in the link layer to improve TCP
performance. Link-layer solutions can be either EQRre or unaware.

2.3.1.1 Snoop Protocol

In the majority of the current wireless system, tis® of ARQ protocol allows
recovery from wireless link errors and providesitiekly reliable transfer of packets to the
upper layer. However, it was observed that theract@n between ARQ and a reliable
transport layer such as TCP may result in poor goerince due to spurious
retransmissions caused by an incompatible setfitighers at the two layers.

The snooping protocol developed in [8, 9] provideseliable link layer closely
coupled with the transport layer so that incompl#band unnecessary retransmissions
are avoided. The main idea is to introduce an aigethie base station, or wireless gateway,
which can snoop inside TCP connections to gathetbP sequence number, to cache the
unacknowledged segment in the base station, andsk the wireless link errors from the
TCP sender by crushing the correspondent acknowledts.

Snoop does not consist of a transport layer moduteof a TCP-aware link agent
that monitors TCP segments in either direction. this, two procedures SnoopData for
data segments and SnoopAck for acknowledgmentsrglemented in the snoop agent at
the base station. These two modules work joindyfolows. The base station monitors all
TCP segments received from the wired host, or seradel maintains a cache of new
unacknowledged packets before forwarding them &o rtiobile host. The snoop agent
decides if a packet is new or not by gatheringgbgquence number inside the segment
header. When an out-of-sequence packet passegjthtbe base station, the packet is
marked as retransmitted by the sender to facilifadebehavior of the SnoopAck module
once it receives a duplicate acknowledgment ofgbgment. At the same time, the snoop
acknowledgment module keeps track of the acknowenhg transmitted from the mobile
host. When a triple duplicate acknowledgment sgnthle mobile host corresponds to a
packet cached in the base station, the SnoopAckodsdthat it is due to wireless link
errors. So it retransmits the correspondent packed suppresses the duplicate
acknowledgment. Note that packet losses can alstetexted by local timeout since the
SnoopAck module maintains an update estimate of Ri@. Further details on the
SnoopData and SnoopAck modules can be found in [10]

The main advantage of this scheme is that it maistde end-to-end semantics of
the TCP connection. Another advantage is thatritmarform efficiently during a handoff
process since cached packets will be transmittetthtéamnobile as soon as it can receive
them. In addition, the snoop relies on TCP ackndgieents to detect whether a packet is
received or not, which results in small delaysha tase of downlink data transmission
when the TCP receiver, or the mobile host, is tieabase station.

15
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The main disadvantage of snoop is that it requiessry storage and processing to
cache TCP segments. In the case of cellular nesyadpecially macro-cell, the snoop is
impractical due to the high number of users in ezih In addition, a snoop agent will be
implemented in the Radio Network Controller (RN&@y, example, in UMTS, and not in
the base station, which increases the processimpleaity and the storage capacity since
each RNC can control more than one base station.

2.3.1.2 Transport Unaware Link Improvement Protocol
(TULIP)

To recover from wireless link errors and to prevepurious triple duplicate,
Transport Unaware Link Improvement Protocol (TULWAs proposed in [11]. TULIP is a
link-layer protocol that does not require any TCBdifications. In addition, TULIP is
TCP unaware, which means that it does not mairgain TCP state and does not require
any knowledge about TCP sessions status. More gignet is transport unaware since it
does not know anything about the transport layet is, it can be used for TCP or UDP.
On the other hand, TULIP is service aware, whiclamseit provides reliable link-layer
services for applications relying on TCP since ¢hegpplication services need this
reliability to achieve their QoS and non reliahlekilayer services for UDP traffic. The
reliability of the link layer is achieved by retsamitting the erroneous packets at this layer
without regarding what happens on the TCP layee. fléw control across the link layer is
maintained by a sliding window mechanism. To avagurious triple-duplicate
acknowledgments and unnecessary congestion cdritygérs, the link layer delivers the
received data in sequence to the upper layer.

This scheme presents several advantages. Firgtpes not require any TCP
modifications and can deal with any transport lagercond, it is very simple to implement
and does not require any heavy storage or progessimaintain a TCP state like snoop
does. Third, it ensures a local reliability by naining local recovery of the packet losses
at the wireless link without waiting for TCP ackrledgments.

According to [11], this scheme performs well owALANs and significantly
reduces the end-to-end packet delay more than ttkelayer solutions. Note that TULIP
resembles the ARQ protocol implemented in UMTS whée RLC (Radio Link Control)
layer can use acknowledge and unacknowledged madesvhere the RLC SDUs are
delivered to the upper layer in sequence. Studiaducted on TCP performance in UMTS
have shown that the use of schemes such as ARQW@hP does not solve the problem
of competing retransmissions due to spurious tire@enerated by an incompatible
setting of timers at the two layers.

2.3.1.3 Delayed Duplicate Acknowledgments

This is a TCP-unaware scheme [12] that tries totaitmi the behavior of the
snooping protocol but makes modifications at theeneer rather than at the base station.
Therefore, it is preferred over snoop when encoypis used; the intermediate node, such
as the base station, does not have to look at@ehieader. When out-of-sequence packets
are received at the TCP receiver (e.g., mobile, hosgr equipment), the receiver sends
duplicate acknowledgments for the first two outeofler packets. The third and subsequent
duplicate acknowledgments are delayed for a duratidndeed, this scheme assumes that
the out-of-sequence is generated by packet losssvareless links, and a reliable link-
layer protocol such as ARQ is used. Therefore, éveneous packets will finally be
received correctly after a certain delay. Consetiyerelaying the third duplicate
acknowledgment gives the receiver more time toivecthe in-sequence packet and to
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prevent a retransmission at the TCP layer. If dutive delayd the in-sequence segment is
not received, the destination releases the defelupticated acknowledgments to trigger a
retransmission. Note that determining an appropnaiue ofd is mandatory to improve
the performance of this scheme. A large valud délays the duplicate acknowledgments
and results in a long wasted time, especially wthenloss is due to congestion, whereas a
small value ofd does not give the link layer the necessary timetover from errors.

This scheme considers that the packet losses aréoduireless link errors and not
to congestion. This can be considered as the msawalvhntage of this technique.

2.3.1.4 Other Link-Layer Solutions

Many other link-layer solutions have been invedddain the literature. For
example, in [13] a new MAC layer protocol called KIAW was proposed and is
essentially designed to enhance current MAC lagech as Carrier Sense Multiple Access
(CSMA). It proposes to add link-layer acknowledgtseand less aggressive backoff
policies to reduce the unfairness in the systemtamuprove the TCP performance.

In [14], the Asymmetric Reliable Mobile Access irink Layer (AIRMAIL)
protocol was proposed. Basically, this protocalesigned for indoor and outdoor wireless
networks. It relies on a reliable link layer prozttiby a combined usage of FEC and local
retransmissions like the ARQ protocol, which resutt better end-to-end throughput and
latency. The FEC implemented in this case incoteasrthree levels of channel coding that
interact adaptively. The coding overhead is charagaptively to reduce the bandwidth
expansion. In addition, this scheme is asymmetricerms of placing the bulk of the
intelligence in the base station and reducing tieegssing load at the mobile host. Instead
of sending each acknowledgment alone, the mobilest hoombines several
acknowledgments into a single event-driven ackndgieent [14]. At the same time, the
base station periodically sends a status messdgemiin drawback of using the event-
driven acknowledgment is the delay in receivingrmsidledgments and in retransmitting
the erroneous packets [6]. This may invoke congestontrol mechanisms and
exponential backoff of the timeout timer at the Tiayer.

2.3.2 Split Solutions

To shield the TCP sender from spurious retransomsscaused by wireless errors,
several solutions propose to split the TCP conagrcinto two connections at the point
where the wired and the wireless networks meetesinese two sub-networks do not have
the same characteristics and the same transmisg@nThis point is the wireless gateway,
or the mobile router, and it changes from a wiegstem to another. In cellular networks
like GPRS and UMTS for example, it correspondshse GGSN (Gateway GPRS Support
Node) since the base station is not IP capablereaisan wireless LANSs it corresponds to
access points. The connection splitting is hantied software agent implemented in this
wireless gateway. The first connection from sendehe wireless gateway still uses TCP,
whereas either TCP or other reliable connectioarted transport protocol can be used
between the wireless gateway and the mobile hosthe receiver. Consequently, TCP
performance in the first connection is affectedydnt the congestion in the wired network,
and wireless errors are hidden from the sendernidia disadvantage of these solutions is
they violate the end-to-end TCP semantics (e.gdirént-TCP, or I-TCP). The
acknowledgment of a given packet may be sent toTtbE sender before this packet is
received by the mobile host, or mobile receivefotfany reason, such as gateway crashes
or poor channel conditions, this packet is not iremk by the mobile host, there is no way
to retransmit it by the TCP sender. Also, thesat sglutions require heavy-complex
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processing and storage capacity, or scalabilityblpra, since the packets should be
buffered at the wireless gateway until they arenaekedged. In addition, in case of
handoff the state information should be transfefrech one gateway to another (e.g., base
station to another in WLAN).

2.3.2.1 Indirect-TCP

Indirect-TCP [15,16] is one of the TCP proposalsiéal with wireless links. This
protocol consists of splitting the connection itt@ connections, the first one between a
fixed host, such as a remote server, and a malgipast router located at the beginning of
the wireless network, such as GGSN in UMTS or atess point in Wi-Fi. The second
connection is established between the mobile hubtlze Mobility Support Router (MSR)
so that faster reaction to mobility and wirelessoex can be performed. To establish a
connection with a remote server, the mobile hosuests the MSR to open a TCP
connection with the server, or fixed host. Henedy @n image of the mobile host on the
MSR is seen by the fixed host. These two connestaor completely transparent to each
other. In case of handoff, the state informatioreath connection is transferred from an
MSR to another without reestablishing the TCP cotiae with the fixed host. This hides
the wireless effect from the TCP sender and proevidetter performance of the overall
communication between the mobile host and the fixesst than classic TCP
implementations, such as Reno or Tahoe. Althoughsitheme shields the TCP sender, or
fixed host, from the wireless environment effedt®e use of TCP in the second sub-
connection between the MSR and the mobile hosttsesu performance problems. The
frequent packet losses over wireless link triggaresal timeouts and congestion control
mechanisms, causing the TCP sender to stall [AISp, the violation of the end-to-end
TCP semantics and the heavy processing and st@tgee MSR represent the other
drawbacks of this scheme.

2.3.2.2 Mobile-TCP

During the handoff process, the wireless connedbietween the mobile host and
the base station is stopped for a while to alloe titansfer of the user state information
between the base stations. Wireless disconnedialsd caused by deep fading conditions
over wireless channel. As a result of these disections, many TCP segments are
delayed or lost, which triggers the congestion-a@nmnechanism and exponential backoff
at the TCP sender. This results in low throughmat oor TCP performance. Mobile-TCP
(M-TCP) [17,18] was designed to deal with this a&iton of frequent wireless
disconnection and dynamic wireless link bandwidthilev maintaining end-to-end TCP
semantics. The architecture of this scheme adotiisea-level hierarchy with the mobile
host at the lowest level, the mobile support statibthe cell level, and the supervisor host
at the highest level. The mobile support statioa tie role of communicating with the
mobile host and to transfer the packets to thersigme host, which controls and manages
the connections between the mobile host and ttesl fhost. The supervisor host controls
several mobile support stations, or cells. Using MCP clients at the supervisor host, the
TCP connection is split into two connections: dadsCP connection between the fixed
host and the supervisor host; and M-TCP connedigiween the supervisor host and the
mobile host. To preserve the end-to-end TCP senwmntine supervisor host does not
acknowledge a segment received from the fixed o8l it receives its acknowledgment
from the mobile host. This maintains the timeootetr estimate at the fixed host based on
the whole round-trip time. In fact, once a TCP dk received by the TCP client at the
supervisor host, it is delivered to the M-TCP dienbe transferred over the wireless link
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to the mobile host. A timeout timer at the supewibost is triggered for each segment
transmitted over the M-TCP connection. When thenaskedgment of a given TCP
segment is received from the mobile host, the sig@rhost acknowledges the last TCP
byte of the data to the fixed host. The TCP setfusn considers that all the data up to the
acknowledged byte has been received correcthhelfsupervisor host timer expires before
receiving an acknowledgment for example, due tantadhandoff, or low bandwidth the
supervisor host sends an acknowledgment segmerihdolast byte to the sender. This
acknowledgment contains an update of the advertisedow size to be set to zero. This
freezes the TCP sender, or forces it to be in gensiode, without triggering the
congestion-control mechanism and exponential baakahe timeout timer. The handoffs
at the highest level the supervisor host level oagben a mobile moves from a cell
controlled by a given supervisor host to anothdramtrolled by another supervisor host.
In other words, the handoffs occur by moving frone gsupervisor host domain to another
and not from one cell to another. Compared to I-TRIPTCP allows the mobility of the
host to be handled with minimal state informatidmttis, with lower processing and
scalability cost [7].

2.3.2.3 Mobile End Transport Protocol (METP)

Mobile End Transport Protocol (METP) [19] is a tsanrt protocol that eliminates
TCP and IP layers and operates directly over thie layer. By implementing METP on
wireless links that is, on the second connectiotwéen the mobile host and the base
station the performance problems illustrated pnesiyp can be avoided. The base station,
or splitting point, acts as a proxy for a TCP cartiom providing a conversion of the
packets received from the fixed network into MET&ckets. This results in a reduced
header since the transport and IP headers are egim@ompared to TCP Reno, METP
enhances the throughput by up to 37 percent [18]th@ other hand, this scheme presents
many drawbacks. It violates the end-to-end TCP s¢insaand increases the complexity of
the base station with an increased overhead relwiegacket processing, such as
conversion from TCP/IP to METP and vice versa. tidigon, during handoff a large
amount of information, including states, sendind aeceiving windows, and contents of
buffers, has to be handed over to the new baserstathich results in greatly increased
complexity.

2.3.3 End-to-End Solutions

This solution category includes changes to TCP mmeics and involves more
cooperation between the sender and the receivacg¢hine name end-to-end) to separate
wireless losses and network congestion. This segiresents an overview of the most
popular end-to-end TCP enhancement schemes, aldtty tveir advantages and
drawbacks.

2.3.3.1 TCP SACK

In wireless channels, there is a high likelihoodofst errors that span a few TCP
segments in a given window. In this case, the laickelective acknowledgments in the
traditional TCP versions (e.g., TCP Reno) raispeoalem. In fact, TCP uses a cumulative
acknowledgment scheme that does not provide the SBDBer with sufficient information
to recover quickly from multiple losses within agie transmission window. This forces
the sender to either wait an RTT to find out abeath lost packet or to unnecessarily
retransmit segments that have been correctly redeln addition, when multiple segments
are dropped successively, TCP may lose its ACKdbaseck, which drastically reduces
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the throughput. To partially overcome this weakn&sdective ACKnowledgment (SACK)
is introduced in TCP [20] and is defined as onethef TCP options. Its activation is
negotiated between peer TCP entities during trebéshment phase of a TCP connection.
If no other TCP options are utilized (e.g., timegps), the SACK scheme makes it
possible to inform the sender about a maximum of fosses in a single transmission
window. This allows the sender to recover from iipiét packet losses faster and more
efficiently. Note that the TCP SACK version usee game congestion algorithm: When
the sender receives three selective duplicate adkdgments, it retransmits the segment
and halves the congestion window size. The numbeutstanding segments is stored in
the so-called variable pipe [21]. During the fastavery phase, the sender can transmit
new or retransmitted data when pipe is less tharctimgestion windowwnd The value

of pipe is incremented by one when a segment rstnéted and decremented by one at
each duplicate acknowledgment reception. The fasivery phase is terminated by an
acknowledgment of all the segments that were audstg at the beginning of the fast
recovery. Finally, even though the improvement dajrusing selective acknowledgment
is very high compared to Reno, the SACK scheme dussovercome totally the
degradation of TCP performance when applied tolageelinks. In TCP SACK, the sender
still assumes that all packet losses are due tgestion and does not maintain the value of
the congestion window sizewnd when losses are due to errors. In addition, th€ISA
scheme does not improve the performance when tidesavindow size is not sufficiently
large [22,23].

2.3.3.2 Forward Acknowledgment

Forward ACKnowledgment (FACK) [24] makes more iliggnt decisions about
the data that should be retransmitted. Howevers iitmore or less targeted toward
improving the performance of TCP when losses are tucongestion rather than to
random losses. This scheme incorporates two additieariablesfack and retran-data
The variable, fack represents the forward most data acknowledged séhgctive
acknowledgments and is used to trigger fast retnénsore quickly, whereasetran-data
is used to indicate the amount of outstanding metratted data in the network [24,25].
When the sender receives a triple duplicate, TCElKAegulates the amount of data that
should be retransmitted during the fast-recovenasphwithin one segment of the
congestion-window size as follows:

(forward most data sent) (fack) + (retran-data)

2.3.3.3. SMART Retransmissions

Self-Monitoring Analysis and Reporting Technolo§MART), proposed in [26],
is an alternate proposal to TCP SACK. Each ackndgvieent segment contains the
standard cumulative acknowledgment and the sequaumtder of the packet that caused
the acknowledgment. This scheme allows the seraleettansmit lost packets only. In
addition, it decouples error and flow control byingstwo different windows: an error-
control window at the receiver for buffering thet-@f-order packets; and a flow-control
window at the sender for storing unacknowledgedketsc This scheme reduces the
overhead needed to generate and to transmit ackdgwlents at the cost of some
“resilience to reordering” [4]. Like TCP SACK, SMARetransmissions do not make any
difference between losses due to congestion arse ttioe to wireless link errors.
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2.3.3.4 TCP Eiffel

In the case of spurious timeouts, the TCP sendepds to a retransmission of the
segment interpreted to be dropped. When the seadeives an acknowledgment after the
segment retransmission, it cannot decide if thdnewledgment corresponds to the
retransmitted segment or to the first one. Thisnphgenon is calledetransmission
ambiguity The TCP Eiffel was proposed to deal with thisuaton of retransmission
ambiguity [27,28]. For this end, it uses the tiraegh option in the TCP header to assign a
number to the retransmitted segment [29]. The tiamep value, the current congestion-
window size cwnd and the slow start threshold are stored by thelese Once an
acknowledgment is received, the sender compares tithestamp values of the
acknowledgment and the retransmitted segmente latknowledgment timestamp value is
less than that of the retransmitted segment, thedeseconcludes that a spurious
retransmission has occurred. Therefore, it resuthestransmission with new data and
stores the congestion-window size and the slowi-thaeshold values before the spurious
retransmission. The advantage of this scheme istthaes one of the TCP options: It does
not require a new standardization. On the othedhase of TCP options increases the size
of TCP segments. TCP SACK uses the header optietts tb indicate up to four lost
segments in an RTT. The use of timestamp or otk dptions limits the number of lost
segments indicated by the SACK scheme. To overdbmseconstraint, Eiffel can use a
new specific bit in the TCP header to indicate Wwhetan acknowledgment is for a
retransmitted segment or for the original one. @leadvantage of this solution is that it
requires a new standardization to specify the néwm the TCP segment header.

2.3.3.5 Explicit Congestion Notification

The TCP Explicit Congestion Notification (ECN) [3R] feature provides a
method for an intermediate router to notify the odts of impending network congestion.
This prevents TCP connections, especially shord@ay-sensitive connections, from
unnecessary packet drop or retransmission time@8atsically, the ECN scheme was not
proposed to deal with TCP performance over wireleds. However, the congestion-
notification mechanism implemented in this scherap be extended to help the sender
differentiate between losses due to congestiontlaosk due to wireless link errors ( [48—
52]).

In the Internet, the use of the active queue manage (AQM) gateway, like
random early detection (RED), allows detection @bagestion before an overflow of the
gateway buffer occurs. The RED gateway drops tbeahility of the packets according to
the average queue space. The ECN scheme enhaec@a€M¥ behavior by forcing the
gateway to mark the packets instead of droppinghthEhis avoids unnecessary packet
drops and allows the TCP sender to be informedkguatbout congestion without waiting
for triple duplicates or timeouts.

To support the ECN scheme, an extension of the/[PCBtack should be
introduced [30-32]. This extension introduces tveavrflags in the TCP header reserved
field: the ECN echo flag and the congestion windeduced (CWR). In addition, two bits
in the header are used: ECT-bit and CE-bit. Inttinee-way handshake connection phase,
the TCP sender and receiver negotiate their EClihes by setting the CWR and echo
flags in the SYN and the ACK segments; howeverthimn ACK segment only the ECN
echo flag is set by the receiver. In case when lobtthe peer TCP entities are ECN
capable, the ECT-bit is set to one in all packetherwise it is set to zero. Once the
connection is established, the TCP segments tnaedfehrough the network can be
dropped or marked by the RED gateways based oquéee status. In fact, if the average
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gueue size, which is an exponentially weightedainmstneous queue size, is between a
lower threshold min and a higher threshold max,pitubability of the packets are marked
using a given function. In this case, the CE-bités to one by the RED gateway. The
packets are dropped if the average queue lengéthgiten gateway exceeds the higher
threshold max. Once the receiver detects a packietanCE-bit set to one, it sets the ECN
echo flag of the subsequent acknowledgment segroefitst receives a segment with the
CWR flag set. This means that the sender has kaatthe congestion echo by adjusting
the slow-start threshold and reduction of the cstige window size. The sender does not
retransmit the marked packets, which prevents trnection from wasting time in the
fast-recovery phase.

2.3.3.6 Explicit Bad State Notification (EBSN)

The Explicit Bad State Notification (EBSN), propdsi [33,34], tries to avoid
spurious timeouts by using an explicit feedback macsm. A TCP agent is introduced in
the base station. This scheme, essentially propleseldCP downlink data transfers, is not
considered as a link-layer solution since it reggliia TCP sender support. If the wireless
links is in bad state, that is, a packet is reakiwéh errors, the ARQ protocol is in charge
of retransmitting the packet until it is receivemtrectly. At each packet retransmission, the
base station sends an EBSN message to the TCP sedidating a delay of correct packet
transmission. On the receipt of an EBSN message,T@P transmitter reinitializes the
TCP retransmission timer. This provides a relidiolle layer that can correctly deliver the
packet to the destination without triggering spusidimeouts and unnecessary packets
retransmission by the TCP layer. One of the disaihges of this scheme is that it requires
TCP code modifications at the source to be abiateypret EBSN messages. In addition,
the base station must be able to keep track df@lpackets going through it to note which
packets have been acknowledged or not. On the dthed, no state maintenance is
required, and the timer has little impact on perfance [33,34].

2.3.3.7 Explicit Loss Notification

The snooping protocol described in Section 2.3na4 proposed only for downlink
data traffic from a fixed host toward a wirelessthd o deal with the degradation of the
TCP performance over the wireless uplink that ieemwthe source is the wireless host a
scheme called explicit loss notification (ELN) waeveloped in [35]. Contrary to snoop,
this scheme is not a pure link-layer solution sinadequires modifications to the transport
layers of remote wired hosts. This scheme consisisiplementing an agent at the base
station, or wireless gateway, to detect the wirelesk losses. The cause of losses either
congestion or wireless errors is communicated & gbnder through a bit in the TCP
segment header called ELN. When this ELN bit is isethe TCP acknowledgment
segment header, the TCP sender deduces that tketpass is due to errors over the
wireless link. Unlike snoop, the base station iis tase keeps track of the TCP sequence
numbers without caching the TCP segments. When g@icdte acknowledgment is
detected by the base station, the sequence nurhtiex lost segment is extracted from the
ACK. The base station verifies if it has receivedrectly this segment. If it is not the case,
the base station sets the ELN bit in the TCP headet forwards the duplicate
acknowledgment to the wireless host. The TCP semdeits to this ACK with ELN bit set
by retransmitting the lost packet without trigggriany congestion-control mechanism.
Consequently, this scheme detects if the packeefare due to congestion or to wireless
link errors and prevents unnecessary reductioméncongestion window. Although this
scheme can detect the exact cause of packet log#ydduces unnecessary delay for
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retransmitted packets. Even if the base statioactieta packet loss over the wireless link,
it should wait for a duplicate acknowledgment frtre TCP receiver, or the remote wired
host, to ask the wireless host for a retransmig&bh

2.3.3.8 TCP over Wireless Using ICMP Control Messas

The Internet Control Message Protocol (ICMP), pegzbin [36], is similar to the
EBSN scheme. It allows the sender to distinguistethwr losses are likely due to
congestion or wireless errors, thereby avoidingsemreder from needlessly cutting down its
congestion window. If the first attempt of a packahsmission over wireless link fails, an
ICMP control message (see [37,38]) called ICMP-[HRFand containing TCP and IP
headers is sent to the TCP sender. Therefore, ¢hdes receives surely either an
acknowledgement or an ICMP-DIFFER within one RTieafhe packet transmission. At
the receipt of the ICMP-DIFFER message, the semdsets its retransmission timer
according to the current RTT estimate without cliagdts congestion-window size and
slow-start threshold. The timer’s postponement &T& gives the base station sufficient
time to locally retransmit the erroneous packef.[86 the case of successive failures of
the packet transmission, another ICMP messagedc8iMP-RETRANSMIT, is sent to
the TCP source. At the same time, the TCP recg@aerates duplicate acknowledgments
since other subsequent packets have been receiedthe receipt of ICMP-
RETRANSMIT and the first duplicate ACK concerniniget segment indicated by the
ICMP message the sender goes into fast-recovergephad retransmits the erroneous
packet. Once a new acknowledgment is receivedrebevery phase is ended and the
congestion-window size is set to the value bef®dd€P-RETRANSMIT was generated
(i.e.,cwndis not halved like in conventional TCP). If netHEMP-DIFFER nor ICMP-
RETRANSMIT are sent to the sender, the TCP conaectollows conventional TCP
algorithms once a triple duplicate ACKs or a resraission timeout occur. It is better to
generate ICMP messages at the base station rhtiveat the TCP receiver, since wireless
errors may span all the corrupted packets inclutlegTCP and IP header. On the other
hand, this solution requires an intelligent andhéstirated base station capable of keeping
track of all the packets going through it and totenavhether a packet has been
acknowledged or not.

2.3.3.9 Non-congestion Packet Loss Detection (NCPLD

Non-congestion packet loss detection (NCPLD) islgorithm proposed in [39] to
implicitly determine whether a loss is caused bggastion or wireless-link errors. It can
be classified into the category of implicit cong@stnotification schemes. This solution is
an end-to-end scheme that requires modificatiotiseaT CP sender only, which facilitates
its implementation.

The main idea is to use the concept of the netknde point. The knee point is the
point of the throughput load-graph at which thewwek operates at optimum power
[40,41]. Before the knee point, the network is untiezed, and the throughput increases
greatly with the network load. In this case, theTRificreases slowly, and it can be
assumed that it remains relatively constant. Aftex knee point, the round trip delay
increases highly since the transmitted packets tedmt queued at the network routers.
NCPLD consists of comparing the current RTT estarat the RTT of the knee point,
called delay threshold. If the estimated RTT iohethe delay threshold, the TCP sender
considers that the network does not reach yetrieekpoint and that the loss is due to
wireless errors. The packet is then retransmittethowt triggering any congestion
mechanism. On the other hand, when the RTT is greaén the threshold, the NCPLD
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scheme is very conservative in this case and cerssithe loss to be due to congestion.
NCPLD complies with the congestion algorithms @nstard TCP in this case. Compared
to EBSN and ECN, NCPLD is less accurate since ibased on measurements and
assumptions. The knee point is not the congestimint pf the network. Even if the
estimated RTT is greater than the delay threshbkl|oss can be due to wireless errors,
especially when these errors occur in burst and spare than one packet in a transmitted
window, which delays the received acknowledgmentkiaflates the RTT estimate.

2.3.3.10 Explicit Transport Error Notification

Explicit Transport Error Notification (ETEN), proped in [42—44] for error-prone
wireless and satellite environments, is not a pemd-to-end scheme since it requires
modifications at the intermediate network nodesEMTassumes that when a loss occurs
over wireless link, the TCP segment header, comgithe source port number and the
TCP sequence number, is still intact. Thereforee #ender notified by an ETEN
retransmits the lost packet without needlessly caduthe congestion-window size. This
scheme is similar to ECN described already.

2.3.3.11 Multiple Acknowledgments

Multiple Acknowledgments (MA), proposed in [45], ot a pure end-to-end
protocol either. However, it is presented in thest®n since it requires modifications at
the TCP sender, meaning the receiver is not matifidis scheme based on some existing
solutions, such as snoop, ELN, and I-TCP, combitiese approaches: end-to-end
semantics, link retransmission, and ELN [7]. Itapplied only in the downlink data
transmission that is, when the wireless host isdésination and the last hop is wireless.
The main idea is to distinguish between wirelessrerand congestion using two types of
acknowledgments: partial and complete. The pasitkihowledgment informs the sender
that the packet has been received by the baseorstatvhereas the complete
acknowledgment is the normal TCP acknowledgmentatihg that the packet has been
received correctly by the receiver. In MA, the basation monitors the packets going
though it and buffers all unacknowledged packetpa#tial acknowledgment is generated
by the base station either if a wireless transmisattempt of a packet fails when the base
station timer expires before receiving an acknogtednt from the mobile host or when a
negative acknowledgment is received or if an ousexfuence packet is received at the
base station and if that packet is in the buffehe Tsender reacts to the partial
acknowledgment by updating its RTT estimate andpawsng its retransmission timer
according to the estimated RTT. This prevents ti@P Tconnection from triggering
unnecessary retransmissions and congestion meotaifif. In the case where neither
partial acknowledgment nor complete acknowledgreest received by the sender, the
TCP connection complies with the congestion alpari slow start, fast recovery, timeout,
and window reduction of standard TCP Reno.

2.3.3.12 Negative Acknowledgments

This scheme uses the options field of the TCP sagimeader to send a negative
acknowledgment (NACK) to the sender when a packetéeived in errors [46]. Negative
acknowledgments indicate to the sender that noesiitn has occurred and then there is
no need to trigger the congestion control mechanihe sender reacts to NACK by
retransmitting the erroneous segment without chngeither the congestion window size
nor the RTT estimate. The main drawback of thisesah is that it assumes that the TCP
header of an erroneous packet that holds the ponber and the source address remains
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intact, which is not the case over wireless linkeve bursty errors may span not only the
entire TCP packet but also several data packetsare than one TCP window [6]. The
NACK cannot be transmitted to the sender in thisecar it will transfer to a wrong TCP
source.

2.3.3.13 Freeze TCP

In wireless systems, mobility and dynamic environtngroduce a fade period in
the received signal. In certain conditions, sucteagporary obstacles that block the signal,
it is possible that the received signal goes tegpdade for a very long period of time and
that a temporary disconnection and reconnectiorthef wireless communication may
occur. The deep fade may span several windows aydg®nerate segment losses across
more than one window. In addition, disconnectiod Bsses that are long in duration can
be generated by the handoff process. In certaias¢asich as handoff between HSDPA
and UMTS Release 99, the data stored in the RL8ode B buffer are not transferred
from the original cell to the new cell due to themplexity of the handoff management
process in these cases. During long fade duratiohandoff process, it is more efficient to
stop the TCP transmission, even if no congestiandwaurred, though without changing
the congestion window size. For this end, freezé® Mas proposed [47]. In case of
handoff or long fade durations, the TCP receiven gaedict if the actual wireless
conditions (e.g., fading level, errors, and durataf handoff according to the wireless
techniques used) will cause a temporary disconmectf the wireless link. If a
disconnection is predicted, the TCP receiver detsadvertised window size to zero and
transmits it to the sender in an acknowledgmentsed. Since the TCP sender selects the
minimum between the congestion window and the dcbeet window to be the
transmission window, the zero of the advertiseddewn freezes the sender [47]; that is, it
forces the sender to be in a persist mode whesteofs sending more packets without
changing its congestion window and retransmissimedut timer [48]. Once the receiver
detects a reconnection, it transmits several acladyments to the sender acknowledging
the last received packet before disconnection. Phigess prevents the sender from an
exponential backoff and allows the data transmiss$@mresume promptly at the original
transmission rate before the disconnection. Théngno send out the zero window size
acknowledgment is a critical factor that can affibet performance. Acknowledgment that
is too late may trigger timeout and the congestiontrol mechanism, whereas early
acknowledgment causes stop of packets sendingeedhan necessary. Experimental
results show that the optimal time to send outzée window size acknowledgment is
exactly one RTT before the disconnection [47].

2.3.3.14 TCP Probing

TCP probing, proposed in [49,50], introduces a remr-detection and recovery
strategy capable of ruling on the nature of a detetoss. The main idea is to probe the
network and to estimate the RTT to deduce the le¥atongestion and to trigger the
responsive recovery mechanism, thereby avoidingllaegecwnd shrinks and backoffs.
When the sender detects a loss via a triple dupli@aa timeout, it goes into a probe cycle,
wherein probe segments are exchanged between tigersand the receiver [51]. The
probe segment consists of the TCP segment heatevuviany payload, which alleviates
the congestion. The probe cycle is terminated whersender makes two successive RTT
estimations. This means that the probe cycle isneled if a probe segment is lost that is, if
the error persists. In other words, the probe cytleation is adapted to the channel
conditions, which is very useful in the case ofsgeent bursty errors or handoff between
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cells. Moreover, the interruption of data transmoissduring the probe cycle allows
adaption of the TCP transmission rate to the wéselghannel conditions, such as capacity
or errors [49,50]. Once the probe cycle is ternadathe sender deduces the congestion
level using the measured probe RTTs. If the lossaissed by congestion, such as in the
case of persistent errors, TCP probing complieh tieé congestion-control algorithms of
standard TCP, such as fast recovery and timeout [Btherwise, the transmission is
resumed without cutting down the congestion-windsiwe. TCP probing does not
significantly outperform standard TCP versions .(e8eno, Tahoe) in the case of
transmission with a small congestion window; howeiteis more effective in the case of
large sending windows since it avoids the slowtstad congestion phase after wireless
losses.

2.3.3.15 Wireless TCP

In Wireless Wide Area Networks (WWAN), the link awettion suffers from very
low and highly variable bandwidth, bursty randoneche errors, and large RTT with high
variance [51]. This results in highly variable latg experienced by the endpoints, which
may trigger spurious timeouts and exponential tibeakoffs at the TCP layer. Moreover,
the acknowledgments from the mobile host to thedikost get bunched, which skews the
RTT estimation and inflates the calculated Retrassion Timeout (RTO). In [52,53], it
was shown that the RTT varies between 800 ms as®&t 4nd that the RTO may reach 32
sec. It also was observed in [52,53] that WWAN eigree occasional blackouts ranging
from 10 sec to 10 min during the course of a ddyesE blackouts are generated by deep
fades, temporary lack of available channel, or b&ntetween non-overlapping cells.
With regard to the hard conditions of WWAN, reguldaCP suffers from heavy
performance degradation. Advanced TCP implememisitihat use changes in RTT to
estimate congestion do not perform well in WWANcsirthey can be confused by large
RTT variations [52,53]. Specific TCP enhancemenmts taen required. In this context,
wireless TCP (WTCP) [52,53] was proposed to improlwe TCP performance over
WWAN by addressing the causes of throughput degi@udarhis protocol is designed to
be deployable, robust, fair, efficient, and rel@l7]. In the literature many TCP
enhancement proposals use the same name of willel#3ge.g., [54-56]). In this section,
the WTCP presented is the one proposed in [52@3MWAN.

WTCP is developed using three key schemes. FirSiCW uses a rate based
transmission control rather than the window basedsmmission control used in TCP. The
transmission rate is estimated at the receiveigusia ratio of the inter-packet separation at
the receiver and the inter-packet separation asolece. The sender transmits the current
inter-packet separation to the receiver with eaata gpacket and receives the updated
estimated transmission rate from the receiver. Ppheket loss or the retransmission
timeouts are not used in the rate control. ThisesaW TCP insensitive to wireless losses,
non congestion losses, large RTT variations, anmtthed acknowledgments. As a result,
WTCP is able to handle asymmetric channels anchsorre fairness between competing
connections having different RTTs [57].

Second, since RTTs are large over WWAN links ant deansmissions may be
short-lived, WTCP does not go through the slowtspdwase upon startup or to recover
from blackouts [52,53]. Rather, it incorporates gaeket-pair approach [58] to compute
the appropriate initial transmission rate. Thip&formed by sending two back-to-back
packets of maximum size MSS and computing thearipacket delay.

Third, WTCP ensures the reliability by using pertoodumulative and selective
acknowledgment rather than retransmission timedgsause RTT estimates are skewed
by bunched acknowledgments. The sender comparesateeof unacknowledged packets
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in the received acknowledgments to what is stowmamhlly with last retransmission to
determine whether an unacknowledged packet is dosts still in transit. When an

acknowledgment is not received by the sender atifgge intervals, the sender goes into
blackout mode.

2.3.3.16 TCP Peach

TCP peach [59,60] is an end-to-end solution thes@mts some similarity with TCP
probing. This scheme is essentially proposed teestiie slow-start problem in satellite
networks and can be used to distinguish betweegeastion and wireless losses. The main
idea is to send low priority segments called dumsegments to probe the available
capacity of the network. These dummy segments hheesame content as normal
segments, but they are served with low prioritytted network routers; that is, when
congestion occurs these segments are dropped byrotiters. Consequently, these
segments do not increase the congestion level efnd#twork. This assumes that some
priority mechanism needs to be supported at thevorktrouters [59,60]. In TCP peach,
dummy segments are generated in the following tptreses [59, 60]. sudden start, rapid
recovery, and congestion avoidance. In the sudt@h{shase of a new connection, the
transmission of dummy segments is useful to adepslow-start growth since the sender
does not know any information about the availatdsource of the network. When
congestion occurs, the sender goes into rapid ezgghase and sends dummy segments
to detect the nature of loss. In the case of cditgggghese segments are discarded by the
network routers; non-acknowledgments for these segsnare received. The recovery
phase complies with the congestion algorithm ohdaéad TCP versions (e.g., Reno,
Tahoe). When the loss is due to wireless link efran acknowledgment of the dummy
segment is received; hence, the sender retransmadseous packet without reducing its
congestion-window size. Finally, the dummy segmer#s be used in the congestion-
avoidance phase to probe the congestion leveleohétwork, thereby avoiding congestion
before it occurs.

2.3.3.17 TCP Vegas

TCP Vegas [61,62] approaches the problem of coimgefbm another perspective
than classic TCP versions such as Reno and Talyogddpting a sophisticated bandwidth
estimation scheme, it estimates the level of camgedefore it occurs and consequently
prevents unnecessary packet drops. In fact, Vegtimates the backlogged data in the
network (i.e., the congestion level) using theati#hce between the expected flow rate and
the actual flow rate every RTT. The expected flatey which represents the optimal
throughput that the network can accommodate, isradghed bycwndbaseRTT where
cwndis the congestion window size abdseRTTis the minimum round-trip time. The
actual flow rate is determined wndRTT, whereRTT is the current round-trip time
estimated as the difference between the currer &nd the recorded timestamp. During
the congestion avoidance phase and using the éstinbacklogged data in the network,
Vegas decides to linearly increase or decreaswithdow size to stabilize the congestion
level around the optimal point [61,62]. In additito the congestion avoidance scheme,
Vegas incorporates modified slow start and retrassion policies. During the slow start,
the sender exponentially increases its congestiodow every RTT until the actual rate
(cwndRTT) is less than the expected ratevdbaseRTY by a certain valué. When a
packet is lost or delayed, the sender does notssadl/ have to wait for three duplicate
acknowledgments to retransmit it. If the currentTRiE more than the retransmission
timeout value, the packet is retransmitted aftee teception of one duplicate
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acknowledgment. This has the advantage of fasansnitting lost packets when three
duplicate acknowledgments are not received, suchhas wireless errors span more than
one packet in a window. The main drawback of tltisesne is its reliance on the RTT
estimate to adjust the congestion-window size. &secof path asymmetry or path
rerouting, the estimated RTT is inaccurate andlt®su skewed estimations ofvnd[63].
This may cause a persistent congestion or an utildeation of the network capacity.
Finally, it is important to note that Vegas do moake any difference between losses
generated by wireless errors and those due to stogeOn the other hand, the approach
used to estimate the backlogged packets in the anketwonstitutes the base of other
enhanced TCP schemes developed over wireless rastéeg., TCP Veno).

2.3.3.18 TCP Santa Cruz

TCP Santa Cruz (TCP-SC) [64] makes use of the optiwld of the TCP header
and attempts to decouple the growth of the congestindow from the number of
returning acknowledgments. This is gracious in ¢eees of path asymmetries, wireless
links, and dynamic bandwidth systems. TCP-SC usegestion detection and reaction
schemes similar in spirit to those used in TCP ¥ebat TCP-SC relies on delay estimates
along the forward path rather than the RTT. In &oldj this scheme detects the congestion
at an early stage and prevents undesired congegtmmiow reduction. In fact, TCP-SC
determines whether a congestion exists or is dpirejot also determines the direction of
the congestion by estimating the relative delagpekpt experiences with respect to another
in the forward direction, thereby isolating theviard throughput from reverse path events.
By estimating the congestion level and directiofGPFSC tries to achieve a target
operating point for the number of packets in theéléoeck without generating congestion.
Finally, TCP-SC provides a better loss recovery mesm by making better RTT
estimates including the RTT during retransmissiod aongestion period retransmitting
promptly lost packets, and avoiding retransmissiohgorrectly received packets when
losses span more than one packet in one window [64]

2.3.3.19 TCP Westwood

TCP Westwood (TCPW) [65—-67] is a rate-based enertb TCP scheme where the
sender adjusts the slow-start threshold and thgestion window size according to the
estimated available bandwidth. The sender keepsk traf the rate of received
acknowledgments (interACK gap) to estimate the iBlig Rate Estimate (ERE) that
reflects the available network resource. TCPW dstacloss upon receiving three triple
duplicates or after a timeout timer expirationthis case, the slow-start threshold and the
congestion-window size are adjusted as followsd8p,In the case of triple duplicate

ACKs, the ssthresh is set {&RE * RTTminjsegmentsize&nd cwnd to the minimum
between the curremiwnd and ssthresh, whereas in the case of timeoudis set to one

and ssthresh to the maximum between two @RE * RTTminjsegmentsizeTCPW
exhibits better performance and fairness than caieal TCP versions such as Reno and
SACK [65-68]. To deal with heavy loss environmej@9,70] proposes an enhanced
version called TCPW with Bulk Repeat (BR). Thisescte includes a Loss Discrimination
Algorithm (LDA) to distinguish between congestivesses and wireless losses using a
combination of RTT estimation and the differencéwsen expected and achieved rates.
When the sender detects losses caused by wireless, dt enables the use of the BR
mechanisms [69]:
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- Bulk retransmission used to retransmit all unaekedged packets in the current
congestion window instead of sending only one leestket. This is useful to recover
promptly from bursty errors that span more than pexeket in a window.

- Fixed retransmission timeout instead of expoménbackoff of the timer when

consecutive timeouts occur.

- Intelligent window adjustment allowing the sendieinot reducewndto ssthresh after a

wireless loss.

2.3.3.20 TCP Veno

TCP Veno [71,72] integrates the advantages of @ Reno and Vegas and
proposes a scheme to distinguish between congestidmon-congestion states. It adjusts
dynamically the slow-start threshold according thether a packet loss is due to a
congestion or wireless errors. In addition, it atjuthe window-size evolution linearly
during the congestion avoidance phase. Veno adbptsame methodology as Vegas to
estimate the backlogged data in the network. Whennumber of backlogged packets is
below a thresholf@, the sender considers that the loss is randomthendonnection is said
to have evolved into a non-congestive state. Iis ttase, the sender decreases its
congestion window by a factor of 1/5. However, whiee number of backlogged packets
is higher tharg, the loss is considered to be congestive, anccdin@ection in this case
adopts the Reno standard to recover from lossescivnd halved and fast recovery). The
efficiency and the performance of this scheme depemeatly on the selected value of the
thresholdf. Experimentally, it was shown that adoptipig= 3 represents a good setting
[72].

2.3.3.21 TCP Jersey

TCP Jersey [73] is an end-to-end transport protti@ilassumes the use of network
routers capable of handling ECN. This protocoldsentially designed for heterogeneous
network containing two environments: wired and Vess. The main idea is to adjust the
congestion-window size proactively at an optimaé raccording to the network condition.
For this, it incorporates two schemes: the Avadaldandwidth Estimation (ABE)
implemented at the TCP sender; and the congestiamimg (CW) configuration
introduced in the routers. In the case of incipieomgestion, the CW-configured routers
inform the peer TCP entities by marking all packgténg through these routers. This
allows the sender to distinguish whether a losduie to congestion or to wireless link
errors. The ABE algorithm allows the sender toreate the available resource in the
network. Consequently, the sender adapts its ctingesindow size to an optimal value
using the information collected via ABE and CW suokes.

2.3.3.22 TCP Pacing

TCP pacing [74] is a hybrid between rate-based wamudow-based control
transport schemes. It uses the TCP window to déterthe data flow, or number of TCP
segments, to send through the network and relieh®mates to deduce the transmission
instant of each data packet. The idea is to achéevate controlled packet transmission,
thereby avoiding bursty traffic that can result packet losses, delays, and lower
performance, such as frequent triple duplicatestemelouts. Two pacing methods can be
used to achieve rate control. In the first one, $bader spreads the transmission of a
window of packets across the entire RTT [74] tisatait a rate defined by the congestion
control algorithm. The second method consists oéaling the packet transmission by
delaying the acknowledgments. This second pacinthadeis less effective since each
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acknowledgment may generate multiple data packetseatransmitter. In the literature,
many proposals incorporate the pacing scheme inugacontexts. In [75], it was used to
correct for the compression of acknowledgmentstdueoss traffic. It also can be used to
avoid burstiness in asymmetric networks or whemaehkedgments are not available to
use for clocking such as to avoid a slow starhatiieginning of the connection [76,77] or
after a loss [78,79]. Concerning the performanceating, it is claimed in [80] that this
scheme can improve the TCP performance over lommds links and high bandwidth
satellite environments. It is important to notetthacing does not distinguish whether the
losses are due to congestion or to wireless ervangh limits its improvement of TCP
performance in wireless systems.

2.3.3.23 TCP Real

TCP Real, proposed in [81,82], is an attempt tcaanh the real-time capabilities of
TCP in heterogeneous wired or wireless data netsvddalike standard TCP versions
where the sender adjusts the congestion window, s&a is a receiver-oriented base
control that adapts the sending window size by @m@nting the wave concept presented
in [83-85]. The wave concept can be regarded agngestion window with fixed size
during each RTT and is known by both of the TCP entities. It consists of sending a
side-by-side predetermined number of fixed datamssgs within one RTT so that the
receiver estimates the network congestion levetdas the successive segments received
that is, the perceived data rate. According todbregestion level, the receiver adjusts the
wave level, or the number of segments the waveagmsitand transmits it to the sender in
the options field attached to acknowledgment segsfd1,82]. The sender reacts to the
ACK by adapting its congestion window to the waereell to the network conditions which
allows the sender to avoid congestion and therelofesired timeout and recovery phases.
In the case of path asymmetry that is, when thersevpath is slower than the forward path
TCP Real allows decoupling the size of the congastiindow from the timeout. Since the
asymmetry does not affect the perceived congedeorl of the forward path, the
congestion window is still intact. However, the R$lould be increased due to the delays
of the reverse path, retarding the receipt of ttlenawledgments. Potential errors over
wireless links do not affect the perceived data eitthe receiver [81,82]. This allows the
receiver to distinguish between congestion andlegseerrors to recover promptly from
wireless losses and to avoid needless congestiodemi reduction. When a timeout is
triggered, the TCP sender goes into backoff-lilmdard TCP versions. However, it does
not use slow start and adjusts its congestion wingoickly to the appropriate wave level
when the timeout is due to errors on wireless links

2.3.3.24 Ad Hoc TCP

Ad Hoc TCP (ATCP) is proposed in [86] to deal witie network partitions
problem in the ad hoc network. This scheme is ahterend cross-layer solution. In fact,
it keeps TCP intact and introduces a new layer éetwlP and TCP layers called the
ATCP layer. In addition, it relies on the use of E@nd ICMP messages to indicate,
respectively, whether a congestion has occurredeonetwork is partitioned. In the case of
congestion, the ATCP layer, informed by ECN messagmits the TCP sender into
congestion state that is, the connection goes timorecovery phase. Using the ECN
message prevents the sender from waiting for retngssion timeout. In the case of
network partition signaled by ICMP messages, AT@RZes the TCP sender, or forces it
into persist mode. Finally, when a loss is generatewireless transmission errors, ATCP
retransmits the erroneous packet for TCP.
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2.4. Cross-Layer Design

When several different variables should be takénm atcount at the same time in
order to achieve a truly optimal solution for trdaptation of a TCP originally developed
for a wired environment to a wireless scenarioss#layering should be used.

Such joint optimization can be included in the widege of recently-proposed
solutions for optimizing wireless network desigratttare labeled “Cross-Layer Design”
[87-90]. This approach breaks the ISO/OSI layeripginciples by allowing
interdependence and joint design of protocols thinout different layers.

2.4.1 ILC-TCP (Interlayer Collaboration Protocol)

IILC-TCP [91] was designed to improve the performamf the TCP in wireless
environments, involving long and frequent disconioexs. The main modification is
introduction of a State Manager (SM) in parallethvthe protocol stack for gathering
information about TCP, IP and link/physical laydfsnecessary, this information can be
furnished upon the request of the TCP layer. Eagérlperiodically reports its state to the
SM. In case the conditions are not appropriatel'foP flow SM signals the TCP sender to
stop sending packets. When conditions have improV€® can proceed with regular data
delivery.

This approach tries to optimize performance inenacio in which mobile hosts act
as TCP senders. It is an end-to-end approach whahires no changes in the fixed TCP
receiver.

The authors in [92] report an improvement of u@%e6 in throughput in relation to
standard TCP when disconnections and varied mplpétterns are present. However, in
the absence of connectivity problems, ILC-TCP affeo improvement in TCP operation.

2.4.2 ATCP.

In this approach, feedback between the networktla@dransport layers is allowed
as well as between the application and transpger$a[93]. On the application level,
information about priority is specified by the userd interpreted by the transport layer so
that priorities can be established.

2.5 Application-aware solutions

Most of the ongoing research in cross-layering $esuon joint optimization of the
physical layer and data link or MAC layer [94]. @nkcently, approaches that explicitly
include the application layer in cross-layer opgation appeared [6—13].

For instance, the proposed scheme in [95] schedudeget transmission over
orthogonal frequency-division multiplexing (OFDM)annels giving higher priority to the
most important packets (I-frames). The approackgdke size of the queues into account
in order to determine the number of OFDM subcasrierallocate to each user. Also, the
observed quality of the channels is explored tigas® each terminal a set of sub-carriers
in a good transmission state.

The authors in [96] propose an opportunistic schegualgorithm for multiple
video streams using a priority function dependimgchannel conditions, importance of
frames, queue size, and multiplexing gain.

The authors in [97] propose a cross-layer desogmfultiuser scheduling at the
data link layer, with each user employing adaptivedulation and coding (AMC) at the
physical layer.
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In [98] application layer adaptation schemes aoentwned with lower-layer
adaptation strategies for low-delay wireless vidti@aming. Corrupted data is passed
across the layer boundaries, and retransmissioms farward error correction are
performed end to end at the application layer.

In [99] the authors evaluated different error cohtnd adaptation mechanisms
available in the different layers for robust tramssion of video, namely MAC
retransmission strategy, application-layer forwarmor correction, bandwidth-adaptive
compression using scalable coding, and adaptivketiaation strategies.

The authors in [100] propose a new paradigm foelss communications based
on coopetition which allows wireless stations to harvest adddioresources or free up
resources as well as optimally and dynamically adapir cross-layer transmission
strategies to improve multimedia quality and/or powonsumption.

In [101] an application-driven multi-user resoust®cation and frame scheduling
concept for wireless video streaming is introduc@&tie approach is based on joint
optimization of the application layer, the dataliayer and the physical layer. For this,
key parameters from these three layers are abmtrathe abstracted parameters at the
application layer describe the rate-distortion ebtaristics of the pre-encoded video
streams. At the lower layers they describe theetiirtransmission characteristics of all
users. The outcome of the joint optimization letmisdaptive resource allocation at the
lower layers and an adaptive decision on which é&mie send on the application layer.

In [102] the authors introduced a novel queue mamant technique for the buffer
at the base station of infrastructure 802.11 neks/tiiat considers mobile user’s receiving
characteristics. The maximum amount of the basmsthuffer that can be used by a given
flow is updated proportionally to RTT, measuredhet mobile nodes and sent to the base
station by the mean of link layer acknowledgemehtsthis way, the proposed scheme
remains transparent to high-level protocols. Ressittow the advantage of the proposed
gqueue management scheme when compared to thataditidnal drop-tail queue
management.

2.6 Conclusions

Nowadays, wireless networks are becoming incressipgpular due to the
growing use of mobile services. Consequently, Sicamt efforts have been devoted to
provide reliable data delivery for a wide varietyapplications over a different wireless
networks.

By providing an extensive state-of-the-art for Apation/TCP over wireless, this
chapter reveals most of the currently used appesatd handle interactions between radio
link-layer protocols and application/TCP.

We can see that cross-layering is currently onéhefmost promising techniques for
optimization towards high performance in such dlehging environment.
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The acknowledgment of our weakness is the
first step in repairing our loss.
- Thomas Kempis

CHAPTER 3

3. Cross-Layer Error Recovery Optimization in Wi-Fi Networks

3.1 Introduction

Wireless Local Area Networks (WLAN) represented IREE 802.11 standard,
often referred to as Wi-Fi, provide mobile accessetworks and services — omitting the
requirement for a cable (and fixed) infrastructutgys enabling fast and cost-effective
network organization, deployment and maintenanodeeéd, Wi-Fi has become the de
facto standard technology for wireless access @ ld#st mile, specially the so called
infrastructure mode in which a base station (BSgaanected to the Internet, allowing
mobile nodes (MN) to communicate with fixed useard aervers.

As a drawback, the capacity offered by wireleskdiis relatively low as compared
to wired networks. That's why; the wireless linkusually the bottleneck of the end-to-end
path between the fixed sender located in the WideaANetwork (WAN) and the mobile
receiver. Such capacity limitations derive from thexy physical nature of the wireless
medium, characterized by limited bandwidth, timeywag behavior, interference, etc.

In particular, Bit Error Rate (BER) on wirelesskinranges from I®to 10* as
opposed to 1®to 108 in wired links [103]. This difference of severabers of magnitude
results in poor performance of Transmission Confatocol (TCP) [2] which accounts
for over 95% of Internet traffic [104]. The reasfor that is in TCP congestion control
mechanism which treats all packet losses as cangastated and halves the outgoing rate
for every loss detected.

In order to counteract such variation of error satEEE 802.11 standard employs
an Automatic Repeat reQuest (ARQ) at the link layeollowing a “stop-and-wait”
approach, it does not allow the sender proceediit mext frame transmission until
positive acknowledgement is received for the pnewioframe. Lack of positive
acknowledgement triggers frame retransmission urdil maximum number of
retransmissions is exceeded.

However, the link layer is not the only layer whiabknowledges packet delivery:
TCP reliability is obtained through the utilizatiofh a positive acknowledgement scheme,
which specifies TCP receiver to acknowledge datxessfully received from the sender.
TCP header reserves special fields for enabliig d@arry acknowledgement information.
As a result, the TCP receiver can produce a TChawledgment (TCP ACK) as
standalone packet or, in case of bi-directionah @atchange, encapsulate it into outgoing
TCP segments.

Considering data transmission over an IEEE 802riKlusing the TCP/IP protocol
stack (Fig. 2), whenever a TCP segment is transthitiver the wireless link, the sender
first receives an acknowledgement at the link layidren, TCP entity at the receiver
generates an acknowledgement at the transport. |ayés acknowledgement represents
ordinary payload data for the link layer, which slibbe acknowledged by the link layer
protocol of the sender node. As a result, a siaglglication data block is acknowledged
three times: one at the transport level and twedimt the link layer.
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In this chapter, we propose a joint optimizationA®#Q schemes operating at the
transport and link layers using a cross-layer agghocalled ARQ proxy. The main idea
behind ARQ proxy is to substitute the transmissidrifTCP ACK packet (including the
associated physical and link layers overheads) wigmall link layer request which is
encapsulated into the link layer acknowledgemeain& - which does not require any
additional bandwidth resources. As a result, AR@xprreleases network resources
associated with TCP ACK transmission over the ghaliek, thus allowing the
corresponding resources to be utilized for a caeotirdata transmission originated at any
station located within the cell.

The rest of the chapter is organized as follows:tiSe 3.2 provides design and
implementation details of ARQ proxy approach foogsbon the infrastructure network
scenario; Section 3.3 provides ARQ proxy perforneaewvaluation in terms of TCP
throughput and delay performance with the respedtGP/IP datagram size and wireless
link error rate; Section 3.4 concludes the chaptéh summary, conclusions, as well as
directions for future work on the topic.

3.2 ARQ Proxy

ARQ proxy design is primarily focused on infrastiure network scenario — the
most widely deployed WLAN scenario nowadays. Immatation details in single-hop
and multi-hop scenarios are discussed afterwasdiey have significant similarities.

The main idea of the proposed approach is to admdransmission of standalone
TCP ACK packets over the radio channel on the belween the Base Station (BS) and
Mobile Node (MN). In order to support this functaity, no changes are needed to the
TCP protocol, but new software entities need tonb®duced: the ARQ proxy and ARQ
client (see Fig. 3).

34



Chapter3: Cross-Layer Error Recovery Optimization in Wi-Fi Networks

—
—
=

i Ve e W

Fixed Host Base Station Mabile Node
(FH) (BS) (MN)
TCP ARQ Proxy MAC MAC ARQ Client TCP
TCP Data :
.| PHY/LL TCP |
Headers Data TCP Data >
o Access TCP header
i, Generate
o Get IP addr, port, seq. number = —
o Generate TCP ACK & store HTCP ACK
TCP ACK
- Index ™
TCP ACK LL-ACK T
Index o Getlink layer frame
number or compute
TCP ACK hash value

Fig. 3.ARQ proxy and ARQ client functionality.

ARQ proxyis a software module located in the protocol staicthe wireless Base
Station (BS) or Access Point (AP). Having access@® and IP headers of the in-transit
traffic, ARQ proxy generates TCP ACK for every T@&a packet destined to MN which
confirms successful data reception up to the flegnsent carried in this TCP data packet.
ARQ proxy does not require any flow-related statdormation or TCP layer
implementation in a conventional sense. Indeed, CK is generated using a simple
memory copy operation applied to the fields (IP raddes, port numbers, and flow
sequence numbers) of the received TCP data pauketipreviously generated template
of TCP ACK.

The fact that no TCP flow state-related informai®nised in TCP ACK generation
process implies the assumption that all the segna given TCP flow are successfully
received at the destination node. Since this assamps not always true, TCP ACKs
generated by ARQ proxy module are not releaseddd-ixed Host (FH) immediately, but
stored in BS memory until requested by the ARQntlie

Packet Identification:TCP ACKs generated by ARQ proxy should be easily
identifiable by ARQ client without direct communian between these parties. There are
two alternative approaches that satisfy this prigpdrame sequence numbers and hash
values (see Fig. 4).

The IEEE 802.11 standard specifies that every gendeds to mark outgoing
frames with continuously incremented, 12-bit loegsence numbers at the link layer. The
reader should note that in case of TCP/IP datadragmentation at the link layer frame
sequence number remains the same for all the fraigmas a result, ARQ client located at
the MN can indirectly identify TCP ACK generated BRQ proxy, by referring to the
frame sequence number added by the BS at thedide to the TCP data packet used in
TCP ACK generation.

An alternate approach for packet identificatiort tten be used in wireless network
with no sequence numbers provided at the link l&¢ne use of hash values. In this way,
TCP ACK is associated with a hash value computedfdpjying a proper hash function to
TCP data packet headers for which the TCP ACK isegeted. Traditionally, hash
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functions are used in cryptography, data storagksmarch applications. In networking,
the use of hash functions is mostly limited to gnity check, error detection and error
correction techniqgues — commonly performed usingli€yrRedundancy Check (CRC) or
MD5 algorithms.

PHY LL

TCP data
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PAY | L > Hash —»
% Address 3 Sg?)?]i:)cl:e Address 4 % Header |Header TCP data function DCF53473
BO. B3 B4 B15
Fragment
Number Sequence Number
-« >« -
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a) b)

Fig. 4.Packet identification techniques: a) frameexjuence numbers and b) hash values.

In this chapter we limit our choice to frame seqieenumbers due to simplicity,
while for further details on hash functions thederais directed to [105].

ARQ Clientis a software module which logic position is betwethe link and
transport layers of the MN protocol stack (See F3Q. It suppresses all outgoing
standalone TCP ACK packets and replaces them witkCMayer requests for the
appropriate TCP ACK transmission initiated at ARQxy.
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Fig. 5 ARQ Client position in MN’s protocol stack.

In order to do so, whenever a standalone TCP ACprasiuced at MN transport
layer, a TCP ACK suppression request is scheduedhe transmission at the link layer
immediately, while the original TCP ACK packet teés down the protocol stack which
involves corresponding processing at each layetpubugqueuing delay, shared medium
access and other procedures.
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Whichever comes first to the physical layer (thePTECK or the corresponding
suppression request) will be transmitted, whiledtier one cancelled.

TCP ACK suppression request includes identificati@sociated with TCP ACK
generated by ARQ proxy. This identification dependsthe chosen packet identification
technique: a frame sequence number or a hash vAlué¢he link layer, TCP ACK
identification is inserted into the next outgoingkl layer acknowledgement (LL-ACK)
frame. In particular, it is inserted into the resel portion of the “duration” field of LL-
ACK frame (see Fig. 6), which does not require rfiodiion of the frame structure
specified by IEEE 802.11 standard.

Octets: 5 6 4
Frame | pration | RA FCS
Control
Bit 15 | Bit 14 Bit 13-0 Usage
0 0-32767 Duration
0 Fixed value during CFP

1-4096 TCP ACK index
4097-16383 |Reserved
0 Reserved
1-2007 AID in PS-Poll frames
2008 - 16383 |Reserved

Al alalala] o
=[]l O|O| O

Fig. 6.IEEE 802.11 ACK frame with extension capabléo carry TCP ACK index.

The use of the reserved portion of LL-ACK framedessincremental deployment
of the proposed technique enabling operation inntiteed network environment where
nodes which implement ARQ proxy co-exist with those implementing the proposed
approach.

The lack of TCP flow related information at the Bi®ws ARQ proxy to generate
TCP ACK which acknowledges only in-sequence segndetivery. For that reason, in
order to maintain TCP error recovery procedure, Ai@nt does not request TCP ACK
generated at ARQ proxy in the following cases:

- During TCP connection establishment and conne¢éamination phases, which are
explicitly marked by SIN and FIN flags in the patkeaders. These packets carry
initial sequence numbers, maximum window sizes,@hdr parameters required by
connection setup, and cannot be substituted,;

- TCP ACK encapsulated into outgoing TCP data padketase of bidirectional data
transfer and delayed-ACK option enabled, TCP remeidelays TCP ACKs
assuming to have outgoing data segment in ordentapsulate TCP ACK using
ACK bit and ACK sequence number fields into the keicheader. Consequently,
with such encapsulation, TCP ACKs do not createadditional overhead, and thus
are not a subject for ARQ proxy optimization.

- Duplicate TCP ACKs. Upon out-of-order segment r¢ioep TCP receiver must
generate duplicate ACK for the last successfulbeieed in-sequence segment. Due
to the lack of TCP state related information at B% duplicate ACKs can not be
generated by ARQ proxy and should be transmitteMNy
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- TCP ACK advertising exhausted buffer resourceshatreceiver (reported irwnd
field of TCP header). This ensures the receiveoisrunning out of the buffer space
in case not being able to process traffic at tkhermng link rate.

TCP ACKs generated at the BS are associated withtane timer at the moment
of generation. Upon expiration of this timer, whiedtommended value should be equal to
or greater than TCP timeout, TCP ACK is silentlpmpsed from the buffer. This lifetime
technique is designed to clean up resources frof ACKs not requested by ARQ client
module.

By the level of the achieved performance improvenika proposed technique is
similar to LLE-TCP, proposed by the authors in [[LGfowever, ARQ proxy conceptually
extends LLE-TCP by changing the point triggeringPT@GCK generation. In fact, in
infrastructure network scenario, LLE-TCP base stats completely responsible for TCP
ACK generation with no feedback available from tkeeiver. On the contrary, in ARQ
proxy approach, the generation of all TCP ACKs neamk at TCP sender is triggered by
the receiver following the end-to-end principle Iofernet protocol design. Additionally,
ARQ proxy avoids the need for storing TCP flow tethinformation at the base station
unloading the hardware and enabling applicatiotheftechnique in scenarios with high
mobility.

Implementation of ARQ proxy approach in single faphoc network scenario is
the same as in infrastructure network scenariogmtesl above. The only difference is that
ARQ proxy module is located at the mobile sendeterand not at the BS, and TCP ACKs
it produces are not routed through the networkitmmhediately directed to the transport
layer following ARQ client request sent by wirel@sseiver at the link layer.

In a multi-hop ad hoc network scenario, ARQ proxgtinique can be applied at the
last hop of multi-hop connection.

3.3 Performance Evaluation

In order to analyze the performance of the propasdtme, the corresponding
modules of the ns-2 network simulator (version 2.@D7] are added supporting ARQ
proxy and ARQ client functionality. ARQ proxy moeuis attached to the BS, while ARQ
client is located in MN protocol stack. The configtion of the wireless link between BS
and MN follows IEEE 802.11b specification parameteith 11 Mb/s physical data rate.
Parameters of the wired link (100 Mb/s, 15 ms) nholde situation when a mobile user is
connecting to an Internet server physically locatgtiin the same metropolitan area. The
BS ingress buffer is limited to 700 packets, andCROTS exchange is turned off at the
MAC layer as the most appropriate configuration elydused in infrastructure network
scenario (see Fig 7).

100 Mb/s, 15ms

— IEEE 802.11b, 11 Mb/s
! ““_:- " -L.,_h
Fixed Host Base Statu:ln Mﬁhlle Node

TCP data flow

Fig. 7.The simulation scenario
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Obtained results are averaged over 10 runs witlerdifit seeds used for random
generator initialization.

TCP NewReno is chosen for performance evaluatiothe@snost widespread TCP
version in Internet nowadays. However, it is impattto underline that ARQ proxy
approach is not constrained to any specific TCHempntation.

Connection throughput and Round Trip Time (RTT) areosen as main
performance metrics of TCP flow evaluated agaiasiable TCP/IP datagram size as well
as Packet Error Rate (PER) on the wireless link.

Fig. 8 shows the throughput level achieved by T@&wWReno for different TCP/IP
datagram sizes. The throughput and level of perdowga improvement of ARQ proxy
approach is reversely proportional to the size @PTdata packet. Indeed, the smaller the
packet the larger the resources released from TCR gubstitution. For the maximum
considered TCP/IP datagram size of 1500 bytes (wtacresponds to the Ethernet MTU),
ARQ proxy performance improvement is only 25-30% mall packets (40 - 200 bytes),
it is in the range of 60-70%. However, the geneuld is that for TCP data packets which
tend to be similar in size to TCP ACK packets theotighput improvement can reach
100%.

6| 7 ARQ proxy ON
— ARQ proxy OFF

Throughput (Mb/s)

0 300 600 900 1200 1500
TCP/IP datagram size (Bytes)

Fig. 8.ARQ proxy TCP throughput comparison

Along with throughput performance improvement, AR@xy reduces RTT of
TCP connection. TCP ACKs generated at the BS by ARQy agent avoid transmission,
propagation and queuing delays experienced at ttedess link. As it can be observed in
Fig. 9, this delay is typically in the order of seal milliseconds for IEEE 802.11b.

RTT reduction leads to TCP flow performance inceeasie to faster window
evolution and faster reaction to packet drops perém by Additive Increase
Multiplicative Decrease (AIMD) flow control mechamn [108].
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Fig. 9.ARQ proxy Round Trip Time (RTT) reduction.

Fig. 10 illustrates TCP throughput with variablekli error rate and TCP/IP
datagram size equal to 1500 bytes. While the thrpuglevel is linearly decreasing, ARQ
proxy performance improvement remains constant @rdesponds to around 30 % for
PERs of up to 0.25. Additionally, by enabling AR@xy, TCP NewReno is able to
sustain higher PERs (see Fig. 10 for PER > 0.2%) iE motivated by the fact that in such
scenario no wireless link errors propagate into KCIKs generated at the base station.

7

— ARQ proxy ON
— ARQ proxy OFF | |

6F

/
/

Throughput (Mb/s)

N
T
1

| | | | | T |
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
Packet Error Rate (PER)

Fig. 10.TCP throughput against wireless link errors

Summarizing, performance evaluation results vadidae proposed approach and
confirm ARQ proxy design initiatives. In detailsR® Proxy provides:

- TCP throughput improvement from 25 to 100%, dejpemon TCP/IP datagram

size;

- RTT reduction for TCP ACK delivery over the wiegk link (typically several

milliseconds for IEEE 802.11b standard);

- Higher tolerance to link errors.
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3.4 Conclusions

The chapter introduced a novel approach aimingGR performance improvement
in WLAN networks. The core of the work lies in teabstitution of the transmission of
TCP ACK packets with a short link layer requesttsarer the radio link. Specifically,
TCP ACKs are generated by an ARQ proxy locatedhetbse station based on in-transit
traffic analysis and stored in the buffer until uegted by the ARQ client (located at the
mobile node). All TCP ACK transmissions are trigggbiby the mobile end-node, which
maintain end-to-end TCP semantics.

Two packet identification methods are consideredttie proposed scheme: using
frame sequence numbers available from the linkrldlpek layer dependant) and using
hash values (link layer independent). In the latese, hash values can be obtained by
applying a predefined hash function onto the ravkpaheaders’ data.

No TCP flow related information is stored at the, BSabling applicability of the
technique in a scenario with high mobility as weel incremental deployment in already
operational networks.

Performance evaluation results demonstrate that ARQxy brings TCP
throughput improvement in the range of 25-100% éaelng on payload size), reduction
of RTT of the connection for several milliseconds,well as higher tolerance to errors on
the wireless link.

Ongoing activities on ARQ proxy include applicatiohthe presented technique in
other wireless environments.
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If everything seems under control, you're just
not going fast enough.

- Mario Andretti

CHAPTER 4

4. Context-aware Receiver-driven Retransmission Cdrol in

Wireless Local Area Networks

4.1 Introduction

Wireless technologies represent a networking segtiwing at unprecedented rate.
They enable fast and cost-effective network orgation, deployment and maintenance
and allow users to easily join, leave or switclotker networks in a simple and possibly
transparent way.

Nowadays wireless technologies are mostly consilgreéhe last mile connecting
end-users to the core of the network, while leawnagsport of data in the core to wired
architectures. As a result, characteristics of g® links often determine the performance
of entire system in terms of capacity and time-wayycharacteristics having a relevant
impact on the user experience.

One of the crucial limitations of wireless netwoikselated to the high Bit Error
Rate (BER) on the radio link, considerably reducing performance of the widely used
Transmission Control Protocol (TCP) [2].

In order to counteract high BERs, most of the wissl network technologies
employ Automatic Repeat reQuest (ARQ) protocolshat link layer [4]. Such ARQ
protocols are commonly based on a stop-and-wadir exontrol strategy, requiring the
sender to wait for a positive acknowledgement liertransmitted frame before continuing
with the transmission of the subsequent frame. ldqbositive acknowledgement triggers
retransmission.

Such choice of ARQ protocols is mainly motivated thyeir advantages over
Forward Error Correction (FEC) techniques in teraisflexibility and low bandwidth
overhead, i.e. ARQ protocols consume bandwidth dotyretransmission of erroneous
frames, while FEC schemes are typically tuned ® worst case introducing constant
bandwidth overhead also in case of correctly tratted frames.

The performance of stop-and-wait ARQ schemes igrgebed byretry limit
parameter, which specifies the maximum number tBinemission attempts taken for a
single packet delivery. If the retry limit is reach the frame is discarded.

In most of wireless network technologies like Wj-RVIMAX, or cellular
networks, the retry limit parameter is fixed to efallt value, computed to provide a
certain radio link BER improvement tuned to an agercase (e.g. to compensate typical
levels of signal fading and interference for prated packet sizes).

To counteract the resulting non-optimal performadesving from such approach,
researchers proposed several techniques [109-bi hhdiking ARQ protocols adaptive to
the radio link conditions and type of modulationmoyed. This is achieved by increasing
ARQ strength for noisy channels and decreasingritefrorless channels. Such solutions
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are able to keep the BER provided to upper layarsdbove the link layer) of the protocol
stack stable.

Summarizing, the use of ARQ protocols, in most lnd twireless technologies
deployed nowadays as well as in the research patgpasailable in the literature, aims at
compensating radio link bit errors up to the levialshe range of 16— 10° required for
enabling a reasonable performance of the TCP/I@pobstack.

In this work, we argue that further performance ioyement can be achieved by
tuning ARQ strength based on the application rexpénts and protocol stack operation
on the mobile terminal. Specifically, in the franmWw of an IEEE 802.11 network, the
proposed method allows the mobile terminal to @mMRQ strength through specifying
the retry limit on a per-packet basis by usingedfeck channel. This feedback channel is
transparently encapsulated into IEEE 802.11 MAQqual avoiding the requirement for
modifications of the standard.

The rest of the chapter is organized as follows:tiSe 4.2 provides a detailed
description on the proposed approach; Section #e8epts performance evaluation results
for real-time multimedia and TCP-based data trarstenarios; Section 4.4 concludes the
chapter final remarks.

4.2 Proposed Approach

The proposed Context-aware Receiver-driven Retresgon Link-Layer Control in
Wireless Local Area Networks (CORREC) approach esattne mobile receiver to tune the
retry limit parameter used at the link layer of the Base @tdBS) for the transmission of
the next frame.

In IEEE 802.11 WLAN standard, each data frame trattied at the link layer
should be positively acknowledged by the receivEhe acknowledgement frame
(presented in Fig. 11) has a reserved portion djits2 which provides a suitable place for
organizing a feedback channel between the mobilde rend the base station without

introducing any additional overhead and avoidinglifications of the MAC protocol.
Octets:

2 2 6 4
crame | Duration | RA FCS
Bit 15 | Bit 14 Bit 13-0 Usage
0 0 - 32767 Duration
1 0 0 Fixed value during CFP Bit 13-11 Usage
1 0 1-4096 (reserved) 0 Default retry limit
1 0 4097-16383 |Reserved " | 1-15  |retry limit - 1
1 1 0 Reserved .
1 1 1-2007 AID in PS-Poll frames
1 1 2008 - 16383 |Reserved

Fig. 11.IEEE 802.11 ACK frame.

In fact, only 4 bits are required for the specifica of maximum retry limit equal
to 14, while the value equal to 0 is used to sighalBS to use the default value for the
retry limit.
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Packet Importance Metric

For the purpose of the chapter, we extend the itiefinof packet importance, Imp,
given in [112] for VoIP flows to the following:

“The importance of a given packet corresponds tlével of quality reduction for a given
flow in case this packet is lost during transmiesio corrupted at the receiver.”

The notion of flow quality depends on end-to-engbligation requirements. For
example, for VolIP flows, the quality can correspomd/iean Opinion Score (MOS) metric
of the flow, for video flows it is commonly repreged by Peak Signal-to-Noise Radio
(PSNR), and for file transfer applications the gyahay simply correspond to the average
throughput achieved during the transfer.

File Transfer Applications

Most of the data flows transferred on the Intearet TCP-based. Currently, all the
packets produced by TCP layer (connection setupkgisc data segments, and
acknowledgements) are treated by the link layeakygui.e. with the same level of error
protection (or same value wdtry limit).

The proposed CORREC approach assigns packetsetliffégvels of importance
with an algorithm that captures TCP semantics, ifepdo significant performance
improvement.

Fig.12 presents congestion window evolution in TGRw Reno and the
corresponding proposed variation of the packet mapoe metric. Specifically, the
proposed approach assigns the highest importatigh (mp to TCP segments produced
right after each window reduction and decreasedoivn to thelLow Imp threshold
following linear or any other function.

Congestion Window

Wmax

Wmin

Quadratic Packet Importance (Imp)
High Imp

Default Imp
Low Imp

Linear

time (s)

Fig. 12. Packet importance metric for TCP-based dait flow.

Each value of thdmp parameter has a direct correspondence tordtrg limit
parameter configured at the base station for pat&asmission at the link layer. In this
chapter, we useetry limit = 7 for packets wittHigh Imp andretry limit = O for packets
with Low Imp
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The main idea behind the proposed approach isaidge higher protection on the
radio link (and more retransmission attempts) wbamgestion window is small and lower
protection for high window values. Indeed, when ¢bagestion window is small, any link
error will trigger window reduction to its half uacessarily reducing the throughput of the
TCP flow. In the opposite case, the impact of thk &€rror becomes less significant, since
the window will be possibly reduced due to congestelated losses.

Multimedia Applications

CORREC has several applications, ranging from dpiilg TCP-based traffic, to
VoIP and real-time multimedia traffic. In orderdwaluate our scheme for the multimedia
traffic case, we selected MPEG-4 video flows whielpresent the current coding and
transport standard for video delivery over the rimge.

In brief, a MPEG-4 video is composed of Groups wiutes (GOPs). Each GOP
includes video frames of three types. The I-Frarfiesa coded frames) are encoded
without reference to any other frame in the seqeegmand are inserted every 12 to 15
frames as well as at the beginning of a sequenitkeoMdecoding can start only at an |-
frame. P-Frames (Predicted frames) are encodetfasedces from the last I- or P-frame.
The new P-frame is first predicted on the basighef reference I- or P-frame through
motion compensation and then the prediction esoericoded. B-Frames (Bidirectional
frames) are encoded as the difference from theigus\wor following I- or P-frames. B-
frames use prediction as for P- frames but for eblock either the previous or the
following I- or P-frame is used.
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Fig. 13. Prediction encoding of MPEG-4, GOP (N=9, M3)
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The video sequence can be decomposed into smalies, (GOP (Group Of
Picture), similar to a deterministic periodic seaee of frames (as shown in Fig 13). A
GOP pattern is characterized by two parameterd\,GW): N is the I-to-l frame distance
and M is the I-to-P frame distance. For exampl€¢9&G) means that the GOP includes one
| frame, two P frames, and six B frames. Similathe second | frame in the figure marks
the beginning of the next GOP. The arrows indidhai the B frames and P frames

decoded are dependent on the preceding or sucgeleaiirP® frames
Due to the correlation property of P- and B-framtés, effective impact deriving

from the loss of an I-frame is much higher thart tifaP- or B-frame. In addition, the loss
of one packet may generate error propagation. Whédoss of a B-frame does not affect
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the quality of the consecutive frames, the losarof-frame may disable correct decoding
of subsequent P and B frames. This leads to thelesion that |-frames are more
important than P-frames, which are more importaantB-frames.

As in wireless LANs a relevant packet loss is efg@cwe propose that the portion
of the multimedia stream which is crucial to thell quality is to be retransmitted with a
higherretry limit, i.e. packets belonging to an I-frame are retratscwith retry limit = 7,
while packets belonging to a P-frame and B-frammegetransmitted with a retry limit equal
to 4 and 2, respectively.

Similar reasoning is clearly applicable for H.26®@ld1.264 encoded video streams.

4.3 Performance Evaluation

Scenario Definition

To test the CORREC approach, NS-2 (version 2.3twor& simulator [107] is
used. Fig. 14 illustrates the considered simulawreless-cum-wired scenario, where a
Mobile Node (MN) is receiving a data flow from arger (the Fixed Host, FH) located on
the fixed Internet. The IEEE 802.11b specificati@mameters, with 11 Mbps physical data
rate, characterize the wireless link between theeBstation (BS) and the MN. The FH is
connected to the Base Station (BS) using a linkignog a data rate of 10 Mbps and one-
way delay of 200 ms. The bottleneck buffer locaaedhe BS is of FIFO (First-In-First-
Out) and chosen to be limited to 700 packets.

10 Mb/s, 200 ms
IEEE 802.11b, 11 Mb/s

E >

Fixed Host Base Station Mobile Node
(FH) (BS) CORREC » (MN)

\Scenario 1: TCP data fIEL//
Mnario 2: MultimediaM

Fig. 14.The simulation scenario

In the first scenario, an FTP connection (over e#tocol) is established between
the MN and the FH. TCP/IP datagram size is 150@<ythich corresponds to the most
commonly used Ethernet MTU.

In this second scenario, the FH is a video semagrsmitting video streams, while
the video receiver located at MN is connected usiiegwireless link. Several video traces
are used in the experiments. However results asepted in the chapter only for the
“Foreman” video sequence, using MPEG-4 video cadiWgleo format is Quarter
Common Intermediate Format (QCIF, 176 x 144). G@&cture is IBBPBBPBBPBBPB.
The video trace is composed of 300 frames (10rmés, 102 P-frames and 188 B frames)
further divided into IP packets. For our simulatitme employed integrated simulation tool
consists of a MPEG-4 encoder, a video sender (M&work Simulator 2 (ns-2), a MPEG-
4 decoder, an evaluate trace (ET) program and aRP8&lculation program. The
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integrated environment methodology was proposediandloped within the framework of
EvalVid [113], enhanced as in [114] for includinga NS-2.

The video clip, stored in YUV format, is introducéto an MPEG-4 encoder,
which generates an encoded video stream. The apenesffmpeg MPEG-4 encoder and
decoder [115] are used for our experiments. Thedsut video stream is read by the Video
Sender (VS) for generating a trace file, which eorg information such as frame type,
size, etc. for each video frame. The trace filthen introduced to the streaming server in
the ns-2 simulator to produce video streams imgtevork simulation platform (ns-2). The
effect of streaming video over the network is cegdun a streaming client log file, which
is generated by NS-2. The log file contains infaiorasuch as timestamp, size and ID of
each packet, both for the client and the strears@mger. The trace file and the log files are
used by the Evaluate Trace (ET) program to genehatecorresponding corrupted video
files as a result of transmission over the consideretwork. The corrupted video file is
then processed by the Peak Signal to Noise RaBdI® and Mean Opinion Score (MOS)
calculation modules to evaluate end-to-end videitu(See Fig. 15).

Video Clips Trace Fl].EJ
(Raw)
L
PSNE
'Y
MOS oded ‘Efrcuenus
Video
(Reckived)
" MPEG-4
Video Chps Decoder Tools
(Received)

Fig. 15.Structure of the Integrated Tool Environmen

Average throughput of TCP connection is choserhagrtain metric for evaluation
of the proposed scheme in application data trarssfenario, while PSNR and the achieved
goodput are the metrics for the second scenarieyatuate the advantages enabled by the
proposed approach if applied for multimedia flows.

Results: TCP flows

In this scenario, a TCP data flow is considerecedRtion of the congestion
window (cwnd of the server is performed by simply counting thenber of TCP packets
successfully received between two consequent ewanesror detection at the receiver
(with three duplicate ACKs). This measure provithes length of the linear increase phase
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between two window reductions. Dividing this lendtly the difference between the
maximum and the minimum value of the retry limitpacket interval is obtained, after
which the retry limit is decreased by 1 from rdingit max = 7 to retry limit min = O.

Fig.16 provides a comparison between the achiev&dP Throughput using
CORREC approach and the legacy scenario for variibk error rates. The main
advantages come for PERs higher thafl @i0e to non-congestion related reduction of
window size and unnecessary degradation of TCRig/maut.

Results: Multimedia traffic

In the second scenario, a MPEG-4 video flow is dnaitted on the topology
presented in Fig. 14. The GOP structure is given ftye repetition rate of I-frame in data
sequence) and m (the repetition of anchor framew IP-frames). For instance, a GOP
structure of IBBPBBPBBPBBPBB has n =15 and m = 3.

Fig. 17 compares the achieved PSNR against wirdiekserrors in 3 different
cases:

1. with no link layer retransmissions performed (corresponds to with the retry limit equal
to 0);

2. With retry limit constantly set to be equal to 3 for all the outgoing packets; and
3. With dynamic retry limit varied according to the proposed CORREC approach.

The results demonstrate significant performanceravgment for the latter case
(i.e. when CORREC is used). The quality of videmans stable for PERs of up to40

Fig. 18 presents two superposed histograms ofdbkets successfully received by
MN’s decoder in order to compare the number of ptkielivered by using CORREC
scheme versus the number of packets delivered wanglards scheme with retry limit
constantly set to 3. It also underlines that the gavideo quality depends on the selective
protection of |- and P-frames. The ratio between fgackets sent and packets received is
highlighted in Fig. 19.

Fig. 20 shows sample snapshots of the “Foremaréovfdr PER = 0.15, comparing
the visual quality in case retry limit = 3 and whé®RREC is employed. The resulting
PSNR is equal to 21,88 db for standard scheme 3id 8lb for CORREC.

4.4 Conclusions

In this work, a flexible and dynamic per-packeffeliéntiation of link layer ARQ
protection driven by end application requiremestproposed. The method is applicable to
data, voice and video flows. Experimental resulesndnstrate the potential benefits
deriving from the proposed strategy.
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Fig. 16.Performance of CORREC in terms of TCP throghput against packet error rate.
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Fig. 17.PSNR against wireless link errors in casd etatic settings and with CORREC
enabled.
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CORREC ON (PE'R 0.15, Average PSNR= 33.15 db)

Fig. 20.Visual comparison of achieved performancesing the legacy scheme (upper) and the
proposed scheme (CORREC, lower)
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CHAPTER 5

5. Service-Aware Retransmission Control in CellulalNetworks

5.1 Introduction

Nowadays, IP networks and the Internet in particate used as transport facilities
for a whole plethora of novel applications thatfgobeyond the data transfer for which IP
was originally designed. Those applications intaaspecific requirements in terms of
delivery performance of the underlying transpoffrastructure. Indeed, as services are
evolving to a “triple play” vision, implying delivg of data, voice and video to the end
user using the same IP transport facility, stromgpleasis is put on providing a satisfactory
user experience and as a consequence on identifgoimiques able to control packet
losses and delay.

In addition, more than 30% of the current Intenmsrs are mobile, i.e. use wireless
networks to access the Internet and its services.uBage of a wireless access technology
increases the complexity in the management of egliof data and multimedia flows, due
to the time-varying performance of the wireless mer handover management, etc.

While no solution for end-to-end quality of servigQoS) assurance over
heterogeneous networks is available, still sevepproaches are available for improving
data transfer performance on the wireless accesx tf121]. However, most of the
available solutions are flow-based (i.e., intentediifferentiate services based on flows)
and furthermore need to introduce relevant modibcs to the protocol stacks on the
mobile node and wireless based stations which exitite possibility of deployment of
such schemes.

In the specific framework of multimedia (e.g. voiaed video), several works are
available based on the Unequal Error ProtectionRlUgaradigm [116-120]. The goal of
UEP is to provide higher protection to the mostcpptually relevant data, where
protection can be achieved through means of adappewer levels, forward error
correction codes, retransmission control, etc. Kbedess, since UEP is usually performed
or managed at source level and thus without spedifiowledge of the contingent
operating scenario, such solutions (while increpsime complexity of multimedia codecs)
can lead to non-optimal performance due to wastvaflable capacity in case network /
channel conditions are good (and no packet dropseaperienced) or time-varying
performance of the transport infrastructure (paléidy true in the case of wireless
networks).

The proposed scheme represents a novel paradigdynafmic and “link-level”
UEP, focused on the access network and the aateegtion history” at the receiver. The
scenario is “triple-play” service delivery over 3@llular networks, with specific focus on
the wireless link between the Base Station andUbker Terminal. The core idea is to
adaptively tune the level of HARQ protection basedthe relative importance on the
overall user experience of the packet being trattethiby the base station. The
introduction of such term enables to differentiptetection on the basis of the actual
content of the packet; for voice and video flows tmpact of losing the current packet
(and the corresponding required level of protegtisrestimated in terms of the potential
decrease in audio or visual quality as measurapl®®S or PSNR, respectively. The
authors agree that other automatic means for tamek more accurate evaluation of the
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multimedia quality are available in the literatueg. E-model for audio, V-model for
video). However, the method is presented using P&¥Rake of simplicity (as the focus
in on the overall approach and not on the spebifiitding blocks), while the introduction
of more sophisticated algorithms based on finerefsdr Rate-Distortion characteristic is
possible due to the modular architecture of th@psed solution.

An important aspect to be underlined is that thevalzoncept is applicable also in
the case of data transfer. In this case, assunatayftbws are transported by TCP (which
is true for more than 80% of the Internet trafficthe Internet), packet losses can have a
different impact on the overall performance (inmsrof time required to complete the
delivery) due to the corresponding modificationshaf congestion window evolution.

The structure of the chapter is as follows: Secto? describes in details the
proposed framework, while performance evaluatioprissented in Section 5.3. Finally,
Section 5.4 concludes the chapter with final remand outlines about future work on the
topic.

5.2  Proposed Approach

The main idea of the proposed approach, calledi@eAware Retransmission
Control (SARC), is to allow the mobile terminal eaeer to control the level of HARQ
protection applied by the base station for evegyni transmitted on the radio link. The
decision of the mobile terminal is based on theepu&l benefit in correctly receiving the
next packet given the current reception history iredactual perceptual relevance of the
packet itself.

Automatic Repeat Request (ARQ) is an error deteati@chanism used in UMTS,
where the transmitter uses a stop-and-wait proegditansmitting a data block and waiting
for a response from the receiver before sendingw data block or retransmitting an
incorrectly received data block. As an evolutionsath approach, Hybrid ARQ (HARQ)
scheme is used in HSDPA, where incorrectly recedaih blocks are not discarded but
stored and soft-combined with successive retrarssoms of the same information bits.

3GPP specifications have defined two HARQ procefsesISDPA: Incremental
Redundancy and Chase Combining [123]. In the formsmheme, successive
retransmissions of an incorrectly received datzlblare sent with additional redundancy
that is increased with each consecutive retrangonis§he retransmissions consist of
redundant information in order to increase the charof successful delivery. Since each
transmitted block is not the same as the previ@msmission, it is demodulated and stored
at the receiver and consequently soft-combine@pooduce the original data block [126].
In the chase combining strategy, an erroneouslgived data packet is stored and soft-
combined with later retransmissions that are arte@py of the original transmission.

HSDPA uses HARQ (Hybrid Automatic Repeat Requestiransmission
mechanism with Stop and Wait (SAW) protocol. HARQaanism allows the User
Equipment (UE) to rapidly request retransmissiormbneous transport blocks until they
are successfully received. HARQ functionality isplemented at MAC-hs (Medium
Access Control - high speed) layer, which is a sat+layer introduced in HSDPA. MAC-
hs is terminated at node B, instead of RLC (Raditk I.Control) which is terminated at
RNC (Radio Network Controller). This enables a demaletransmission delay (< 10 ms)
for HSDPA rather than UMTS Rel. 99 (up to 100 ms).

In this chapter, the level of HARQ protection (aiedicated as “HARQ Strength”
in the following) is considered in terms of the nmaMm number of retransmission
attempts taken for a packet delivery in case darfai

Fig. 21 illustrates architectural principles of tpeoposed SARC approach. As
outlined in the previous sections, SARC operateshenwireless 3G link. At the mobile
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terminal side, whenever a packet is received byapplication, the latter can specify
packet importance for subsequent incoming packetsaf given flow. The packet
importance is then transferred into correspondadgas of HARQ protection by the SARC
module (implemented within the protocol stack &t thobile terminal) and delivered to the
HARQ entity at the link layer of the Base Stati®ging cross-layer signaling. At the link
layer, the specified HARQ protection parameter isnts along with HARQ
acknowledgement, which is generated for every fregceived according to stop-and-wait
HARQ type.

The SARC module implemented at the BS analysesmimgp traffic (assuming to
have access to TCP and IP protocol headers) aruifispethe HARQ entity to use the
requested HARQ protection on a per-packet basis.

)

ide-Area
(Bl Network (WAN)
Content Provider Base Station
(BS)

/l/ Mobile Terminal

(MT)

Video App VoIP App Data Transfer
(MPEG, H.263) (G.711) (FTP, HTTP)
?

Video App
(MPEG, H.263)

VoIP App
(G.711)

Data Transfer
(FTP, HTTP)

Fig. 21.Architectural principles of SARC in a 3G céular network. Blocks and links
highlighted in “blue” underline the modules and sighaling links employed by SARC
approach.

Packet Importance Metric

The adaptation of the level of HARQ protection lthea the content carried in the
packet payload represents a solution belongindhéoftamework of cross-layer service-
aware networking solutions, which optimize “pureétworking techniques based on
services and their traffic demand.

In this chapter, we address three different claséesrvices; voice, video, and data
transfer; improving delivery performance by adagtiretwork response to the relevance of
packet being delivered over the radio link.

The level of HARQ protection in the proposed applosaries on the basis of a
packet importance metric, which consists of two ponents:

- Initial packet importanceorresponds to the level of quality reduction dogiven
flow in case the packet is lost during transmissdorcorrupted at the receiver [124]. The
quality of the flow is determined by end-to-end laggion requirements and user demands.
For example, commonly used metric for VoIP is M&yinion Score (MOS), for video is
Peak Signal-to-Noise Radio (PSNR), and for TCP-thasea is transfer throughput level.

- Dynamic packet importana®mmponent accounts for the “reception history”haf t
flow and adjusts initial packet importance. Forrapée, the importance of framein a
video sequence can be dynamically adjusted in d@salecoding depends on the
neighboring frames1 andi+1 and framea-1 is not correctly received.
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Packet Importance Metric in Video Streams

For sake of a clear explanation, we consider aasaenvith a mobile node receiving
MPEG-4 video flows from a streaming server locatedhe wired Wide-Area Network
(WAN). However, similar reasoning can be applicatolé1.263 and H.264 encoded video
streams, as well as embedded video streams. The Bation (BS) serves as a gateway
between fixed and wireless network segments.

An MPEG-4 video is composed of Groups of Pictur@©Ps), consisting of video
frames of three types. I-Frames (Intra coded fraraes encoded without reference to any
other frame in the sequence, and are usually edenery 12 to 15 frames as well as at the
beginning of a sequence. Video decoding can stam &frame only. P-Frames (Predicted
frames) are encoded as differences from the last P-frame. The new P-frame is first
predicted on the basis of the reference I- or Rirahrough motion compensation and
encoding of the prediction error. B-Frames (Bidimtal frames) are encoded as the
difference from the previous or following |- or Rxnes. B-frames use prediction as for P-
frames but for each block either the previous erfthlowing I- or P-frame is used.

Due to the correlation property of P- and B-frantbs, effective impact deriving from
the loss of an I-frame can be clearly consideredhrhigher than that of P- or B-frame. In
addition, the loss of one I- or P-packet may gemeeearor propagation: while the loss of a
B-frame does not affect the quality of the consgeutrames, the loss of an I-frame may
disable correct decoding of subsequent P- andaBads. This leads to the conclusion that I-
frames are more important than P-frames, whichremes important than B-frames.

To validate the above considerations, Fig. 22 shbwsjuality reduction of a real video
flow transmitted using VideoLan software [127] &rrhs of PSNR measured at the receiver
versus the loss of different types of packets withiGOP. The horizontal scale indicates
which frame within the GOP was lost, while thetfiwalue (obtained with no losses) serves
as a reference point.
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Fig. 22. Quality of the received video flow for diferent frames lost.
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The highest loss in PSNR quality corresponds tactse when the I-frame is lost -
making decoding of the entire GOP either not pdssibprone to error propagation. On the
other hand, the loss of any of B-frames does ngtadte the quality for more than a minor
fraction. However, the loss of a single P-frame high influence on the video quality and
the level of its degradation depends of the orrekaive position of the lost P-frame within
the transmitted GOP sequence: higher quality dediadis measured for P-frames losses
located closer to the beginning of the GOP.

Following such observation, the importance of Pra P, is defined ranging
linearly from limp t0 Bimp, Wherelimp is the importance level of I-frames aBgh, is the
importance level of B-frames withn>Pim>Bimp. Indeed, the loss of P1 (which follows
immediately after the reference I-frame) leadsltaost the same drop in PSNR as the loss
of the I-frame, while the loss of P9 which is tramitsed right before the last pair of B-
frames leads to PSNR loss comparable with thossechiy B-frame losses. The bold line
presented in Fig. 22 is obtained by curve fittinghwhe first order polynomial RSM model
for PSNR values achieved for different P-frames. [bhe obtained R-square equal to 0.97
shows good match between the experimental datahenpgroposed linear model and, as a
result, for the chosen P-frame packet importance.

Packet Importance Metric in VoIP Flows

A VolIP application is composed of several buildivigcks. (See Fig. 23). At the
sender side, the first component is an encodechwieriodically samples the voice signal.

A large variety of Voice-over-IP (VolP) encoderse aavailable, representing
different trade-offs between quality and bandwidtdmsumption. Encoders can be either
sample based (e.g., G.711) or frame based (e.®9%.periodically coding individual
speech samples or grouping a certain number of Isampithin a time window,
respectively. A number of speech frames can beiptesed into the same packet payload,
so as to reduce the overhead of transport, net@aok MAC headers, though at the
expense of increasing the transmission delay. Vspeech payload is typically
encapsulated into RTP/UDP/IP packets.

At the receiver side, speech frames are de-muligoleand inserted into a playout
buffer. The playout buffer plays an important rateperceived speech quality since it
enforces speech frames delivery at the same itatwahich they are generated by the
encoder. This is done through re-ordering, delayinggven dropping the frames which
arrive later than their expected playback time. Ee&r, whenever the frame is dropped it
causes a relevant decrease of the quality of thoe\atream.
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Fig. 23. Scheme of a VolIP application

Based on the above, initially, equal packet impua (i.e., “initial packet
importance”) is associated to all transmitted sphdemmes. However, in case the receiver
detects frame losses after out-of-order frame temepit increases importance (and error
redundancy) for the subsequent packets of therstfea. increases the “dynamic packet
importance”). Summarizing, SARC aims at avoidindgkiduame losses, which are critical
for the quality of the speech stream, while sirfigéene losses can be easily compensated
or concealed by the decoder.

Packet Importance Metric in File Transfer

TCP is the most widely used protocol in Interned #&rprovides a flow of equally-
important packets for the user viewpoint. Howewdpending on the context (e.g. the
evolution of the TCP congestion window), packetsésscan severely decrease the data
transfer performance.

The proposed SARC scheme dynamically adapts thel l@vHARQ protection
used on the radio link based on the value of th® TGngestion window computed at the
receiver node.

The core idea is to provide higher protection oe tadio link (and more
retransmission attempts) when congestion windoamall and lower protection for high
window values. Indeed, when congestion window isl§nany link error will trigger
window reduction to its half unnecessarily reduding throughput of the TCP flow. In the
opposite case, the impact of link errors becomss $egnificant, since the window will be
possibly reduced due to congestion-related losses.

Fig. 12 presented in the previous chapter presamtgestion window evolution in
TCP New Reno and the corresponding proposed vamiafi the packet importance metric.
Specifically, the proposed approach assigns thieesigimportance (“High Imp”) to TCP
segments produced right after each window redudiwh decreases it down to the “Low
Imp” threshold following linear or any other monoically decreasing function and
defined as follows:

57



Chapter5: Service-Aware Retransmission Control in Cellular Networks

|~ f(w) K, if linear
Imp(w) = {— £2(w) [ if quadratic (1)
where
_ ‘Impmax - Irnpmin‘
k = , 2
Nvmax _Wmin‘ ( )
_ K
m= Irnpmin . (3)

Summarizing, SARC provides higher protection faw loongestion window values
or flow sending rates. This reduces the probabilftpacket losses due to link errors on the
wireless channel, which is a well-known reasonTfGP performance degradation [122].

53 Performance Evaluation

Simulation Scenario

The proposed scheme is evaluated in the contexnotJMTS/HSDPA cellular
network. Network Simulator 2 (NS-2) [107] is usea gerform experiments, with the
additional Enhanced UMTS Radio Access Network Esitams (EURANE) module [128]
for HSDPA implementation.

Fig. 24 illustrates the reference scenario andhthen parameters employed in the
experiments. All considered flows originate fronserver (the Fixed Host — FH) on the
Internet and are delivered to the User Equipmei)(ldcated in a 3G cellular network.
SARC approach is implemented between the Node-BfsntJE.

10 Mb/s
50 mg

622 Mb/s 622 Mb/s

10 ms 0.4 ms //W"
Kjﬁ INTERNET @ m @ \1\:
s - -l

GGSN SGSN
Wired Node RNC

Scenario 1: Multimedia flow

Scenario 2 : VoIP flow

Scenario 3: TCP flow

Fig. 24.Simulation scenario used for ns-2 experimén

Video Transfer Performance

In the first scenario, the FH is a video serverchhiransmits video streams to the
video receiver located at UE. Results are presefuaedhe “Foreman” video sequence,
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using MPEG-4 (open-source ffmpeg [115]) video cgdihe video format is Quarter
Common Intermediate Format (QCIF, 176 * 144). TheORG structure is
IBBPBBPBBPBBPB. Stored in YUV format, the videopclis processed by MPEG-4
encoder which generates the encoded video stream.

The Video Sender (VS) reads encoded video streainganerates the trace file
containing such information as frame type, size, & each video frame. Based on this
trace file the NS-2 streaming server applicatiomegates the data which is being
encapsulated at all the protocol layers is sent theenetwork.

The effect of streaming video over the networkaptared in a streaming client log
file generated by NS-2. It contains such informatige timestamp, size and ID for each
transmitted and received packet. The trace file thedlog files are used by the Evaluate
Trace (ET) program to generate an output correspgntb the product of video file
transmission over the error prone network. In otdegxamine the video quality obtained
at the receiver the original video file and the aidained after transmission over the
network are compared using PSNR calculation modile integrated environment
methodology was proposed and developed within taendwork of EvalVid [113],
enhanced as in [114] for including NS-2.

The portion of the multimedia stream which is calido the overall quality is
retransmitted by SARC with a higher HARQ strengi, packets belonging to an I-frame
are retransmitted with HARQ Strength = 8, while kgs belonging to B-frames are
retransmitted with a HARQ strength = 2. P-framesratransmitted with a variable HARQ
strength ranging from 8 to 3 depending on the fosiof the frame in the GOP. Default
value of HARQ strength is set to 4 for all packitshe legacy scenario (i.e. without
SARC).

Achieved results are illustrated in Fig. 25, wh&&RC increases the range of
packet error tolerance to $0". The detailed behavior of the proposed scheme with
respect to the legacy approach is described inZeigvhere it is possible to clearly identify
the unequal and dynamic protection implementedARG on |- and P-frames.
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Fig. 25.Quality of “Foreman” video clip for different error rates.
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VolP Transfer Performance

Experiments on VolP flows are performed using tineutation model presented in
[125]. The sender and the receiver side are segparatodeled. The sender includes: a
customizable codec, which generates generic spieactes (the latter being either voice
samples of voice frames, depending on the codemyltiplexer, which aggregates several
speech frames into one payload. The most commorecso@mployed in network
simulation (e.g. G.711, GSM.AMR) are supported iy YolPSender, while others can be
easily added.

Initially, equal HARQ strength equal to 3 is assted to all transmitted speech
frames. However, in case the receiver detects fréoeses after out-of-order frame
reception, it increases HARQ strength linearly tfloe subsequent packets of the stream
(with HARQ strength max equal to 8) in order to iavibulk frame losses. Once no loss is
detected, SARC decreases the HARQ strength tanitie value.

Achieved results (Figs. 27 and 28) demonstrate 8&RC is able to provide a
relevant improvement in terms of MOS both for G.’Ald GSM AMR speech flows. In
average, application of SARC scheme enables thecctmddeliver the same speech quality
for error rate of 5% higher if compared with theeavhen SARC is not enabled.
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Fig. 26.Percentage of improvement in correctly delered I-, P-, and B-packets against PER.
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File Transfer Peformance

In this scenario, TCP sender located at FH conrtbetgeceiver implemented at
UE. For the entire duration of the flow the receiveaintains up-to-date value of the
congestion window (cwnd) computed by counting thenber of packets received for the
last RTT. Whenever the loss detection signal (tkikgdicate acknowledgements) is sent to
the sender packet importance is increased accotbadunction presented in Section Il
causing higher strength of HARQ process and, asaltr producing higher resistance to

the link errors.
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Fig. 28GSM AMR MOS against Packet Error Rate.

Figure 5.10 presents TCP throughput achieved byldwes for different PERs of
the wireless link. As expected, higher protectigaiast the link errors for low congestion
values of the congestion window brings evidentgranince improvement and underlines
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advantages of dynamic error protection techniquasetb on application awareness
introduced by SARC.

Figure 5.11 analyzes a scenario where both videlodata flows are delivered on
the wireless link. In this scenario, two UEs arasidered: one is receiving a video stream,
while the other is receiving data via FTP. The saa&ameters are used as in the previous
scenarios. It is possible to observe that whileeigerformance remains as in Fig. 5, data
transfer is affected by relatively lower protectienwhile still achieving better results than
in the legacy scenario (without SARC).

54 Conclusions and Future Work

This chapter proposes a cross-layer method betapglication/transport layers on
a mobile terminal and link layer at the wirelessdatation to enable dynamic control on
the level of per-packet HARQ protection. The leg€lprotection is dynamically adapted
on a per-packet basis and depends on the percépiaitance of different packets as well
as on the reception history of the flow. Experinaénesults demonstrate the potential
benefits deriving from the proposed strategy, ulmag relevant improvements either for
audio and video flows as well as for TCP-based ttatesfers.

Future work will be aimed at validating and optimg the proposed scheme in the

framework of embedded multimedia streams.
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If we knew what it was we were doing, it
would not be called research, would it?

-Albert Einstein

CHAPTER 6

6. Conclusions and Future Work

In this research, we investigate the application sefvice-driven cross-layer
optimizations for wireless systems..

The TCP/IP protocol suite, which is the de fac@mndard for communications in
Internet today, is originally designed for tradité wired networks. As a result, TCP/IP
shows poor performance in wireless network envireminaue to the limitations of wireless
medium terms of bandwidth, latency, informatiorslcsnd mobility.

Traditionally, the proposals for TCP/IP performaimo@rovement optimize a single
layer at a time. However, in this thesis we showt t@ross-Layering allows better
performance optimization and more flexibility inethdesign. It overcomes layering
principles employed in network architectures anutquol stacks allowing joint interlayer
optimization.

This thesis proposes novel scheme to enable miepdifferentiation of link layer
protection driven by requirements of the end applins as well as of communication
protocols implemented on the mobile terminal.

It proposes also a novel approach for cross-layeor eontrol optimization in Wi-Fi
networks.
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