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This Thesis summarizes the main topics of the research activity I have performed during the three years of my PhD education at the Department of Physics of the University of Trento, specifically at the INO-CNR BEC Center, under the supervision of Dr. Alessio Recati. The subject of this Thesis is the study of the dynamics of mixtures of ultracold Bose gases.

Ultracold gases allow the realization of multi-component Bose-Einstein condensates (BECs). The latter are novel systems, whose behaviour is very different with respect to that of a single component BEC. In particular they show different zero-temperature phases, each described by a proper vector order parameter. The possibility of tuning a number of system parameters, such as the interaction strength through Feshbach resonances, and the possibility of tailoring the trapping potentials make such systems ideal for studying the structure of the various phases and the nature of the phase transitions and give rise to new ground states and to peculiar dynamic processes. The problem is very general being related to the long standing issue of phases and stability of interacting superfluids. In particular superfluid current stability in mixtures has been started to be addressed experimentally only recently [4].

In the present work we consider one of the easiest implementations, namely a 2-component (spinor) condensate with an (optional) external field that drives the population transfer (spin-flipping) between the two atomic levels. In spite of the apparent simplicity of the problem, the physics it contains is very rich. Indeed, spinor condensates allow us to address many interesting phenomena from the Andreev-Bashkin effect [5]
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6] to the (internal) Josephson effect [7, 8], or Schrödinger-cat- and twin-Fock-like states [9, 10], from dimerized vortices [11, 12, 13], to the study of quenching in classical bifurcations [14, 15, 16]. They represent also the basis for most of the recent realizations of artificial gauges in cold gases [17].

Moreover, thanks to new technological developments, mixtures with high unbalance between the two components have attracted a lot of attention both on the theoretical and experimental side with a huge number of different realizations and regimes (see, e.g., the recent experimental works [18, 19] and reference therein). This is quite obvious being the impurity problem almost ubiquitous in physics, especially in condensed matter physics [20].

Thesis outline

This Thesis is organized as follows. The first chapter provides a general introduction to Bose-Einstein condensation and mixtures of condensates. It includes a derivation of Gross-Pitaevskii equations for the different types of mixtures considered in this Thesis and a description of the theoretical foundation of the topics discussed in next chapters.

In the second chapter we focus on homogeneous systems. We describe the different ground states the mixture has with or without coherent coupling and we show the excitation spectra in both cases. In the last section we address the problem of stability of persistent currents in a mixture. We find the criterion for their stability both in the miscible and immiscible regime and, in the first case, we also discover a regime of partial instability. The existence of this regime could be at the origin of the experimental observations in [4].

The third chapter is instead devoted to the study of a mixture in an external harmonic potential. We first describe how ground states change from the homogeneous case introducing and characterizing a new solitonic structure (Double Domain Wall Soliton) found in highly unbalanced mixtures. We then analyse the second order ferromagnetic transition occurring in a coherently coupled mixture by studying its static and dynamic response to a spin-dipole perturbation. In the ferromagnetic phase we also observe a phenomena related to ground state selection.

The fourth chapter describes the numerical method used for obtaining all the results of previous chapters, namely the time evolving split-operator method. We give the details of its implementation and we describe some tricks used to make the algorithm more efficient.
In the *fifth chapter* I introduce a different numerical method for simulating quantum systems taking into account quantum correlations, namely Tensor Network method. This Chapter is a summary of what I learnt on the last year of my PhD working with Jun. Prof. Matteo Rizzi from the Johannes Gutenberg Universität of Mainz. I give a brief description of the tools needed for understanding this method, I explain why and when it is useful and what are the differences with respect to other methods. I introduce Matrix Product States and Matrix Product Operators that are the building block for the implementation of the variational algorithm and for the algorithms used for getting the time evolution of a quantum state. In the last section I describe and compare different types of time evolving algorithms applying them to some literature results.

**List of publications**

The original results presented in this thesis have been published in the following articles:


In this first introductory Chapter we lay the theoretical foundation of Bose-Einstein condensation and Bose-Bose mixtures. We introduce the Gross-Pitaevskii equation and coherently coupled condensates reporting the main equations that will be used in the next chapters.
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1.1 The Gross-Pitaevskii equation

In this Section we give a brief derivation of the Gross-Pitaevskii equation, for a more detailed analysis please see [24] or [25].

Let us consider an atomic Bose gas of \( N \) particles enclosed in a volume \( V \). The position and momentum of each particle will be denoted by \( r_i \) and \( p_i \), respectively, with \( i \in \{1, 2, ..., N\} \) the particle index. Each couple of atoms interacts through some interatomic potential \( V(r_i - r_j) \) depending on their relative position. For neutral atoms, any realistic interatomic potential is typically isotropic (it depends only on the relative distance \( r_{ij} = |r_i - r_j| \) of the atoms) and short-range (there exists a distance \( r_0 \) called range of the potential beyond which the potential is negligible). In a dilute atomic gas the mean interparticle distance \( d = n^{-1/3} \), fixed by the average density \( n = N/V \), is much larger than the range of the potential \( r_0 \), i.e. the inequality

\[
n r_0^3 \ll 1 \quad (1.1)
\]

holds. Condition (1.1) implies that the probability of finding three or more particles simultaneously within a sphere of radius \( r_0 \) is much smaller than the probability of finding only two atoms within this distance. As a consequence, one is allowed to consider only configurations involving pairs of interacting particles, i.e. to take into account only binary collisions.

Another consequence of inequality (1.1) is that the large distance between particles allows for the use of the asymptotic expression for the wave function of their relative motion, which is fixed by the scattering amplitude. Therefore the specific details of the two-body potential will not matter and all the properties of the system will depend only on this quantity. In addition, at temperatures smaller than the critical temperature for Bose-Einstein condensation, the scattering amplitude becomes independent of energy as well as of the scattering angle, and can be safely replaced with its low-energy value. The latter, according to standard scattering theory, is determined by the so-called \( s \)-wave scattering length \( a \) (see, for example, [24]). In conclusion, one expects that all the effects of the interactions on the physical properties of the gas are determined by one single parameter, which is exactly the \( s \)-wave scattering length \( a \). In particular the small interactions condition can be written as

\[
n |a|^3 \ll 1. \quad (1.2)
\]

The quantity \( n |a|^3 \) is usually referred as the gas parameter.
1.1 The Gross-Pitaevskii equation

The many-body Hamiltonian of an atomic Bose gas of \( N \) particles can be written as

\[
H = \sum_{i=1}^{N} \left( -\frac{\hbar^2 \nabla^2}{2m} + V_{\text{ext}}(r_i) \right) + \frac{1}{2} \sum_{i,j=1}^{N} V(r_i - r_j) \tag{1.3}
\]

where \( m \) is the atomic mass, and we have introduced an external potential \( V_{\text{ext}}(r) \). Let us now rewrite \( H \) in the formalism of second quantization, introducing the atomic field operator \( \psi \):

\[
H = \int d\mathbf{r} \psi^\dagger(\mathbf{r}) \left( -\frac{\hbar^2 \nabla^2}{2m} + V_{\text{ext}}(\mathbf{r}) \right) \psi(\mathbf{r}) + \frac{1}{2} \int d\mathbf{r}' d\mathbf{r} \psi^\dagger(\mathbf{r}) \psi^\dagger(\mathbf{r}') V(\mathbf{r}' - \mathbf{r}) \psi(\mathbf{r}) \psi(\mathbf{r}') \tag{1.4}
\]

The field operator can be conveniently written in the form

\[
\psi(\mathbf{r}) = \sum_{j} \varphi_{j}(\mathbf{r}) a_{j} \tag{1.5}
\]

where the summation runs over all the possible values of a complete set of quantum numbers \( j \), \( \varphi_{j} \) represents a convenient basis of single-particle wave functions, and \( a_{j} \) (\( a_{j}^\dagger \)) are the annihilation (creation) operators of a particle in the state \( \varphi_{j} \).

Bose-Einstein condensation occurs when one of the single-particle states \( (j = 0) \) is occupied in a macroscopic way, i.e. its occupation number \( N_{0} \) is of the order of \( N \). In this case, it is useful to rewrite Eq. (1.5) separating the contribution of the condensate term from the other ones:

\[
\psi(\mathbf{r}) = \varphi_{0}(\mathbf{r}) a_{0} + \sum_{j \neq 0} \varphi_{j}(\mathbf{r}) a_{j} \tag{1.6}
\]

The advantage of this representation is that it allows to naturally introduce the so-called Bogoliubov approximation, which consists in replacing the operators \( a_{0} \) and \( a_{0}^\dagger \) with the \( c \)-number \( \sqrt{N_{0}} \). This is equivalent to neglecting the non-commutativity of \( a_{0} \) and \( a_{0}^\dagger \), which is reasonable when dealing with Bose-Einstein condensation, where the occupation number \( N_{0} = \langle a_{0}^\dagger a_{0} \rangle \) is large. Indeed, the commutator between \( a_{0} \) and \( a_{0}^\dagger \) is equal to 1, while the operators themselves are of the order of \( \sqrt{N_{0}} \). Equation (1.6) then becomes

\[
\psi(\mathbf{r}) = \psi_{0}(\mathbf{r}) + \delta\psi(\mathbf{r}) \tag{1.7}
\]

where we have defined \( \psi_{0} = \sqrt{N_{0}} \varphi_{0} \) and \( \delta\psi = \sum_{j \neq 0} \varphi_{j} a_{j} \). In the case of a dilute weakly interacting Bose gas at very low temperatures the non-condensate component \( \delta\psi \) is negligible, and the system can be described by means of the classical field \( \psi_{0} \) only, which hereafter will be referred to as the condensate wave function or the order parameter. It is characterized by a modulus and a phase

\[
\psi_{0}(\mathbf{r}) = |\psi_{0}(\mathbf{r})| e^{iS(\mathbf{r})} \tag{1.8}
\]
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where the modulus determines the particle density \( n(r) = |\psi_0(r)|^2 \) of the condensate while the phase characterizes the coherence and superfluid phenomena. The condensate wave function is normalized to the total number of particles, \( \int dr |\psi_0(r)|^2 = N_0 = N \).

The order parameter \( \psi_0 \) characterizes the Bose-Einstein condensed phase, and vanishes above the critical temperature needed for the condensation to occur. The Hamiltonian of Eq. (1.3) is invariant for \( \psi \to \psi e^{i\phi} \) (\( U(1) \) symmetry). This is the manifestation of gauge symmetry of the problem: in the BEC phase transition, a condensate spontaneously chooses a particular phase. Making an explicit choice for the phase is referred to as a spontaneous breaking of the gauge symmetry and, according to Goldstone theorem, this implies that the condensed phase has a gapless mode (see Section 2.2).

The Bogoliubov ansatz, Eq. (1.7), for the field operator can be interpreted by saying that the expectation value \( \langle \psi \rangle \) of the field operator is different from zero. Of course, this statement is not correct if the states on the left and on the right had exactly the same number of particles. Its exact meaning can be explained as follows: since the occupation number \( N_0 \) is much greater than 1, adding one single particle to the condensate does not affect the physical properties of the system. Therefore, a state \( |N\rangle \) is in practice physically equivalent to the states \( |N+1\rangle \propto a_0^\dagger |N\rangle \) and \( |N-1\rangle \propto a_0 |N\rangle \). Thus, it makes sense to write \( \psi_0 = \langle \psi \rangle \), provided that the states on the left have one less particle than the states on the right. From a quantum field theoretical point of view, the condensate is in a coherent state defined by

\[
\hat{a}|\alpha\rangle = \alpha|\alpha\rangle \tag{1.9}
\]

where \( |\alpha|^2 = N_0 \) is the average particle number in the condensate. The coherent state \( |\alpha\rangle \) can also be expanded in particle number eigenstates as

\[
|\alpha\rangle = \sum_n \frac{e^{-|\alpha|^2/2}}{\sqrt{n!}} a^n |n\rangle. \tag{1.10}
\]

This allows to consider the replacement of \( \psi \) by \( \psi_0 \) as a mean-field approximation, which is essentially the analogue of the classical limit of quantum electrodynamics, where the classical electromagnetic field entirely replaces the microscopic description in terms of photons.

In order to derive the equation governing the field \( \psi_0 \) we first switch to the Heisenberg picture. In this representation the quantum field \( \psi(\mathbf{r}, t) \) fulfils the exact equation

\[
\frac{i\hbar}{\partial t} \frac{\partial}{\partial t} \psi(\mathbf{r}, t) = \left[ \psi(\mathbf{r}, t), H \right] = \left[ -\frac{\hbar^2 \nabla^2}{2m} + V_{\text{ext}}(\mathbf{r}) + \int d\mathbf{r}' \psi^\dagger(\mathbf{r}', t) V(\mathbf{r}' - \mathbf{r}) \psi(\mathbf{r}', t) \right] \psi(\mathbf{r}, t). \tag{1.11}
\]
The next step is to get rid of the field operators \( \psi \) and substitute them with \( \psi_0 \) however, for a realistic interatomic potential \( V \), such a replacement is not generally correct. Indeed, a realistic potential always contains a short-range term which varies rapidly at distances of the order of \( r_0 \), thus making quantum correlations important. However, in virtue of the above discussion on the diluteness criteria, we know that the actual form of the two-body potential is not important for describing the macroscopic properties of the gas, the only relevant parameter being the \( s \)-wave scattering length. As a consequence, one can replace the bare potential by an effective potential

\[
V_{\text{eff}}(r' - r) = g \delta(r' - r) \quad (1.12)
\]

where the coupling constant \( g \) is related to the \( s \)-wave scattering length \( a \) through

\[
g = \frac{4\pi\hbar^2 a}{m}. \quad (1.13)
\]

Hence, we can legitimately make the simultaneous replacement of \( \psi \) by \( \psi_0 \) and of \( V \) by \( V_{\text{eff}} \), and Equation (1.11) becomes

\[
i\hbar \frac{\partial}{\partial t} \psi_0(r, t) = \left( -\frac{\hbar^2 \nabla^2}{2m} + V_{\text{ext}}(r) + g|\psi_0(r, t)|^2 \right) \psi_0(r, t). \quad (1.14)
\]

Equation (1.14) corresponds to the well-known time-dependent Gross-Pitaevskii equation for the order parameter of the condensate. It was derived independently by Gross [26] and Pitaevskii [27], and it is the main theoretical tool for investigating non-uniform weakly interacting dilute Bose gases at low temperatures. The Gross-Pitaevskii equation has the typical form of a mean-field equation, where the order parameter must be calculated in a self-consistent way. Its validity has been rigorously proved by Lieb, Seiringer, Solovej and Yngvason in [28].

It is worth mentioning that the GP equation, Eq. (1.14), can also be obtained using a variational procedure. In fact, by imposing the stationarity condition

\[
\delta \left[ \int dt \, dr \left( -i\hbar \psi_0^* \frac{\partial}{\partial t} \psi_0 \right) + \int dt \, E \right] = 0 \quad (1.15)
\]

to the action, one obtains the equation

\[
i\hbar \frac{\partial \psi_0}{\partial t} = \frac{\delta E}{\delta \psi_0^*} \quad (1.16)
\]

for the order parameter, where the energy functional \( E \) is given by

\[
E[\psi_0] = \int dr \left[ \frac{\hbar^2}{2m} |\nabla \psi_0|^2 + V_{\text{ext}}(r)|\psi_0|^2 + \frac{g}{2} |\psi_0|^4 \right]. \quad (1.17)
\]
Let us now consider a stationary, zero-temperature condensate described by the Gross-Pitaevskii equation, Eq. (1.14). For such a system the condensate density is time invariant and the wave function evolution consist solely of a spatially uniform phase rotation due to the condensate's energy. Hence we can separate the time-dependent condensate wave function using the usual ansatz

$$\psi(r, t) = \psi_0(r)e^{-i\mu t/\hbar},$$  

(1.18)

where $\psi_0(r)$ is now the time-independent condensate wave function and $\mu$ is the characteristic energy of the condensate whose meaning will be discussed below. Applying this ansatz to the Gross-Pitaevskii equation, Eq. (1.14), we straightforwardly arrive at the time-independent Gross-Pitaevskii equation

$$\left(-\frac{\hbar^2}{2m}\nabla^2 + V_{\text{ext}}(r) + g|\psi_0(r)|^2\right)\psi_0(r) = \mu\psi_0(r),$$  

(1.19)

To ensure consistency between these two equations, Eqs. (1.14)-(1.19), $\mu$ must be the condensate chemical potential. Indeed the wave function phase factor reflects the fact that microscopically $\psi_0$ is equal to the matrix element of the annihilation operator $\psi$ between the ground state with $N$ particles and that with $N-1$ particles,

$$\psi_0(r, t) = \langle N-1|\psi(r)|N \rangle \propto \exp[-i(E_N - E_{N-1})t/\hbar].$$  

(1.20)

For large $N$ the difference in ground state energies for states with $N$ and $N-1$ particles is equal to $\partial E/\partial N$ which is exactly the chemical potential. The chemical potential $\mu$ is fixed by imposing the normalization of the wave function to the total number of particles,

$$\int d\mathbf{r} |\psi_0(r)|^2 = N.$$

Equation (1.19) has the form of a non-linear Schrödinger equation, with the non-linearity coming from the mean-field term, proportional to the particle density. In the absence of interactions ($g = 0$), this equation reduces to the usual Schrödinger equation for the single-particle Hamiltonian $-\frac{\hbar^2}{2m}\nabla^2 + V_{\text{ext}}(r)$, and the condensate wave function becomes equal, up to a factor $\sqrt{N}$, to the corresponding ground-state wave function.

### 1.2 BEC mixtures

For a weakly interacting mixture of two Bose-Einstein condensed gases the theoretical description can be derived through a natural generalization of the Gross-Pitaevskii equation, Eq. (1.14), each condensate being described by its own wave function. The first
theoretical work on binary mixtures was provided by Ho and Shenoy [29]. Considerations similar to the ones developed in last Section yield to the following expression for the energy of the mixture of two Bose-Einstein condensates:

\[
E = \int dr \left[ \frac{\hbar^2}{2m_a} |\nabla \psi_a|^2 + \frac{\hbar^2}{2m_b} |\nabla \psi_b|^2 + V^a_{\text{ext}}|\psi_a|^2 + V^b_{\text{ext}}|\psi_b|^2 + \frac{1}{2}|g_a|\psi_a|^4 + \frac{1}{2}|g_b|\psi_b|^4 + g_{ab}|\psi_a|^2|\psi_b|^2 \right] ,
\]

(1.21)

where \( \psi_a \) and \( \psi_b \) are the wave functions for the two components of the mixture, with masses \( m_a \) and \( m_b \) respectively, which are subjected to the external potentials \( V^a_{\text{ext}}(r) \) and \( V^b_{\text{ext}}(r) \). The coupling constants \( g_a = 4\pi\hbar^2 a_a/m_a \) and \( g_b = 4\pi\hbar^2 a_b/m_b \) are fixed by the scattering lengths \( a_a \) and \( a_b \), while \( g_{ab} = 2\pi\hbar^2 a_{ab}/m_r \) with \( 1/m_r = 1/m_a + 1/m_b \) is determined by the scattering length \( a_{ab} \) where an atom in the state \( a \) scatters with an atom in the state \( b \).

Equation (1.21) for the energy functional ignores the possible coupling between the velocity fields of the two fluids, which lead to physical phenomena such as the Andreev-Bashkin effect [5]. This effect is however small in weakly interacting gases [6].

The coupled Gross-Pitaevskii equations can be derived from the variational principle \( i\hbar \partial \psi^\sigma / \partial t = \delta E / \delta \psi^\sigma \) with \( \sigma = a, b \). One finds:

\[
i\hbar \frac{\partial}{\partial t} \psi_a = \left( -\frac{\hbar^2\nabla^2}{2m_a} + V^a_{\text{ext}}(r) + g_a|\psi_a|^2 + g_{ab}|\psi_b|^2 \right) \psi_a ,
\]

(1.22)

\[
i\hbar \frac{\partial}{\partial t} \psi_b = \left( -\frac{\hbar^2\nabla^2}{2m_b} + V^b_{\text{ext}}(r) + g_b|\psi_b|^2 + g_{ab}|\psi_a|^2 \right) \psi_b ;
\]

(1.23)

or, in the time-independent version,

\[
\mu_a \psi_a = \left( -\frac{\hbar^2\nabla^2}{2m_a} + V^a_{\text{ext}}(r) + g_a|\psi_a|^2 + g_{ab}|\psi_b|^2 \right) \psi_a ,
\]

(1.24)

\[
\mu_b \psi_b = \left( -\frac{\hbar^2\nabla^2}{2m_b} + V^b_{\text{ext}}(r) + g_b|\psi_b|^2 + g_{ab}|\psi_a|^2 \right) \psi_b ,
\]

(1.25)

where the two chemical potentials \( \mu_a \) and \( \mu_b \) are in principle different and fixed by the normalization of the wave functions, \( \int dr |\psi_\sigma(r)|^2 = N_\sigma, \sigma = a, b \).

As we will see in the next chapter the system has two gapless Goldstone modes that correspond to the fact that there is no cost for changing the phase of the two wave functions \( \psi_a \) and \( \psi_b \).
1.3 Coherently coupled Bose-Einstein condensates

Equations (1.22)-(1.23) conserve the numbers of atoms of each component. However, the application of an oscillating radio frequency (rf) field tuned close to the hyperfine splitting $V_{hf}$ can result in the possibility of transfer of atoms from one state to the other. In this situation the wave function of the system becomes a vector with a component for each hyperfine level,

$$\psi = \begin{pmatrix} \psi_a \\ \psi_b \end{pmatrix},$$

and it can be described by adding a term proportional to $\psi_a$ to the equation for $\psi_b$ and vice versa. In the rotating wave approximation we find

$$i\hbar \frac{\partial}{\partial t} \psi_a = \left(-\frac{\hbar^2 \nabla^2}{2m_a} + V_{ext}(r) + g_a|\psi_a|^2 + g_{ab}|\psi_b|^2\right) \psi_a - \Omega(t) e^{i\omega_{rf} t} \psi_b$$ (1.27)

$$i\hbar \frac{\partial}{\partial t} \psi_b = \left(-\frac{\hbar^2 \nabla^2}{2m_b} + V_{ext}(r) + V_{hf} + g_b|\psi_b|^2 + g_{ab}|\psi_a|^2\right) \psi_b - \Omega^*(t) e^{-i\omega_{rf} t} \psi_a$$ (1.28)

where $\omega_{rf}$ is the frequency of the rf wave and the Rabi energy $\Omega(t)$ plays the role of the coupling constant for the transition. Notice that the phase of $\Omega$ defining the phase of the rf field is arbitrary. In the following $\Omega$ will be assumed real and positive. For simplicity, we have assumed that the external potential felt by the two spin components is the same, apart from the hyperfine splitting $V_{hf}$ fixed by the magnetic field.

Notice that the physical meaning of the amplitude $\Omega$ is different for different types of transitions. If the transfer can be obtained via one-photon transitions, $\Omega$ is proportional to the field amplitude. However, in other cases the transition requires two units of angular momentum and can be activated only with two-photon transitions. In this case the amplitude $\Omega$ is quadratic in the rf field.

The application of this radio frequency field is useful not only to add new features and to enrich the physics of the mixture (as we will see in following Chapters) but also for creating the initial desired population unbalance in the system. This is done using the following procedure. Starting from a configuration where all the atoms are in the state $|a\rangle$ (and hence $\psi = \begin{pmatrix} \sqrt{n_0} \\ 0 \end{pmatrix}$) an rf pulse of short duration will bring some atoms into the state $|b\rangle$ without changing their space distribution. In this case one can write the solutions of the Gross-Pitaevskii equations in the form

$$\psi(r, t) = \begin{pmatrix} \psi_a(r, t) \\ \psi_b(r, t) \end{pmatrix} = \begin{pmatrix} A_a(t) \sqrt{n_0(r)} \\ A_b(t) \sqrt{n_0(r)} \end{pmatrix}.$$

(1.29)
By further assuming $g_a \sim g_b \sim g_{ab}$, the equation for the amplitudes $A$ becomes

$$i\hbar \frac{d}{dt}
\begin{pmatrix}
A_a \\
A_b
\end{pmatrix} =
\begin{pmatrix}
\mu_a & -\Omega e^{i\omega_r t} \\
-\Omega e^{i\omega_r t} & \mu_b
\end{pmatrix}
\begin{pmatrix}
A_a \\
A_b
\end{pmatrix}
$$

(1.30)

where $\mu_a$ and $\mu_b = \mu_a + V_{hf}$ are the chemical potentials of the two components. For brief pulses of duration $t$ such that $t \gg 1/\delta$, where $\delta = \omega_r V_{rf}/\hbar \ll V_{hf}/\hbar$, the solution takes the form

$$A_a(t) = e^{-i\mu_a t/\hbar} \left( C_1 e^{-i\Omega t/\hbar} + C_2 e^{+i\Omega t/\hbar} \right),
$$

(1.31)

$$A_b(t) = e^{-i\mu_b t/\hbar} \left( -C_1 e^{-i\Omega t/\hbar} + C_2 e^{+i\Omega t/\hbar} \right)
$$

(1.32)

where $C_1$ and $C_2$ are fixed by the initial conditions ($C_1 = C_2 = 1/2$ in our case). Then, after the time $\tau = (\pi/2)(\hbar/2\Omega)$ (“$\pi/2$ pulse”), one gets $|A_a|^2 = |A_b|^2 = 1/2$ and the atoms will be equally distributed between the two hyperfine states. A pulse of double duration (“$\pi$ pulse”) will instead convert completely the system from the state $|a\rangle$ into $|b\rangle$.

However, if the $\pi$ pulse is split into two $\pi/2$ pulses with an intermediate time delay $t_0$, the wave functions of the condensates, after the first pulse, will evolve according to the laws $A_a \sim e^{-i\mu_a t/\hbar}$ and $A_b \sim e^{-i\mu_b t/\hbar}$. As a consequence, after the time $t_0$, the relative phase between the two condensates has varied by the amount $(\mu_a - \mu_b) t_0/\hbar$. On the other hand, in the same time interval also the phase of the coupling field has evolved by the amount $\omega_r t_0$. One can see that the fraction of atoms that, after the second $\pi/2$ pulse, will be converted to the state $|b\rangle$, is given by

$$N_b = \frac{N}{2} \left\{ 1 + \cos \left[ \left( \omega_r - \frac{\mu_a - \mu_b}{\hbar} \right) t_0 \right] \right\}
$$

(1.33)

Since the difference between the two chemical potentials coincides with the hyperfine splitting $(\mu_a - \mu_b = V_{hf})$, the frequency of the oscillation is given by the detuning $\delta = \omega_r V_{hf}/\hbar$.

It is also interesting to discuss the solutions of the Gross-Pitaevskii equations, Eqs. (1.27)-(1.28), in the presence of stationary rf coupling between the two hyperfine states. To this purpose it is convenient to introduce a unitary transformation yielding $\psi_a \rightarrow e^{-i\omega_r t/2} \psi_a$ and $\psi_b \rightarrow e^{+i\omega_r t/2} \psi_b$, corresponding to a rotation in spin space around the third spin axis by the angle $\omega_r t$. The new Hamiltonian in the rotated frame becomes time independent and, choosing the rf frequency equal to the hyperfine splitting $\hbar \omega_r = 13$
$V_{id}$, the Gross-Pitaevskii equations take the form

$$i\hbar \frac{\partial}{\partial t} \psi_a = \left( -\frac{\hbar^2 \nabla^2}{2m} + V_{\text{ext}}(\mathbf{r}) + g_a |\psi_a|^2 + g_{ab} |\psi_b|^2 \right) \psi_a - \Omega \psi_b$$  \hspace{1cm} (1.34)

$$i\hbar \frac{\partial}{\partial t} \psi_b = \left( -\frac{\hbar^2 \nabla^2}{2m} + V_{\text{ext}}(\mathbf{r}) + g_b |\psi_b|^2 + g_{ab} |\psi_a|^2 \right) \psi_b - \Omega \psi_a$$  \hspace{1cm} (1.35)

These equations can be also derived starting from the energy functional, Eq. (1.21), containing the additional rf term

$$E_\Omega = -\Omega \int d\mathbf{r} \left( \psi_a^* \psi_b + \psi_b^* \psi_a \right) = -2\Omega \int d\mathbf{r} |\psi_a||\psi_b| \cos(\phi_b - \phi_a),$$  \hspace{1cm} (1.36)

which depends explicitly on the relative phase $(\phi_b - \phi_a)$ between the two order parameters.

Also in this case we can easily derive the time-independent version of GP equations:

$$\mu \psi_a = \left( -\frac{\hbar^2 \nabla^2}{2m} + V_{\text{ext}}(\mathbf{r}) + g_a |\psi_a|^2 + g_{ab} |\psi_b|^2 \right) \psi_a - \Omega \psi_b$$  \hspace{1cm} (1.37)

$$\mu \psi_b = \left( -\frac{\hbar^2 \nabla^2}{2m} + V_{\text{ext}}(\mathbf{r}) + g_b |\psi_b|^2 + g_{ab} |\psi_a|^2 \right) \psi_b - \Omega \psi_a.$$  \hspace{1cm} (1.38)

Now, because of the presence of the Rabi coupling $\Omega$, only the total number of particles $N_{tot}$ is conserved and the spinor wave function is characterized by a single chemical potential $\mu$ fixed by its normalization to $N_{tot} = \int d\mathbf{r} (|\psi_a(\mathbf{r})|^2 + |\psi_b(\mathbf{r})|^2)$.

As we will see in Section 2.2 the system has one gapless Goldstone mode corresponding to the fact that there is no cost to change the global phase of the spinor and one gapped mode corresponding to the energy cost that must be paid for changing the relative phase, see Eq. (1.36).
In this chapter we investigate the different ground states and the dynamics of a Bose-Bose mixture in an homogeneous external potential. In particular we first show the different phases this system can exhibit with or without the Rabi coupling: miscible vs. immiscible and paramagnetic vs. ferromagnetic regimes. We then describe its excitations focusing on the differences between density and spin modes and finally we address the problem of persistent currents in a BEC mixture: we derive a criterion for their stability and we check it by means of imaginary- and real-time simulations of the Gross-Pitaevskii equations.
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Trapping cold atoms in a box-shaped external potential is not so simple. Only recently, thanks to the use of dark optical traps and phase-imprinting spatial light modulators (SLM), the condensation of an atomic gas in a three dimensional (quasi)uniform potential has become possible [30]. Most of the experiments are thus done with harmonic-shaped trapping potentials. Despite that, we first discuss homogeneous systems not only because they are simpler to study but also because most of the characteristics we will encounter here can be retrieved in the case of trapped mixtures be means of Local Density Approximation (LDA).

2.1 Ground state phases

2.1.1 \( \Omega = 0 \), miscible vs. immiscible phase

We start our analysis from the easiest situation in which there is no Rabi coupling between the two components, \( \Omega = 0 \).

In this case the ground state can be either a uniform mixture of the two components, or phase separated. The condition for the miscibility can be easily established investigating the energies of the two configurations in the homogeneous case (see Equation (1.21) of Chapter[1]):

\[
E_{\text{unif}} = \frac{g_a N_a^2}{2V} + \frac{g_b N_b^2}{2V} + g_{ab} \frac{N_a N_b}{V} \quad (2.1)
\]

\[
E_{\text{separ}} = \frac{g_a N_a^2}{2V_a} + \frac{g_b N_b^2}{2V_b} \quad (2.2)
\]

where \( V_a \) and \( V_b \) are the volumes occupied by the two separated phases and \( V_a + V_b = V \). To ensure the mechanical equilibrium occupied by the two separated phases and \( V_a + V_b = V \). To ensure the mechanical equilibrium between the two phases they must satisfy the condition \( \partial E_{\text{separ}}/\partial V_a = \partial E_{\text{separ}}/\partial V_b \) that implies the relationship \( g_a (N_a/V_a)^2 = g_b (N_b/V_b)^2 \).

Using this last expression we can rewrite the phase separation energy, Eq. (2.2), in a more suitable form:

\[
E_{\text{separ}} = \frac{g_a N_a^2}{2V} + \frac{g_b N_b^2}{2V} + \sqrt{g_a g_b} \frac{N_a N_b}{V}. \quad (2.3)
\]

So, comparing Equation (2.1) with Equation (2.3), we see that, in order to have phase separation \( (E_{\text{separ}} < E_{\text{unif}}) \), we must require [31]

\[
g_{ab} > \sqrt{g_a g_b}. \quad (2.4)
\]
At the critical value the system undergoes a first order phase transition creating two regions in which only one component of the gas is present separated by a domain wall (for a detailed discussion see [32, 29, 33]).

### 2.1.2 $\Omega \neq 0$, paramagnetic vs. ferromagnetic phase

When the Rabi coupling is switched on the energy per unit volume is

$$e(n_a, n_b) = \frac{1}{2} g_a n_a^2 + \frac{1}{2} g_b n_b^2 + g_{ab} n_a n_b + 2|\Omega| \cos \phi \sqrt{n_a n_b} - \mu (n_a + n_b)$$

where we have rewritten the spinor components wave functions in terms of densities $n$ and phases $\phi_a, \phi_b = \sqrt{n} e^{i\phi}$, and we have introduced the phase $\phi = \phi_r + \phi_\Omega$ in terms of the phase difference $\phi_r = \phi_b - \phi_a$ and the phase of the Rabi coupling defined by $\Omega = |\Omega| e^{i\phi_\Omega}$.

The ground state of the system [34, 15, 35, 36] is given by the values of densities and phases which minimize this energy. This configuration corresponds to $\cos \phi = -1$. For $\Omega$ real ($\phi_\Omega = 0, \pi$) this means $\phi_r = \pi$ for $\Omega > 0$ and $\phi_r = 0$ for $\Omega < 0$; for $\Omega$ complex, the equilibrium value of $\phi_r$ is such that $\phi_r + \phi_\Omega = (2l + 1)\pi$ with $l \in \mathbb{Z}$. Notice that the condition $\cos \phi = +1$ can give rise to an extremum of the energy [34, 37, 38] but it will never be the global minimum (in fact it is a saddle-point in the energy landscape). In the following, without any loss of generality, we assume $\Omega$ to be real and positive that implies $\phi_r = \pi$.

The structure of the ground state is better understood in the $\mathbb{Z}_2$ symmetric case $g_a = g_b \equiv g$ and, since the total density $n$ is fixed, the equilibrium configuration is characterised by the density difference or polarization $P = (n_a - n_b)/n$. Neglecting the gradient term and subtracting the two GP equations, Eqs. (1.37)-(1.38), we get a simple relation the equilibrium solutions must satisfy:

$$\left( g - g_{ab} + \frac{\Omega}{\sqrt{n_a n_b}} \right) (n_a - n_b) = 0. \quad (2.6)$$

The latter equation admits two possible solutions

$$(\text{GSU}) \quad (n_a - n_b) = 0, \quad (2.7)$$

$$(\text{GSP}) \quad (n_a - n_b)_\pm = \pm n \sqrt{1 - \frac{2|\Omega|}{(g - g_{ab})n} \left( g - g_{ab} \right)^2} ; \quad (2.8)$$

corresponding to an unpolarized (GSU) and to a polarized (GSP) ground state. Introducing the critical interspecies interaction value as $\bar{g}_{ab} = g + 2\Omega/n$ one can easily find that the energetically favoured state is GSU when $g_{ab} < \bar{g}_{ab}$ and GSP for $g_{ab} > \bar{g}_{ab}$.
As shown in Fig. 2.1, at the critical point $g_{ab} = \bar{g}_{ab}$ there exists a bifurcation in the ground state solutions which hints a second-order phase transition. This bifurcation has been measured experimentally by M. Oberthaler group, see Ref. [8]. This phase transition is very different from the miscible-immiscible one occurring in the mixture without Rabi coupling. In the latter the presence of coherent coupling shifts the critical point to higher values of interspecies interaction and prevents phase separation by instead creating a finite polarization.

### 2.2 Excitations: density vs. spin modes

The whole spectrum of the system is captured using a Bogoliubov approach. To address small amplitude excitations above the ground state we write the time-dependent order parameter as

$$\Psi_\sigma(\mathbf{r}, t) = e^{-i\mu t/\hbar} \left[ \psi_\sigma + e^{i\phi_\sigma} \delta \Psi_\sigma(\mathbf{r}, t) \right], \quad (2.9)$$
with \( \mu \) the chemical potential of the complete system, \( \psi_\sigma \) the ground state wave functions \( \psi_\sigma = \sqrt{n_\sigma} e^{i \phi_\sigma} \) and \( \sigma = a, b \). Since we are dealing with an homogeneous system we can write the perturbations \( \delta \Psi_\sigma \) as plane waves with complex amplitudes \( u_\sigma \) and \( v_\sigma \),

\[
\begin{align*}
\delta \Psi_\sigma &= u_\sigma e^{i(kr - \omega t)} \\
\delta \Psi^*_\sigma &= v_\sigma e^{i(kr - \omega t)}.
\end{align*}
\] (2.10)  (2.11)

After some algebra an eigenvalue equation is reached

\[
\hbar \omega \begin{pmatrix}
u_a \\
v_a \\
u_b \\
v_b \\
\end{pmatrix} = \mathcal{L} \begin{pmatrix}
u_a \\
v_a \\
u_b \\
v_b \\
\end{pmatrix},
\] (2.12)

where the linear operator \( \mathcal{L} \) is given by

\[
\mathcal{L} = \begin{pmatrix}
h_a & g_a n_a & g_{ab} \sqrt{n_a n_b} - |\Omega| & g_{ab} \sqrt{n_a n_b} \\
-g_a n_a & -h_a & -g_{ab} \sqrt{n_a n_b} & -g_{ab} \sqrt{n_a n_b} + |\Omega| \\
g_{ab} \sqrt{n_a n_b} - |\Omega| & g_{ab} \sqrt{n_a n_b} & h_b & g_b n_b \\
-g_{ab} \sqrt{n_a n_b} & -g_{ab} \sqrt{n_a n_b} + |\Omega| & -g_b n_b & -h_b \\
\end{pmatrix}
\] (2.13)

and we have defined

\[
\begin{align*}
h_a &= \frac{\hbar^2 k^2}{2m} + 2g_a n_a + g_{ab} n_b - \mu_a \\
h_b &= \frac{\hbar^2 k^2}{2m} + 2g_b n_b + g_{ab} n_a - \mu_b \\
\mu_a &= \mu_b = \frac{1}{2} \left[ g_a n_a + g_b n_b + g_{ab} n - \frac{n}{\sqrt{n_a n_b}} |\Omega| \right] \text{ for } \Omega \neq 0 \\
\mu_a = g_a n_a + g_{ab} n_b & \text{ for } \Omega = 0 \\
\mu_b = g_b n_b + g_{ab} n_a & \text{ for } \Omega = 0
\end{align*}
\] (2.14) (2.15) (2.16) (2.17) (2.18)

In order to obtain the main characteristics of the dispersions it is easiest to take equal intraspecies interactions, \( g_a = g_b = g \). We start analysing excitations above the symmetric unpolarized ground state GSU which corresponds to \( n_a = n_b = n/2 \) as shown in Fig. 2.1. In this situation the solutions, that clearly exist only for \( g_{ab} < g + 2\Omega / n \), take the
When $\Omega = 0$ we get two Bogoliubov-like dispersion relations, linear at low $k$ and quadratic at high $k$ (see upper left panel of Fig. 2.2). These two modes, hereafter called respectively density and spin, are the dispersion laws in which the two components of the system moves in phase (Eq. (2.19)) or counterphase (Eq. (2.20)). They represent the two gapless Goldstone modes due to the breaking of the $\text{U}(1) \times \text{U}(1)$ symmetry possessed by the system. The linear slopes are different for density and spin excitations and are given by the form [39]:

$$h\omega_d = \sqrt{\frac{\hbar^2 k^2}{2m} \left[ \frac{\hbar^2 k^2}{2m} + (g + g_{ab})n \right]}$$

(2.19)

$$h\omega_s = \sqrt{\frac{\hbar^2 k^2}{2m} \left[ \frac{\hbar^2 k^2}{2m} + (g - g_{ab})n + 4|\Omega| \right] + 2|\Omega| \left[ (g - g_{ab})n + 2|\Omega| \right]}$$

(2.20)

### 2.2.1 $\Omega = 0$, normal mixture

Figure 2.2: Upper panels: dispersion relations for $\Omega = 0$, density (full line) and spin mode (dashed line) for $g_{ab} = 0.5g$ (left panel) and $g_{ab} = g$ (right panel). Lower panel: density (full line) and spin (dashed line) speed of sound as a function of $g_{ab}/g$, dotted line represents the phase separation point. $\xi = \hbar / \sqrt{mg n}$ is the healing length and $\tilde{c} = (\sqrt{2m/g n})c$ is the speed of sound in adimensional units.
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2.2 Excitations: density vs. spin modes

\[ c_{d,s}^2 = \frac{c_a^2 + c_b^2}{2} \pm \frac{1}{2} \left( \frac{c_a^4 + c_b^4 + 2c_a^2c_b^2}{g_{ab}^2} - 1 \right) \]

\[ = \frac{gn}{2m} \left( 1 \pm \frac{g_{ab}}{g} \right) \quad \text{for} \quad g_a = g_b = g \quad \text{and} \quad n_a = n_b = n/2 \quad (2.21) \]

where \( c_{d}^2 = g n / m \) and \( \sigma = a, b \). At the demixing point \( g = g_{ab} \), the spin speed of sound vanishes (see lower panel of Fig. 2.2) and the spin-sector becomes quadratic also at low \( k \) (see upper right panel of Fig. 2.2) underlining the first order phase transition between a mixed and a phase separated state taking place in the system.

2.2.2 \( \Omega \neq 0 \), spinor condensate

As shown in the upper left panel of Fig. 2.3, for \( \Omega \neq 0 \), the density sector, being the Goldstone mode related to the total particle number conservation, remains linear and gapless.

**Figure 2.3**: Dispersion relations for \( \Omega \neq 0 \): density (full line) and spin mode (dashed line). Upper left panel: below the transition, above the unpolarized ground state (GSU), with \( g_{ab} = 0.5g \) and \( \Omega = 0.1gn \). Upper right panel: at the transition point, with \( g_{ab} = 1.2g \) and \( \Omega = 0.1gn \). Lower panel: above the transition, above the polarized ground state (GSP), with \( g_{ab} = 1.3g \) and \( \Omega = 0.02gn \). Dotted line represents the position of the crossing point \( k_0 \).
Homogeneous gas at low $k$, it does not depend on $\Omega$, see Eq. [2.19] In contrast, the frequency $\omega_s$ corresponds to a gapped spin mode with a $\sim k^2$ behaviour for $k \to 0$ above the gap

$$h\omega_G = \sqrt{2|\Omega|[(g-g_{ab})n + 2|\Omega|]}.$$  (2.22)

In addition there is a crossing between the two branches at momentum

$$k_0 = \sqrt{\frac{2m|\Omega|}{\hbar^2} \left( \frac{g}{g_{ab}-2|\Omega|/n} - 1 \right)}.$$  (2.23)

Notice that $k_0$ exists only provided $g_{ab} < g + 2|\Omega|/n$ which is exactly the condition we discuss in the previous Section for GSU to be the lowest energy state. From the dispersion relations Eqs. [2.19] and [2.20] it is also clear that such an unpolarized phase can be stable against polarisation only if $g_{ab} < g + 2|\Omega|/n$.

As the critical condition is approached, the crossing occurs at lower $k$ and the gap energy approaches zero. At the critical point the gap $\omega_G$ closes and the dispersion relation becomes linear at low $k$, as can be seen in upper right panel of Fig. 2.3. Such a behaviour is very different from the softening of the mode in the $\Omega = 0$ case at the demixing point because in that situation the spin-sector is gapless with a linear dispersion relation before the phase separation point and quadratic at phase transition.

Finally, for $g_{ab} > \bar{g}_{ab}$ the frequency $\omega_s$ (calculated above GSU) becomes imaginary, leading to instability, since the real ground state under this condition is the polarized one (GSP). In this case (as well as for $g_a \neq g_b$) due to $\mathbb{Z}_2$ symmetry breaking the crossing becomes an avoided crossing (lower panel of Fig. 2.3 and [34] for an analytical expression of the dispersion in the general case). Therefore a density (spin) mode at low momentum becomes a spin (density) mode after the avoided crossing. For the GSP the point where the avoided crossing occurs depends strongly on the specific location along the bifurcation curve [39].

2.3 Superfluid current stability

The evolution of experimental apparatuses and of experimental techniques has led to the possibility of trapping condensates in toroidal potentials [40, 41]. This has opened the doors to the creation and study of persistent currents in these systems. Persistent currents are dissipationless flows representing one of the strongest signatures of superfluidity. They are topological long-lived metastable states of quantum fluids which are
2.3 Superfluid current stability

**Figure 2.4:** Metastability and decay of persistent currents. (a) Energy landscape of a superfluid gas in a ring. Local minima correspond to metastable states with quantized angular momentum. (b) Decay from a $q = 5$ state to a $q = 4$ state via a vortex-mediated phase slip. Figure taken from [41].

described by a macroscopic wave function (order parameter in Bose-Einstein condensates). The phase of this wave function must wind around the ring (torus) by an integer multiple of $2\pi$, corresponding to the charge $q$ of a vortex trapped inside the ring.

In Figure 2.4 we show qualitatively the physical origin of the supercurrent metastability. In general, for $N$ atoms in a ring trap, the average angular momentum per particle does not need to be quantized but, when the system is superfluid this quantization becomes energetically preferred. In this situation the typical landscape of energy $E$ as a function of angular momentum $L$ has a parabolic behaviour with local minima corresponding to topologically distinct metastable states with $L/N = \hbar q$. Although the true ground state of the system corresponds to the global minimum $q = 0$, a current state with $q \neq 0$ can be extremely long-lived and almost immune to perturbations such as thermal fluctuations and disorder. A transition between two adjacent minima involves a $2\pi$ phase slip [41] in the condensate wave function and it occurs when a single charged vortex crosses the ring.

Persistent currents become unstable above a certain critical velocity (or equivalently above a certain critical $q$) [42] and their decay in the absence of a weak link is a complex, stochastic process related to the existence of barriers to the excitations to cross the bulk superfluid [43,44,45].

These currents have been studied for decades in liquid helium and solid states systems [46,47,48,49]. More recently it has become possible to trap an atomic BEC in a ring geometry and induce rotational superflow in the system. This has opened the doors to a lot of experiments where both long-lived superflows [41,50] and quantized phase slips
corresponding to vortices crossing the superfluid \[ 41, 51 \] have been observed. These first experiments were limited to spinless, single-component condensates; only in the last few years they have been extended to multicomponent systems, essential for understanding superfluids with a vector order parameter and for applications in atom interferometry.

In particular, in a recent experiment of Z. Hadzibabic group \[ 4 \], the stability of persistent currents in a toroidal two-component Bose gas was studied for different polarizations of the mixture. They drew the stability diagram of the system finding a critical polarization \( P_c \) below which currents decay very fast. In the opposite situation of high polarization the currents persist for over 2 minutes eventually disappearing due to total atom number decay.

Despite the growing number of experiment on these systems, the superfluid properties of BEC mixtures are still controversial, especially regarding the stability of persistent currents. Indeed, existing theoretical predictions \[ 1, 52, 3, 53, 54 \] do not explain the recent experimental observations in \[ 4 \]. Also, very recently the dynamics of the persistent currents have been numerically simulated using spin-1 Gross-Pitaevskii equations \[ 55 \], but a deep theoretical understanding of the results in \[ 4 \] is missing. Furthermore, arguments related to the continuous twisting of the order parameter can be applied neither to the mixture configuration nor in the presence of coherent coupling because in both cases the Hamiltonian is generally not invariant under \( SU(2) \) transformations.

In order to get an insight in the problem we consider a 2-dimensional mixture in an external ring-shaped trapping potential. In particular, for better comparison with experiment \[ 4 \], in all numerical simulations the potential is obtained as the sum of harmonic and Gaussian potentials,

\[
V = \frac{1}{2} \rho \omega_\perp^2 r^2 + V_0 e^{-2r^2/\sigma_0^2} \tag{2.24}
\]

where \( \omega_\perp \) is the radial trapping frequency, \( r^2 = x^2 + y^2 \) the radial coordinate, \( \sigma_0 \) the beam waist and \( V_0 \) the strength of the laser beam which is proportional to its intensity. The analytical results are instead obtained for a homogeneous ring potential of the form

\[
V = \begin{cases} 
0 & \text{if } R_0 - r_0 < r < R_0 + r_0 \\
V_0 & \text{otherwise.} 
\end{cases} \tag{2.25}
\]

Different ring traps change the results quantitatively but not qualitatively.

To characterize the rotation of the condensates, we can use the mean value of the angular momentum along \( z \), \( L_z \), and the circulation, \( \Gamma \). The first one has the advantage
of being independent on the circuit of integration, but the disadvantage of not being quantized if the system is not axially symmetric. The circulation, on the other hand, depends on the integration circuit but it is always quantized.

The angular momentum is given by

$$L_z = \langle \psi | \hat{L}_z | \psi \rangle = \int d \mathbf{r} \psi^* \hat{L}_z \psi$$

(2.26)

with

$$\hat{L}_z = -i \hbar \frac{\partial}{\partial \phi} = -i \hbar \left( x \frac{\partial}{\partial y} - y \frac{\partial}{\partial x} \right)$$

(2.27)

where $\phi$ is the azimuthal angle and the second form is the one used in the numerical code.

The circulation is given by

$$\Gamma = \oint \mathbf{v} \cdot d\mathbf{l} = \frac{\hbar}{m} \oint \nabla \phi \cdot d\mathbf{l}$$

(2.28)

where we have used the definition of the superfluid velocity in terms of the phase of the wave function, $\phi$. It is easy to see that, in case of vortex-like solution, where $\phi = \kappa \phi$, the circulation is quantized

$$\Gamma = \frac{\hbar}{m} \oint \frac{1}{r_{\perp}} \frac{\partial}{\partial \phi} (\kappa \phi) r_{\perp} d\phi = \frac{\kappa \hbar}{m} \oint d\phi = \frac{2\pi \kappa \hbar}{m} = \frac{\hbar \kappa}{m}$$

(2.29)

where $r_{\perp}$ is the radius of the integration contour and we have taken an infinitesimal contour element $d\mathbf{l} = r_{\perp} d\phi \hat{e}_\phi$. In contrast to the angular momentum, this result is independent of the density distribution. Numerically, if we are working in a Cartesian coordinate system, it is convenient to introduce a square circuit on the plane $xy$. If this square has vertices $ABCD$, we can write

$$\Gamma = \frac{\hbar}{m} \left[ \int_A^B \frac{\partial \phi}{\partial x} dx + \int_B^C \frac{\partial \phi}{\partial y} dy - \int_C^D \frac{\partial \phi}{\partial x} dx - \int_D^A \frac{\partial \phi}{\partial y} dy \right].$$

(2.30)

To calculate $\Gamma$ it might be better to use the current instead of the phase, that is

$$j = n v = \frac{\hbar}{2m i} \left( \psi^* \nabla \psi - \psi \nabla \psi^* \right) = \frac{\hbar}{m} \text{Im} \left[ \psi^* \nabla \psi \right].$$

(2.31)

Using this definition we obtain

$$\Gamma = \int_A^B \frac{j_x}{n} dx + \int_B^C \frac{j_x}{n} dy - \int_C^D \frac{j_x}{n} dx - \int_D^A \frac{j_y}{n} dy.$$

(2.32)

In this way we avoid the problem of calculating $\phi$ through trigonometric functions and worrying about the sign of the angles. This is the method used in the numerical code.
2.3.1 Miscible regime

The main result we find is that, in the miscible regime and without coherent coupling between the two components, the stability of persistent currents is closely related to the Bogoliubov spectrum.

Dispersion relations above states with finite velocities

Since we are interested in the stability of states with superfluid currents we need to calculate the Bogoliubov spectrum above a mean-field state where components \( a \) and \( b \) move at velocities \( v_a \) and \( v_b \), respectively, 

\[
\Psi_\sigma(r,t) = (\psi_\sigma + \delta \Psi_\sigma(r,t)) e^{-i\mu_\sigma t/\hbar} e^{-i m v_\sigma \cdot r/\hbar}
\]  

(2.33)

where \( \mu_\sigma = m v_\sigma^2/2 + g_\sigma n_\sigma + g_{ab} n_b \) is the chemical potential for component \( a \) and \( \mu_b \) is the corresponding expression for component \( b \) (see Eqs. (2.17)-(2.18) plus the kinetic energy associated with the rotation). The superfluid velocities \( v_\sigma \) are related to the phase of the order parameters, \( S_\sigma \), as 

\[
v_\sigma = \frac{\hbar}{m} \nabla S_\sigma
\]

To find the equations for the (small) perturbations \( \delta \Psi_\sigma \), we proceed as in Sec. 2.2 obtaining a linear operator \( \mathcal{L} \) with a shift given by the velocities 

\[
\mathcal{L} = \begin{pmatrix}
h_a - h v_a \cdot \mathbf{k} & g_a n_a & g_{ab} \sqrt{n_a n_b} & g_{ab} \sqrt{n_a n_b} \\
-g_a n_a & -h_a - h v_a \cdot \mathbf{k} & -g_{ab} \sqrt{n_a n_b} & -g_{ab} \sqrt{n_a n_b} \\
g_{ab} \sqrt{n_a n_b} & g_{ab} \sqrt{n_a n_b} & h_b - h v_b \cdot \mathbf{k} & g_b n_b \\
-g_{ab} \sqrt{n_a n_b} & -g_{ab} \sqrt{n_a n_b} & -g_b n_b & -h_b - h v_b \cdot \mathbf{k}
\end{pmatrix}
\]  

(2.34)

where now \( h_\sigma \) are defined as 

\[
h_\sigma = \frac{\hbar^2 k^2}{2m} + g_\sigma n_\sigma,
\]

with \( c_{d,s}^2 = \frac{g n}{2m} \left( 1 \pm \sqrt{p^2 + (1 - p^2) \frac{g_{ab}^2}{g^2}} \right) \) 

(2.36)

As one can see from Fig. 2.5 in the limit of \( P \to 1 \) the density mode is dominated by the majority component, \( c_a \to c_d \), while the spin mode is dominated by the minority...
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Component, $c_b \rightarrow c_s$. Notice also from Eq. 2.36 that at the demixing transition point, i.e. $g_{ab} = g$, the spin speed of sound vanishes for any polarization $P$, or equivalently the susceptibility of the mixture diverges. Stability of persistent currents in this critical regime has been addressed in Refs. [1, 3] for a one-dimensional ring, and in Ref. [52] in two dimensions.

The second situation we study is when $v_a = v_b = v$. It is easy to see that this gives rise to a shift in the frequencies by the quantity $\mathbf{v} \cdot \mathbf{k}$, which has the role of a classical Doppler shift

$$\hbar \omega_{d,s} = \sqrt{\frac{\hbar^2 k^2}{2m} \left( \frac{\hbar^2 k^2}{2m} + 2mc_{d,s}^2 \right)} - \hbar \mathbf{v} \cdot \mathbf{k}. \quad (2.37)$$

As one can see in Fig. 2.6, when the system is in the proximity of the criticality, $g_{ab} \lesssim g$, the effect of a non zero velocity is small for the density mode that is higher in energy. In contrast, the spin mode is much more sensitive and adding a velocity can have strong consequences on the dispersions. In particular, they are bended toward the $k$-axis and, for large enough velocities they can become negative leading to an energetic instability which, as shown in the next Section, is responsible for a great extent to the decay of persistent currents. Notice also that in Fig. 2.6 we indicate the velocity values by means of the parameter $\kappa$ that takes into account the quantization of the circulation in a ring geometry, $|v| = \hbar \kappa / m R_0$ where $R_0$ is the central radius of the ring.
**FIGURE 2.6:** Bogoliubov excitation spectra for density ($\omega_d$) and spin ($\omega_s$) modes. Different colors correspond to different quanta of circulation in the ring, points correspond to discretized values of $k$ arising from the ring geometry. Parameters used are $P = 0$, $g_{ab} = 0.95 g$, radius of the ring $R_0 = 18 \xi$.

**Stability diagram**

For $\kappa = 0$ the Bogoliubov dispersion relations are linear at low $k$ with slope given by the spin or density speed of sound so, for $\kappa \neq 0$, when the flow velocity equals the speed of sound, the dispersion becomes tangent to the $\omega = 0$ axis and triggers a Landau instability. Since the spin mode has the lower speed, the instability appears first in the spin channel leading to the following criterion for the stability of persistent currents: *when the flow velocity is larger than the spin speed of sound the currents become energetically unstable.*

In order to check our prediction we have numerically solved the coupled GP equations (see Chapter 4) with a vortex-like initial configuration

$$\Psi_{\sigma}(\tau = 0) = \psi_{\sigma} \left( \frac{x + i y}{\sqrt{x^2 + y^2}} \right)^{\kappa_{\sigma}}$$

with $\sigma = a, b$, $\tau$ the imaginary time variable, $\kappa_a = \kappa_b = \kappa$. The functions $\psi_{\sigma}$ have been built from both random density and phase distributions, in order to prevent the algorithm from reaching false metastable states. The system is then allowed to evolve freely in imaginary time until convergence is reached. After convergence, we calculate the expectation value of the angular momentum per particle, $L_{z}^{(\sigma)}$, and the circulation integral, $\Gamma_{\sigma}$, evaluated in a closed circuit around the central hole.
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The result are summarized in Fig. 2.7. The metastability of the initial states is shown as different shaded regions, corresponding to different stability regimes. The supercurrent is stable (dark region) if the velocity at the density maximum is smaller than the spin speed of sound (black solid line), in good agreement with the above criterion relating supercurrent instability to the Landau instability of the spin mode (see also [3]). The spin speed of sound has been renormalized by the factor $\sqrt{2/3}$ that takes into account the effect of the transverse width of the condensate (see Appendix A). This factor has been obtained in Thomas-Fermi limit and for a very long prolate harmonic trap with periodic boundary conditions. There might thus exist a small correction due to the anharmonicity of the trapping potential used in the numerical simulations (see Eq. 2.24) and to the bending introduced by the ring geometry. As one can see in Figure 2.7 these corrections do not seem to have any appreciable effect on the numerical data.

Furthermore, the numerical simulations allow us to distinguish between two unstable regions:
(i) a partially stable one, where the current in the majority component is stable, while it decays in the minority component;

(ii) an unstable one where both currents are unstable.

While the boundary between the partially stable and the stable region is determined by the spin speed of sound, the boundary between the partially stable and the unstable region is not fixed by any universal criterion and its exact position depends on the geometry of the system, as is discussed in the next paragraph.

**Partially stable region**

The existence of a criterion for the stability of currents is quite obvious but the presence of a region in which only the current in the minority component decays can be surprising. In this paragraph we give a physical interpretation of the mechanism that lead to this behaviour.

If we go back to Fig. 2.5 we see that in the limit of $P \to 1$ the spin mode is dominated by the minority component. In physical terms, the minority component is more sensitive to spin excitations, whereas the majority component becomes more stable, being less affected by spin-density excitations. In mathematical terms, further insight is provided by considering the case where the two components have different velocities, $v_a \neq v_b$. Clearly, once the minority component has lost a part of its initial angular momentum, the dispersion relation is no longer given by Eq. (2.36) and a non-linear Doppler shift is originated by the velocity difference. As a result, the system becomes more stable.

An example of this analysis is shown in Fig. 2.8. This figure shows the maximum velocity that component $a$ can sustain for a fixed (quantized) initial velocity of $b$, such that the energy of the spin excitations remains positive. The different curves have been obtained by diagonalizing the operator $\mathcal{L}$, see Eq. (2.34), with the parameters and the densities taken from the ground state of the GP equations in the absence of currents. The factor $\sqrt{2/3}$ (see Section A.2) has been applied to all curves. For comparison, we have also plotted the spin sound velocity for equal flow velocities, $c_\xi$, and the line of dynamical instability for $v_b = 0$ (see next Section). We see from the figure that, at fixed $P$, as the velocity difference grows (that is, $\kappa_b$ decreases), the allowed maximum velocity for component $a$ is larger. This means that the superflow can be stabilized by losing velocity in one of the components (in this case the minority component $b$). This argument justifies the presence of the partially stable region in Fig. 2.7.
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\[ \frac{P_z}{c/(a \perp \omega)} \text{ dyn} \]
\[ \kappa_b = 3 \]
\[ \kappa_b = 0 \]
\[ \kappa_b = 4 \]
\[ \kappa_b = 1 \]
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**Figure 2.8:** Lines of energetic instability for \( v_b = \hbar \kappa_b / m R_0 \) for different values of \( \kappa_b \) (dashed lines). The left \( y \)-axis shows the initial velocity and the right \( y \)-axis the initial angular momentum per particle, which is quantized in multiples of \( \kappa \). The instability corresponds to the maximum velocity for the \( a \) component that leads to a positive spin-mode frequency. Dynamical instability for \( v_b = 0 \) (red full line) and spin speed of sound for equal velocities (black full line).

In order to further check these results and to avoid any spurious effect due to imaginary time evolution, we also ran some simulation in real time adding a dissipation term (see Chapter 4) in the GP equations. In Fig. 2.9 are represented the obtained results. As one can see from the upper panel, the current in the majority component remains stable throughout all the dynamics while the current in the minority one decays. The decay is indeed induced by the creation of vortices that enter through the internal ring surface, travel across the ring and exit from the external ring surface as is shown in the density snapshots of Fig. 2.9 for the majority (upper row) and minority components (lower row). These snapshots show the dynamical process explained above very clearly:

(a)-(b) the spin instability kicks in as out-of-phase density oscillations in the azimuthal direction

(c)-(d) since the minority component is more sensitive to this perturbation, its density oscillations grow enough to allow the penetration of vortices inside the ring
Homogeneous gas

Figure 2.9: Upper panel: time-dependence of angular momentum of components $a$ (dashed line) and $b$ (solid line) in real-time dynamics in the partially stable region. Dotted lines represent time at which snapshots are taken. Lower panels: density snapshots of components $a$ (upper row) and $b$ (lower row) at times: $t = 260\omega^{-1}_\perp$ in panels (a) and (b), $t = 305\omega^{-1}_\perp$ in panels (c) and (d), and $t = 560\omega^{-1}_\perp$ in panels (e) and (f). The density (in units of $a^{-2}_\perp$) is represented by the color scale. For this case $P_z = 0.8$ and $\kappa = 7$.

(e)-(f) finally, after losing angular momentum, the system is stabilized through the new stability criterion shown in Fig. 2.8
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Dynamical instability

The energetic instability, although being the relevant one when the two superfluids have the same velocity, is not the only mechanism that can trigger the decay of persistent cur-
Homogeneous gas

rents in a binary mixture. Indeed, when the difference between the velocities of the two components, $|v_a - v_b|$, exceeds some critical value the eigenfrequencies corresponding to the spin-density mode acquire an imaginary part, leading to an exponential growth of the spin excitations that makes the flow dynamically unstable.

This dynamical instability is a more general result due to the breaking of Galilean invariance and in the context of binary mixtures is known as counterflow instability. It has been studied both theoretically \cite{56, 57, 58, 59} and experimentally \cite{60, 61} and recently also in the context of spin-orbit coupled condensates \cite{62}.

In the top panel of Fig. 2.10 the structure of the dispersion relations is shown. In a range around $0$ the frequencies acquire an imaginary part and the real part, in the limit of small $k$, is nonzero in contrast to the case of the demixing instability driven by inter-species interaction.

Also in this case we can distinguish three different regimes in the (this time imaginary) time dynamics (see density snapshots of Fig. 2.10):

(a)-(b) in a first stage the two components oscillates in a radial breathing mode;

(c)-(d) in a second stage the dynamical instability shows up and deformations in the condensate densities appear;

(e)-(f) in a third stage vortices enter in the mixture stabilizing the angular momentum to $L_z^{(a)} = L_z^{(b)} = L_z/2$.

Notice that the maxima of density in one component correspond to the minima of the other component thus confirming that the instability is driven by the spin mode. Since our imaginary time evolution has no dissipation terms, the total angular momentum is conserved and the vortices cannot escape the torus. However if we add a small imaginary term on the left-hand of GP equations we get an evolution in which both energy and angular momentum decrease in time thus allowing the vortices to exit.

2.3.2 Immiscible regime

In the last Section we learned that the criterion for the stability of currents in miscible mixture is related to the Bogoliubov spectrum and in particular to the spin speed of sound. When the mixture is in the immiscible regime things are very different. The ground state is formed by two single-species condensates separated by a domain wall and, excluding the modes located in the vicinity of the wall, the Bogoliubov spectrum in
the bulk is that of a single component. In this case we can not rely on simple analytical arguments and the results strongly depend on the geometry of the system. For these reasons we show only some numerical results.

In Fig. 2.11 the stability diagram for the majority component is plotted. As one can see the current is stable only for very high polarization, $P > 0.9$. In order to explain such a behaviour we take a look at the density profiles for different polarization (see insets of Fig. 2.11, the minority component is not shown but it occupies the empty region of the ring). When $P$ is small, the two components occupy two sectors of the ring whose length is determined by the value of $P$ (top inset). Conversely, when $P$ is large, the minority component occupies only a small region, creating a barrier (or weak link, depending on the value of the penetration length) for the majority component (bottom inset). These two kinds of density distributions correspond, respectively, to ground states characterized by $\mu_a = \mu_b$ and by $\mu_a > \mu_b$.

The current in the minority component is always unstable, since it occupies a simply connected region in the torus. The persistence of the current in the majority component depends instead on satisfying two conditions: (i) it occupies a multiply connected re-
region, and (ii) the barrier formed by the minority component is small enough to prevent vortices from escaping (similarly to what happens in weak-link systems [Wright2013,50,63] and in dipolar condensates [64]). In the present situation, we identify three regimes: for $P_z > 0.9$ persistent currents are stable, for $0.6 < P_z < 0.9$ the decay consists in a series of jumps through states with integer circulation, and for $P_z < 0.6$ the decay is continuous. Despite not being real time, imaginary time evolution gives an idea of whether the system reaches its ground state, or else remains blocked in a metastable state. Qualitatively similar behaviour is expected in an experiment due to dissipative effects.

2.3.3 Coherently coupled mixture

For the sake of completeness, we briefly discuss the case in which particle exchange is allowed by the presence of a linear coupling, $\Omega \neq 0$. Since in this case a gap opens in the spin-density mode, the Landau critical velocity becomes larger than in the binary mixture. Consequently, the spinor two-component condensate becomes stable in configurations where the normal mixture was unstable. Stability is also reinforced by the presence of $\Omega$, which ensures $P = 0$. This result fully agrees with the experimental observations of [4]. In the polarized regime, the criterion for stability is more complex since the neutral and polarized phases always coexist in the trap [39]. However, phase coherence still guarantees that the two species decay together. For a more detailed and recent analysis of persistent currents in coherently coupled Bose-Einstein condensates please see Ref. [65].
In this Chapter we extend the results of the previous one to a system trapped with harmonic shaped potentials. In particular we show the different ground states the mixture can have with or without Rabi coupling and we analyse its dynamics in some interesting regimes: we study the behaviour of a solitonic structure and the dipole oscillations of the mixture across the $\Omega$-induced phase transition. In this last case we characterize an interesting phenomenon of ground state relaxation.
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The experimental realization of Bose Einstein condensates has been achieved in atomic gases where the shape of the trapping potential is, in many cases, well approximated by a harmonic shape.

In the presence of harmonic trapping the GP equation should be solved numerically except for some special limits, one of this is the so called Thomas-Fermi limit. When the interaction is repulsive \((g > 0)\) its effect is to spread the gas, increasing the size of the cloud with respect to the non-interacting case. Eventually, if the effect of the interaction is very important, the width of the gas will become so large and the density profile so smooth that one can ignore the kinetic energy term in the GP equation.

When density is a smooth function of the spatial coordinate one can also use the Local Density Approximation describing every point of the cloud as an homogeneous system with density equal to the local density of the inhomogeneous one.

### 3.1 Phase separated configuration

For what regards the transition between a miscible and an immiscible phase the results of Section 2.1.1 hold equally within LDA. The criterion for phase separation is the same \((g_{ab} > \sqrt{g_a g_b})\) and the only difference is that changing the trap shape or the system parameters we can have a wider zoology of configurations (see for instance [32] for more details).

We now focus on the particular case of a highly unbalanced mixture and for concreteness we consider \(N_a \gg N_b\). For a mixture with equal masses, equal traps, equal intraspecies interactions, \(g_a = g_b \equiv g\), and in the phase separation regime \((g_{ab} > g)\), the ground state densities are plotted in the left panel of Figure 3.1. Let us remind that in obtaining the phase separated density profiles with numerical methods one has to be a little careful. The ground states in Figure 3.1 have been obtained inserting some asymmetry in the initial wave functions, if they have been perfectly symmetric one would have found the wrong ground state in which the smaller component remains at the centre of the bigger one or it splits up in two parts located on the sides (both these solutions have a bigger energy). A recent and detailed discussion about this issue can be found in [66].

In order to get a configuration where the minority component is at the centre of the trap (as shown in the right panel of Figure 3.1) we take, for equal masses, the trapping frequency of the minority component bigger than the one of the majority component. Indeed, in this case, the energy gained by separation is less than the energy lost by going

\[1\] In such a regime LDA does not generally hold.
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In this section we will focus on the dynamics of an unbalanced mixture going across the phase separation point. In particular we will study two different modes of the minority components of the system: breathing and dipole mode.

In the former the system is initially in the ground state obtained with both traps centred in zero but with a bigger trapping frequency for the minority component (see right plot of Figure 3.1). At time $t = 0$ this frequency is suddenly set to the value of the majority

![Figure 3.1: Ground state configurations in the phase separated regime. Left panel: a typical configuration for equal trapping frequencies. Right panel: the same system with $\omega_b = 2.5\omega_a$. Parameters are $N_a = 200$, $N_b = 10$, $g_{ab} = 1.5g$.](image)

...in a region in which the trapping potential is higher. When we have very few particles in the minority component (in Fig. 3.1 $N_a = 200$ and $N_b = 10$) the quantum pressure plays an important role and makes the majority component connected.

It is interesting to notice that in this last configuration the density profiles do not show any drastic change by going across the phase transition point $g_{ab} = p g_a g_b$ (see Figure 3.2). As we will see in Section 3.2 the dynamics of such structure is instead very much affected by the interaction values showing two completely different behaviours in miscible and immiscible regimes.

Let us here just mention that, if we remove the minority trapping potential for $g_{ab} < g$, the minority component will escape while, for $g_{ab} > g$, it will remain there.

### 3.2 Breathing and dipole modes across phase separation

In this section we will focus on the dynamics of an unbalanced mixture going across the phase separation point. In particular we will study two different modes of the minority components of the system: breathing and dipole mode.

In the former the system is initially in the ground state obtained with both traps centred in zero but with a bigger trapping frequency for the minority component (see right plot of Figure 3.1). At time $t = 0$ this frequency is suddenly set to the value of the majority
Trapped case

\[ \Delta = g_{ab}/g_{b}^{2} \]

We change the value of \( g_{b} \) and we take \( g_{ab} = g \). The mixture is miscible for \( \Delta > 1 \) and the case \( g_{ab} = 0 \) corresponds to \( \Delta = \infty \).

**Figure 3.2:** Majority and minority density profiles for different values of the parameter \( \Delta = g_{a}g_{b}/g_{ab}^{2} \). We change the value of \( g_{b} \) and we take \( g_{ab} = g \). The mixture is miscible for \( \Delta > 1 \) and the case \( g_{ab} = 0 \) corresponds to \( \Delta = \infty \).

component trap and the system starts its oscillations. At regular real time intervals we calculate and record the expectation value of our breathing operator \( B \),

\[ B = \frac{1}{N_{b}} \int x^{2} |\Psi_{b}(x)|^{2} \, dx. \]  \hspace{1cm} (3.1)

For the dipole mode the system is again prepared with a narrower trap for the minority component but this time this second trap is shifted and centred in a position \( x_{D} \).

At time \( t = 0 \) the trap of the minority component is suddenly centred in zero and its frequency set to the value of the majority component one so the system starts to oscillate in a species independent external potential. At regular real time intervals we calculate and record the expectation value of our dipole operator \( D \),

\[ D = \frac{1}{N_{b}} \int x |\Psi_{b}(x)|^{2} \, dx. \]  \hspace{1cm} (3.2)

### 3.2.1 Double Domain Wall Soliton

As explained in Ref. [21] and Ref. [67], for a very unbalanced mixture it is possible to describe the dispersion law of the minority component simply as a correction to the one
3.2 Breathing and dipole modes across phase separation

Figure 3.3: Breathing mode frequencies across phase separation point as a function of \( g_b \).
Dashed grey line represents the value of frequency in miscible regime given by Eq. (3.3).
Parameters are \( N_a/N_b = 20, m_a = m_b, g_a = 2g_{ab} \equiv g \) for the black points, \( g_a = 2g_{ab} = 1.5 \) for the red ones and \( g_a = 2g_{ab} = 2 \) for the blue ones. Lines connecting points are only a guide to the eyes.
Inset: breathing mode frequency for \( g_a = 2g_{ab} = g \) (diamonds) and function \( 1/(kd) \) (dashed line).

of a single component gas. In particular, being \( b \) the minority one, one has

\[
\omega_{k,b}^2 = \omega_b^2 \left( \frac{k(k+1)}{2} \right) \left( 1 - \frac{g_{ab}m_a^2\omega_a^2}{g_a^2m_b^2\omega_b^2} \right)
\]  

(3.3)

where the first fraction is the usual dispersion for a one dimensional single component
gas [69], while the term in parenthesis is the correction. The modes that we consider here
corresponds to \( k = 1 \) (dipole mode) and \( k = 2 \) (breathing, lowest compressional mode).

Notice that in this regime the minority component modes coincide essentially with
the out-of-phase mode and it is interesting that the parameter \( g_b \) does not enter at all
in Equation (3.3). This means that the out-of-phase frequency can go to zero, but such
softening has nothing to do with the the phase separation. In the homogeneous case, instead,
as shown in Chapter 2, the lowest out-of-phase mode is linear (sound like) in the
momentum and it becomes quadratic, i.e. the speed of sound becomes zero or equivalently
the susceptibility diverges, precisely at the phase transition.

This result is obtained considering a miscible system, we will now figure out how things change going through the phase transition. A clever way for doing so is modify
Trapped case

**Figure 3.4**: Dipole mode frequencies across phase separation point as a function of $g_b$. Dashed grey line represents the value of frequency in miscible regime given by Eq. (3.3). Parameters are $N_a/N_b = 20$, $m_a = m_b$, $g_a = 2g_{ab} \equiv g$ for the black points, $g_a = 2g_{ab} = 1.5g$ for the red ones and $g_a = 2g_{ab} = 2g$ for the blue ones. Lines are linear fits to the data points. Inset: dipole mode frequency for $g_a = 2g_{ab} \equiv g$ (diamonds) and fitted function $A + Bkd$ (dashed line).

only $g_b$: if Eq. (3.3) correctly describes the dispersion then, since it does not depend on $g_b$, we should get a constant frequency no matter the value of the minority component intraspecies interaction. The results of such analysis are shown in Figure 3.3 for the breathing mode and in Figure 3.4 for the dipole mode.

From both these Figures one immediately sees the differences between the miscible and immiscible regime. In the first one the frequencies are almost constant varying $g_b$ while in the second one the behaviour is very different and not universal. The general trend is however quite natural. For the breathing mode the narrower the density hole (see Figure 3.2), the larger is the frequency. Indeed the frequency increases both decreasing $g_b$ or increasing $g_a$. For the dipole mode instead, the narrower the density hole the smaller is the frequency and it decreases both decreasing $g_b$ or increasing $g_a$.

We know that in the immiscible regime the mixture has a tendency in forming domain walls. Indeed if one tries to fit the soliton solutions with a simple double domain
Figure 3.5: Density maps describing the time evolution of a collisional event in miscible regime (top plot) and immiscible regime (bottom plot).

with \( k \) and \( d \) positive real numbers, the agreement is perfect. Moreover as it can be seen from the insets of Figures 3.3 and 3.4 the mode frequencies are strictly related to the dimensionless parameter \( kd \), which can be interpreted as an effective width of the double domain wall soliton. In particular we find that in the solitonic regime \( kd \propto \Delta \) and the breathing mode frequency is inversely proportional to \( g_b \) or equivalently to \( kd \) at fixed \( g_a \) and \( g_{ab} \), while the dependence of the dipole mode frequency is linear (Figs. 3.3 and 3.4). Such a nice behaviour does not work in the miscible regime where domain walls should not be present.
In this Section we often refer to the double domain wall as a soliton, now we want to explain the motivations behind this definition. The first evidence is its dynamics inside the trap during a dipole oscillation. The double domain wall structure remains localized, its motion is not dispersive and the structure is globally well defined also after many periods of oscillation. Vice versa in the miscible case the motion of the impurity is dispersive and it excites phonons in the majority component already after a few periods of oscillation. The oscillation of the minority component (the out-of-phase mode) is damped out already after a few periods \[67\].

Finally we address the behaviour of the double domain wall against collisions with respect to the the miscible case. For this we simulate a collision between two very small cloud of the minority component. We find that the collisional behaviour is even more different depending on whether the gases are miscible or not as clearly shown in Figure \ref{fig:3.5}. In the earlier case, $\Delta > 1$, already after the first collision, dispersion and interference appear and the two impurities lose soon their identity. On the contrary the double domain wall solitons ($\Delta < 1$) keep being well defined objects even after many collisions, justifying the name soliton for such a structure.

\section{3.3 Paramagnetic and ferromagnetic states in trap}

As already described in Chapter \ref{chap:2} when the coherent coupling is switched on, things change very much. Phase separation does not occur any more and the mixture shows instead a phase transition between an unpolarized and a polarized configuration. The critical point is no more the geometric mean of the intraspecies interactions but it becomes density dependent with the addition of a term proportional to $\Omega$, $\tilde{g}_{ab} = g + 2|\Omega|/n$.

As already discussed, neglecting the kinetic terms in GP equations and subtracting and adding them we obtain

\begin{align}
(g - g_{ab} + \frac{|\Omega|}{\sqrt{n_a n_b}}) (n_a - n_b) &= V_b - V_a \tag{3.5} \\
(g + g_{ab} - \frac{|\Omega|}{\sqrt{n_a n_b}})(n_a + n_b) &= 2\mu - (V_b + V_a) \tag{3.6}
\end{align}

where this time we have also a term taking into account the external trapping potentials. Here we consider two equal harmonic traps of the form

\begin{align*}
V_a(r) &= V_b(r) \equiv V(r) = \frac{1}{2}m\omega^2r^2, \tag{3.7}
\end{align*}
so the right-hand-side of Eq. (3.5) vanishes and we obtain the same equation of the homogeneous case with the only difference that now the densities are position dependent. This means that, within local density approximation, the system has two different ground states characterized locally by the same solutions of the homogeneous case, Equations (2.7) and (2.8). In particular the system is in the unpolarized ground state (GSU) for $g_{ab} < \bar{g}_{ab}(r)$ and in the polarized one (GSP) for $g_{ab} > \bar{g}_{ab}(r)$.

The differences with the homogeneous case are given by the fact that now also the critical condition is position dependent. Since at low density the Rabi flipping term always dominates, for the two-component spinor condensate in a harmonic trap we can distinguish two different scenarios:

(i) the whole system is in GSU, i.e. the critical condition $g_{ab} < \bar{g}_{ab}(r)$ is fulfilled at the point in which it is more restrictive, that is at $r = 0$ where the total density is maximum;

(ii) GSP is the lowest energy state at the center of the trap, i.e. $g_{ab} > \bar{g}_{ab}(0)$. Then, since the total density goes to 0 moving towards trap edges, there exists always a critical radius $R_c$ above which the lowest energy state becomes GSU, i.e. $g_{ab} < \bar{g}_{ab}(r)$ for $r > R_c$. In this case we have coexistence of the two ground states in the same system with the transition occurring at $r = R_c$.

This allows us to define a critical value also for the Rabi coupling,

$$\Omega_{cr} = \frac{1}{2} n(0)(g_{ab} - g),$$

(3.8)

for values $\Omega \geq \Omega_{cr}$ the system is unpolarized everywhere.

When the system is in the GSU (everywhere in the first situation and for $r > R_c$ in the second one) the densities of the two components are equal, $n_a(r) = n_b(r) = n(r)/2$. Inserting these densities into Eq. (3.6), we can easily get an analytical expression for the profiles

$$n(r) = 2 \frac{\mu + |\Omega| - V_{ho}(r)}{g + g_{ab}} = \frac{2(\mu + |\Omega|)}{g + g_{ab}} \left( 1 - \frac{r^2}{R_{TF}^2} \right)$$

(3.9)

where

$$R_{TF}^2 = \frac{2(\mu + |\Omega|)}{m \omega^2}$$

(3.10)

and $\mu$ is given by imposing the total number of particles

$$\mu = \left[ \frac{3}{8} N(g + g_{ab}) \right]^{2/3} \left( \frac{m \omega^2}{2} \right)^{1/3} - \Omega.$$  

(3.11)
At the critical radius both the terms in parenthesis on the left-hand-side of Eq. (3.5) must be zero. This means that we still have equal densities in the two components, so \( \sqrt{n_a n_b} = n/2 \), and setting to zero the first parenthesis we obtain the condition \( n(R_c) = 2|\Omega|/(g_{ab} - g) \). Inserting it in Eq. (3.9) we finally find

\[
R_c = \sqrt{\frac{1}{m\omega^2} \left[ 2 \mu + 4|\Omega| - \frac{g}{g - g_{ab}} \right]}.
\]  (3.12)

In the internal region, where \( r < R_c \) and the system is in GSP, the densities are different between each other and the only way to satisfy Eq. (3.5) is to have the first term equal zero. Solving this condition with the substitution \( n_{a,b}(r) = n(r) - n_{b,a}(r) \) one gets

\[
n_{a,b}(r) = \frac{n(r)}{2} \left[ 1 \pm \sqrt{1 - \left( \frac{2|\Omega|}{(g_{ab} - g)n(r)} \right)^2} \right].
\]  (3.13)

Summarizing all these informations, we obtain the densities plotted in Figure 3.6. Due to the use of the local density approximation the density profiles measurement is a direct mapping of the phase diagram of the corresponding homogeneous system (see Fig. 2.1).
3.4 Narrowing one trap

In Section 3.2 we studied how the system behaves when the trap of one component has a bigger frequency than the trap for the second one. Now we want to analyse the same situation but with coherent coupling between components switched on.

We define the trapping potentials for the two species as

\[ V_a = \frac{1}{2} m \omega^2_{ho} x^2, \quad V_b = \frac{1}{2} m (\eta \omega_{ho})^2 x^2. \]  

(3.14)

In Figure 3.7 we show different ground states for different values of \( \eta \) and in different positions along the paramagnetic-ferromagnetic transition. As one can see, a structure similar to the DDWS of Section 3.2 appears for large values of \( \eta \) and, in general, the effect of \( \Omega \) above the transition is that of smearing the density profile of the minority component and of flatten the hole in majority one. In order to quantitatively characterize how the ground states are changed by the phase transition, we introduce a quantity named kurtosis and defined as the ratio between the fourth momentum and second momentum squared:

\[ \gamma_2 = \beta_2 - 3 = \frac{m_4}{m_2^2} - 3. \]  

(3.15)

In the definition the value 3 is subtracted because a Gaussian distribution has a kurtosis index \( \beta_2 = 3 \). The quantity \( \gamma_2 \) is a measure of the level of flattening of a distribution: values lower than 0 indicate that our curve is more flattened than a Gaussian, values greater than 0 the opposite, a curve sharper than a Gaussian. In our case it is better to take as reference the situation in which \( \eta = 1 \) (equal traps) and \( \Omega \gg \Omega_{cr} \) (equal ground state profiles for the two component). The corresponding value for the parameters used in numerical simulations is \( \beta_2 \approx 2.145 \). Thus, our modified kurtosis is

\[ \gamma_{GP} = \frac{m_4}{m_2^2} - 2.145, \]  

(3.16)

where

\[ m_4 = \frac{1}{N_a} \int x^4 |\psi_a(x)|^2 dx, \]  

(3.17)

\[ m_2 = \frac{1}{N_a} \int x^2 |\psi_a(x)|^2 dx. \]  

(3.18)

We will focus on the minority component since it is the one that, more or less, maintain its shape without drastically changing it on contrary of the majority one in which a central hole appears. In Figure 3.8 we show the result of such analysis for different values of...
Figure 3.7: Ground states of a trapped coherently coupled Bose gas for different values of the narrowing factor $\eta$ and of the Rabi coupling $\Omega$. We use coupling constant strength $g / g_c = 1.1$ and $g / (\hbar \omega_{ho} x_{ho}) = 5$. 

\begin{align*}
\Omega / \Omega_c &= 0.62 \\
\Omega / \Omega_c &= 0.93 \\
\Omega / \Omega_c &= 1.24 \\
\Omega / \Omega_c &= 4.65
\end{align*}

$\eta = 1.50$  \hspace{1cm} $\eta = 1.05$  \hspace{1cm} $\eta = 1.00$  

Trapped case
3.4 Narrowing one trap

Figure 3.8: Kurtosis $\gamma_{GP}$ for the minority component at different values of the narrowing factor $\eta$ across phase transition. Values lower than zero correspond to configurations more flattened than the reference case (see Fig. 3.7 plot (a4)) while values bigger than zero correspond to sharper configurations.

For equal traps ($\eta = 1$) we see that above the critical point the kurtosis is zero: in this region, without any external perturbation, the system is globally and locally unpolarized and the two densities coincide. Below the critical point instead the minority component starts to flatten and the kurtosis drop below zero. The presence of a narrower trap for one of the components ($\eta > 1$) has the effect of sharpening the density profile of this component, thus increasing its kurtosis; the presence of the phase transition is still visible and, above the critical point the kurtosis falls again toward zero.

The problem of kurtosis is that it tells us nothing about the presence of a central hole in the densities. In order to characterize this factor we plot the second derivative in zero of the density of the majority component. As one can see in Figure 3.9, for $\eta$ large enough, the second derivative starts from a negative value, for a interval of $\Omega$ values it becomes positive (thus indicating the presence of a hole) and then it falls again below zero reaching an asymptotic negative value that we call $d_2$ and that will play a role in a while. For $\eta - 1 \ll 1$ the trend is different, the hole does not appear in the majority component and instead the derivative decreases before saturating to $d_2$. The plot for $n''_b(0)$ is not shown because is the almost perfect mirror image of $n''_a(0)$ with the reflection axis at $n''(0) = d_2$.

This means that the sum of the second derivatives is somehow conserved varying $\Omega$ and $d_2$ is the value the derivative takes for $\Omega \gg \Omega_{cr}$ when the two clouds coincide.
3.5 Paramagnetic spin dipole mode

In this and in the next Section we study the response of the Rabi coupled mixture to an out-of-phase (spin) dipole perturbation. As we will see this response is very rich and captures many relevant phenomena related to the paramagnetic/ferromagnetic-like phase transition taking place in the system.

3.5.1 Static dipole polarizability

A relative component perturbation is accessible in cold gases by applying different trapping potentials for different atomic internal levels. In particular the spin-dipole configuration is realized by applying trapping potentials that have the same shape, but that are displaced for the two components of the gas by a quantity $d$:

$$V_{a,b} = \frac{1}{2} m \omega_{ho}^2 (x \pm d)^2 = \frac{1}{2} m \omega_{ho}^2 x^2 \pm m \omega_{ho}^2 x d + O(d^2), \quad (3.19)$$

where $d \ll x_{ho}$ and $x_{ho} = \sqrt{\hbar/\langle m \omega_{ho} \rangle}$ is the oscillator length associated with the traps.

The GP ground state solutions for the spinor gas in equal and displaced potentials is reported in Figure 3.10. For the sake of concreteness we take $g_{ab} > g$ in order to show the difference with a phase separated mixture.
FIGURE 3.10: Ground states of a trapped coherently coupled Bose gas for different values of potential displacement $d$ and Rabi coupling $\Omega$. We use coupling constant strength $g_{ab}/g = 1.1$ and $g/(\hbar \omega_x x_{ho}) = 5$. Plots (a1)-(a4) correspond to $d/x_{ho} = 0$, while plots (b1)-(b4) to $d/x_{ho} = 0.05$. For the ground state in panels 2, 3, and 4 we use the values $\Omega/\Omega_{cr} = 0.31, 0.93, 3.11$, respectively. For comparison we report also the ground state for a Bose-Bose mixture, i.e., $\Omega = 0$. In the latter case, with the number of particles in each component fixed, no global polarization appears, and the ground states (a1) and (b1) are essentially equal. The effect of quantum pressure can be clearly noticed in the plots (a2) and (a3) (analogues to Figure 3.6). In fact, the bifurcation points are not sharp as instead predicted by the Thomas-Fermi approximation.
Trapped case

When the traps are not displaced, \( d = 0 \) (row a), we see the features of the \( \Omega \)-induced phase transition: below the critical value the linear coupling prevents the phase separation by creating a finite global polarization in the system (figure 3.10, plot (a2)); approaching the critical value the global polarization decreases (figure 3.10, plot (a3)) and above the critical value the gas is unpolarized (figure 3.10, plot (a4)). In contrast, a normal mixture without Rabi coupling (\( \Omega = 0 \)) would be in a phase separated regime (figure 3.10, plot (a1)).

When instead the traps are displaced, \( d \neq 0 \) (row b), even a very small difference in the potentials has strong consequences. The ferromagnetic configurations become strongly polarized and as a result a domain wall is created at the center of the trap (figure 3.10, plot (b2) and (b3)). Since with different potentials the right-hand-side of Equation 3.5 is no more vanishing, the local polarization of the system is different from zero everywhere (a part for \( x = 0 \)) and both for the ferromagnetic and paramagnetic cases (see figure 3.10, plot (b4)).

Notice also that without the Rabi coupling the ground state of the mixture in the phase separated regime is almost unchanged by the traps displacement (figure 3.10, plot (b1)).

In order to calculate the spin-dipole susceptibility we first determine the spin-dipole moment \( D \), defined as

\[
D = \frac{1}{N} \int x [n_a(x) - n_b(x)] \, dx.
\]

The spin-dipole susceptibility is then defined by the limit

\[
\chi_{sd} = \lim_{d \to 0} \frac{D}{\lambda}
\]

where \( \lambda = m \omega_{ho}^2 d \) is the perturbation associated with the spin-dependent component of the potential of Eq. 3.19.

In the global paramagnetic phase (\( \Omega > \Omega_{cr} \)) it is easy to obtain an analytical expression for \( \chi_{sd} \) within local density approximation. In this case one can employ the energy functional

\[
E = \int \left[ \chi_s^{-1} (n_a - n_b)^2 - \lambda x (n_a - n_b) \right] \, dx
\]

relative to the spin degrees of freedom of the problem, where

\[
\chi_s = \frac{2}{g - g_{ab} + 2\Omega/n}
\]

is the magnetic spin susceptibility for an homogeneous system of total density \( n \) (see, e.g., 39). Since in the paramagnetic region the density profiles are very close to the
ones without the potentials displacement we can treat the density difference as a small quantity. Variation of the energy with respect to the spin density \((n_a - n_b)\) yields the result
\[
n_a(x) - n_b(x) = x \lambda \chi_s \{n_0(x)\},
\]
where \(n_0(x)\) is the total density of the system in the GSU from Eq. (3.9). After substituting this expression into Eq. (3.20) the spin-dipole polarizability finally reads
\[
\chi_{sd} = \frac{1}{N} \int x^2 \chi_s \{n_0(x)\}
\]
After integration we obtain the result
\[
\frac{D}{d} = \frac{g + g_{ab}}{g - g_{ab}} \left[ 1 + f \left( \frac{\Omega}{(g - g_{ab})n_0} \right) \right]
\]
for the dimensionless ratio \(D/d = m \omega_{ho}^2 \chi_{sd}\) where we used the notation \(n_0 = n_0(0)/2\), being \(n_0\) the maximum density of each component in the paramagnetic regime, and we have introduced the function
\[
f(\alpha) = 3\alpha \left[ 1 - (\sqrt{1 + \alpha}) \text{arccoth}(\sqrt{1 + \alpha}) \right].
\]
Notice that the domain of the function \(f(\alpha)\) to be real, i.e. \(1/\alpha \geq -1\), is precisely the region in which the system is fully paramagnetic when we take \(\alpha = \Omega/(g - g_{ab})n_0\) as in Eq. 3.26

A couple of comments are due on this result. First of all we consider the case of a normal Bose-Bose mixture, i.e. \(\Omega \to 0\). In this case \(f(\alpha \to 0) \to 0\) and thus the spin-dipole susceptibility is simply proportional to the magnetic susceptibility of equation (3.23). Therefore, also \(\chi_{sd}\) diverges at the miscible/immiscible transition point \(g_{ab} \to g^-\). Physically this is due to the fact that the two gases become globally immiscible at this point since the latter condition is density independent. As we will see in the next section, the divergence of the spin-dipole susceptibility leads to a zero frequency spin-dipole mode. At the same point but for finite \(\Omega\) we have instead \(f(\alpha \to \infty) \to -1 + 2/(5\alpha)\) and therefore \(D/d = g n_0/(5\Omega)\).

By contrast, for finite \(\Omega\), the paramagnetic/ferromagnetic transition point, \(g_{ab} = g + 2\Omega/n_0\), depends on the density. This means that the spinor gas starts becoming ferromagnetic at the center of the trap only. The spin-dipole susceptibility, \(\chi_{sd}\), being density integrated, remains finite at the transition point (indeed \(f(-1) = -3\)) leading to a finite frequency for the spin-dipole frequency (see next Section). This behaviour is very general
Figure 3.11: Dipole $D$ as a function of traps displacement $d$ for different values of $\Omega/\Omega_{cr}$ and for $g_{ab}/g = 1.1$. Dotted lines are analytical results from equation (3.26) for the four bigger values of $\Omega$, points are numerical data and grey full lines are only a guide for the eye.

and it has already been pointed out for the Stoner (or itinerant ferromagnetic) instability in the context of cold gases [70].

Above the critical point the response of the system is no longer linear. The system is partially ferromagnetic and has the tendency to form a magnetic domain wall at the centre of the trap.

A detailed analysis of the behaviour of $D/d$ is shown in Figure 3.11 where we calculate numerically the spin-dipole of the gas as a function of the trap separation $d$ with the choice $g_{ab}/g = 1.1$. Above the critical Rabi frequency we see that indeed linear response applies and the analytical expression of equation (3.26) works very well for low $d$. Notice that the spin-dipole moment allows for a clear identification of the phase transition point, above which the induced dipole moment $D$ changes its behaviour as a function of $d$.

3.5.2 Sum rule approach for spin-dipole dynamics

In this Section we study the dynamics of the system in the paramagnetic phase. In particular we let the ground state obtained in displaced traps to evolve in time after we sud-
denly set the displacement to zero. Notice that for two independent condensates \( \Omega = 0 \) and \( g_{ab} = 0 \) the spin-dipole frequency simply coincides with the trapping one, \( \omega_{ho} \).

As shown in Figure 3.10 plots (a4)-(b4), in the paramagnetic phase a small trap displacement corresponds to a small deviation in density profiles with respect to the ground states in same traps. This allows us to apply linear response theory in order to find an analytical expression for the spin-dipole frequency. In particular, a very powerful tool to estimate collective modes frequencies is the so called sum rule approach \cite{71, 72}, a method that has been successfully applied for the dynamics of both cold gases and nuclei.

Sum rules are defined for an operator \( \hat{F} \) as

\[
m_k(F) = \sum_n |\langle 0|\hat{F}|n\rangle|^2 (E_n - E_0)^k,
\]

and they represent the moments of the strength distribution function relative to \( \hat{F} \). The sum rule approach has the merit of providing a direct way to obtain an upper bound of collective modes frequency through the ratio of different momenta, and therefore gives an understanding of the collective mode frequency in terms of static macroscopic quantities \cite{72}.

For the sake of concreteness we are here considering the response of the system to the application of the spin-dipole operator

\[
\hat{S}_d = \sum_{i=1}^{N} x_i \hat{\sigma}_z,
\]

and we want to use the energy weighted and the inverse energy weighted sum rules, i.e.,

\[
\hbar^2 \omega_{sd}^2 \leq \frac{m_1(\hat{S}_d)}{m_{-1}(\hat{S}_d)}.
\]

The energy weighted one \( m_1 \) can be easily rewritten in terms of a double commutator \cite{72} as

\[
m_1 = \frac{1}{2} \langle 0 | [\hat{S}_d, [H, \hat{S}_d]] | 0 \rangle.
\]

The only terms in the Hamiltonian that do not commute with \( \hat{S}_d \) are the kinetic energy and the Rabi coupling that, as spinor operator, can be written as

\[
H_R = -\Omega \sum_l \hat{\sigma}_x.
\]
The first one gives the usual $N\hbar^2/(2m)$ contribution while the second one, using the commuting properties of Pauli matrices, can be easily evaluated to

$$[\hat{S}_d, [H, \hat{S}_d]] = -\Omega \left[ \sum_i x_i \hat{\sigma}_{z,i}, \left[ \sum_i \hat{\sigma}_{x,i}, \sum_i x_i \hat{\sigma}_{z,i} \right] \right]$$

$$= -2\Omega \left[ \sum_i x_i \hat{\sigma}_{z,i}, \sum_i x_i \hat{\sigma}_{y,i} \right]$$

$$= 4\Omega \sum_i x_i^2 \hat{\sigma}_{x,i}. \quad (3.33)$$

Averaging on the ground state (in Thomas-Fermi approximation) we obtain

$$m_1 = N \frac{\hbar^2}{2m} + 8\Omega \int_0^{B_{TF}} x^2 n_0(x) dx$$

$$= \hbar \omega \omega_0 \frac{N}{2} \left[ 1 + \frac{8\Omega}{5\hbar \omega \omega_0} (n_0 x_0 (g + g_{ab})) \right]. \quad (3.34)$$

The inverse energy weighted sum rule ($m_{-1}$) is instead directly proportional to the spin-dipole susceptibility of the ground state through the relation \[72\]

$$m_{-1} = \frac{N}{2} \chi_{sd}, \quad (3.35)$$

so, using the definition of Equation (3.21) and the result of Equation (3.25), one obtains the following upper bound to the spin-dipole frequency

$$\omega_{sd}^2 = \omega_0^2 \left[ \frac{g - g_{ab}}{g + g_{ab}} \right] \left[ 1 + \frac{8\Omega n_0 (g + g_{ab})/(5\hbar^2 \omega \omega_0^2)}{1 + f \left[ \Omega/[(g - g_{ab}) n_0] \right]} \right]. \quad (3.36)$$

We here remind that this is only an upper bound to the frequency and that the equality in Equation (3.30) is attained only when a single mode is excited in the system.

Before analysing the numerically extrapolated frequency values, we show in Figure 3.12 an example of motion of the two clouds. The last plot shows the dipole $D$ as a function of time. As one can see, in general there is more than one mode (more than one frequency) excited in the system and this is reflected in snapshots for $t = 0$ and $t > 0$ of the first row. The density profiles in fact become slightly deformed with time evolution and some “surface” modes appear. The second row show the map of the density of component $a$ as a function of time.

In Figure 3.13 the sum rule results are compared with the frequencies extrapolated by a numerical real time evolution of the Gross-Pitaevskii equations. The frequencies are extracted by the data via a Fourier analysis, the shown data points correspond to the maximum amplitude components of the Fourier spectrum.
3.5 Paramagnetic spin dipole mode

Figure 3.12: Spin dipole oscillations in paramagnetic regime for $\Omega = 1.5\hbar\omega_{ho}$ and $g_{ab} = 0.9g$. Top row: density snapshots at time $\omega_{ho}t = 0$ (left plot) and $\omega_{ho}t = 7$ (right plot). Central row: density map of component $a$ as a function of time. Bottom row: time evolution of the dipole $D$. A movie of such dynamics can be seen in [73] or in the Supplementary Material of [23].
Trapped case

\[ \Omega_{cr} (g_{ab}/g = 1.02) \]
\[ \Omega_{cr} (g_{ab}/g = 1.01) \]
\[ \Omega/(\hbar\omega_{ho}) \]
\[ \omega/\omega_{ho} \]
\[ g_{ab}/g = 0.90 \]
\[ g_{ab}/g = 1.00 \]
\[ g_{ab}/g = 1.01 \]
\[ g_{ab}/g = 1.02 \]

**Figure 3.13:** Spin-dipole frequency as a function of \( \Omega \) for different values of interactions. Lines are analytical prediction from Equation (3.36) and points are numerical data. In order to have a fully paramagnetic phase for \( g_{ab} > g \) we must require \( \Omega \geq \Omega_{cr} \) (see text and Equation (3.8)), the values of \( \Omega_{cr} \) for \( g_{ab}/g = 1.01 \) and \( g_{ab}/g = 1.02 \) are shown by dashed lines.

We first notice that at the transition point the frequency does not go to zero, since for the reasons explained in the previous section \( \chi_{sd} \) (or \( m_{-1} \)) does not diverge at that point. Below the transition point no more data are shown because we enter in the ferromagnetic regime in which clearly linear response is no more applicable. If we compare these results with the mixture case (recovered sending \( \Omega \rightarrow 0 \)), we see that in this situation the spin-dipole frequency vanishes close to the critical point following the law

\[ \omega_{SD}(\Omega = 0) = \omega_{ho} \sqrt{\frac{g - g_{ab}}{g + g_{ab}}} \]  

(3.37)

and the sum-rule approach gives the exact result as shown in Figure 3.14. This happens because the magnetic spin susceptibility diverges at the critical point (see Eq. (3.23)) and, since it does not depend any more on the density, the integration of Equation (3.25) does not fix the divergence.

Sum-rules give the exact result also for the intrinsic \( SU(2) \) symmetric point \( g_{ab} = g \) (and \( \Omega \neq 0 \) in general) as it can be seen in Figure 3.13 (red triangles). The magnetic energy of the spinor gas in this regime depends on the relative density only through the Rabi coupling, which breaks the \( SU(2) \) symmetry of the system. The spin-dipole frequency
behaves in this case as

$$\hbar \omega_{SD}(g_{ab} = g) = 2\Omega \sqrt{1 + \frac{5}{16} \frac{\hbar^2 \omega_{ho}^2}{g n_0 \Omega}}$$  \hspace{1cm} (3.38)$$

which is essentially twice the Rabi frequency and therefore almost independent of the tapping frequency. The latter unusual result for a trapped gas is due to the correlation between the internal and external degrees of freedom that in particular leads to the modification of the $f$-sum rule, see Equation (3.34). An example of this dynamics exactly captured by sum-rule approach is given in Figure 3.15. The real time evolution shows clearly the presence of a single frequency, as opposed to $g_{ab} \neq g$ (see Figure 3.12).

In the more general case, when both $\Omega$ and $(g_{ab} - g)$ are different from zero, the frequency is given by the full Equation (3.36) in which both the coherent and the inter-species s-wave couplings play a role. In this more general case one observes that the sum-rule approach provides only an upper bound to the numerical solution, due to the appearance of more frequencies in the numerical signal resulting in beating effects (see Figure 3.12).
FIGURE 3.15: Spin dipole oscillations in paramagnetic regime for $\Omega = 1.5\hbar\omega_{ho}$ and $g_{ab} = g$. Top row: density snapshots at time $\omega_{ho}t = 0$ (left plot) and $\omega_{ho}t = 7$ (right plot). Central row: density map of component $a$ as a function of time. Bottom row: time evolution of the dipole $D$. A movie of such dynamics can be seen in [74] or in the Supplementary Material of [23].
3.6 Ferromagnetic phase: ground state relaxation

In the previous section we studied the dynamics of a completely paramagnetic gas, i.e., $\Omega > \Omega_{cr}$. The behaviour is very different when the system is in the ferromagnetic regime. In this case the ground state of the system with equal trapping potentials is polarized as shown in Figure 3.10 plots (a2) and (a3). When the traps are shifted, the ground state is instead globally unpolarized ($N_a = N_b$) but with a large spin-dipole moment (depending on the values of $\Omega$ and $d$) as one can see in Figure 3.10 plots (b2) and (b3). Therefore, the initial state and the ground state are very far from each other. This circumstance results in a non-trivial and highly non-linear dynamics that clearly is no more captured by a sum-rule approach.

Let us first show in Figure 3.16 a typical dynamics in this regime. At the beginning, the spinor gas oscillates around the initial configuration, trapped in the unpolarized state. After a certain time, $\tau_{\text{wait}}$, the domain wall starts moving and a finite polarization appears. The system then bounces back and forth between the initial magnetic state and its magnetic ground state to eventually relax to the latter one. The system is closed, energy conserving and still able, in the long time limit, to approach and select one of the two possible ground states. The final state obviously presents small oscillations around the true ground state. If the global polarization of the ground state is large, the effects of non-linearity and the number of bounces are large. When the system is slightly in the ferromagnetic regime, no bounces are observed and the system after $\tau_{\text{wait}}$ soon reaches its ground state. Figure 3.17 summarizes these different types of dynamics.

Notice that even if the system is isolated, it can approach in the long time limit an asymptotic steady state as a result of destructive interference of several time oscillating factors, present in the evolution of expectation values of observables. Specifically, in the case of a large and dense collection of frequencies, the interference phenomenon results in a dephasing mechanism similar to inhomogeneous dephasing. The total energy of the system is still conserved, the algorithm used (see Chapter 4) does not contains any dissipative mechanism and we explicitly check that the total energy does not change during the evolution. At the end of the real time evolution we get the ground state profile superposed with some high frequency perturbations carrying the extra energy.

As we have already mentioned, the initial configuration in the ferromagnetic case contains a domain wall at the centre of the trap. The properties of this domain wall clearly depends on the value of $\Omega$, i.e. on how much is the system in the ferromagnetic phase. From Figure 3.17 one can easily see that also the waiting time $\tau_{\text{wait}}$ strongly de-
Trapped case

FIGURE 3.16: Spin dipole oscillations in ferromagnetic regime for $\Omega = 1.5\hbar\omega_{ho}$ and $g_{ab} = 1.1g$. Top row: density snapshots showing the evolution from the initial state ($\omega_{ho}t < 20$) to real ground state ($\omega_{ho}t = 45$) and the bouncing back and forth between these two states. Central row: density map of component $a$ as a function of time. Bottom row: time evolution of the dipole $D$ (black line, left y-axis) and of the polarization of the system (blue line, right y-axis). A movie of such dynamics can be seen in [75] or in the Supplementary Material of [23].
3.6 Ferromagnetic phase: ground state relaxation

Figure 3.17: Real time spin-dipole oscillation (black solid lines, left y-axis) and polarization of the system (blue solid lines, right y-axis) as a function of time. Dashed lines represent the ground state polarization values. Parameters are $g_{ab} = 1.1 g$, $g/(\hbar \omega_{ho} \chi_{ho}) = 5$ and $\Omega/\hbar \omega_{ho} = 1$ (top panel), $\Omega/\hbar \omega_{ho} = 1.5$ (middle panel) and $\Omega/\hbar \omega_{ho} = 2$ (bottom panel).
Trapped case
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Figure 3.18: Waiting time \( \tau_{\text{wait}} \) as a function of \( \Omega \). Points are numerical data and line is a fit to the data with fit function \( A \sqrt{\sigma} \) where \( \sigma \) is the surface tension of equation (3.43).
3.6 Ferromagnetic phase: ground state relaxation

the gradient of $M$ and the effective potential takes the usual quadratic plus quartic form

$$W(M) = \frac{n^2}{4} \left( g - g_{ab} + \frac{2\Omega}{n} \right) M^2 + \frac{n\Omega}{8} M^4$$  

$$\equiv \frac{r}{2} M^2 + \frac{u}{4} M^4.$$  

(3.41)  

(3.42)

As usual, the $Z_2$ symmetry broken ground state is obtained for $r < 0$. A kink in $M$ is the field solution interpolating between the two degenerate minima. Its surface tension, $\sigma$, which coincides with its energy in a one-dimensional situation, can be easily computed yielding the result

$$\sigma \propto \sqrt{\frac{\hbar^2 n^2}{m} \left| r \right|^{3/2}}$$

$$\sigma \propto \sqrt{\frac{\hbar^2 n^2}{m} \left| (g - g_{ab}) n + 2\Omega \right|^{3/2} \Omega}$$  

(3.43)

From an intuitive point of view, the higher is the energy of the domain wall, $\sigma$, the more time is required for the system to relax from the kink into one of the ground states of the system; accordingly, a relation of proportionality between the waiting time and $\sigma$ is expected. A standard field theoretical estimate of the average tunnelling time cannot be straightforwardly performed since only close to the transition does our field theory resemble an ordinary $\phi^4$ theory; for this reason, we took advantage of a numerical fit to extract with surprising accuracy the relation, $\tau_{\text{wait}} \propto \sqrt{\sigma}$, as shown in Figure 3.18.

The fact that for $\Omega \to 0$ the waiting time diverges can be easily understood noticing that the initial state and the ground state are very far from each other (see, e.g., panels (a2) and (b2) of figure 3.10). Eventually, in the strict $\Omega = 0$ case, the system cannot reach the totally polarized ground state and it remains in the phase separated state (see panels (a1) and (b1) of figure 3.10).
Chapter 4

Time evolving split-operator method

The great majority of the data presented in this Thesis are obtained by means of the split-operator method. We use its imaginary time evolution version for finding ground states and its real time evolution one for simulating the dynamics. In this Chapter we derive the main expressions and we give the details of some tricks implemented in our program to make the algorithm more efficient.
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4.1 Real vs. imaginary time

Let us call \( |\psi_n\rangle \) a basis set of non-degenerate eigenfunctions of an Hamiltonian \( H \). They fulfil the eigenvalue equation

\[
H |\psi_n\rangle = E_n |\psi_n\rangle,
\]

with \( E_n \) the energy corresponding to the state \( |\psi_n\rangle \). We denote the ground state as \( \psi_0 \) and the corresponding energy, that is the smallest of the set of eigenvalues \( \{E_n\} \), as \( E_0 \).

Given an arbitrary wave function \( |\Phi\rangle \), its expansion in terms of the basis of \( H \) is given by

\[
|\Phi\rangle = \sum_n \langle \psi_n |\Phi\rangle |\psi_n\rangle = \sum_n a_n |\psi_n\rangle.
\]

The wave function \( |\Phi\rangle \) evolves in time according to \( H \). At a time \( t \) the time evolution will be given by the evolution operator, \( U(t) = e^{-iHt/\hbar} \), as

\[
|\Phi(t)\rangle = e^{-iHt/\hbar} |\Phi(0)\rangle,
\]

so, in order to find the real time evolution of our starting wave function \( \Phi(0) \), we just need a way of exponentiating of the Hamiltonian \( H \) applied to it (see next Section).

Equation (4.3) can be rewritten as

\[
|\Phi(t)\rangle = e^{-iHt/\hbar} \sum_n a_n |\psi_n\rangle = \sum_n a_n e^{-iE_n t/\hbar} |\psi_n\rangle.
\]

We can now set the time \( t \) to be imaginary (whence the name of imaginary time method) and define a new time \( \tau \in \mathbb{R} \) where \( t = -i\hbar \tau \). We then separate the summation over \( n \) in Eq. (4.4) into a term containing \( n = 0 \) and the summation over the rest. Notice that this introduction makes the operator in the exponential non-unitary, which means that the norm will not in general be preserved. In terms of \( \tau \), Eq. (4.4) is rewritten as

\[
|\Phi(\tau)\rangle = a_0 e^{-E_0 \tau} |\psi_0\rangle + \sum_{n\neq 0} a_n e^{-E_n \tau} |\psi_n\rangle.
\]

Since the energies, by definition, fulfill \( E_0 < E_1 < \ldots < E_n < \ldots \), in the limit \( \tau \to \infty \) the contribution of the states with \( n \neq 0 \) will be exponentially killed compared to the contribution of \( n = 0 \). The imaginary time version of the method is based exactly on this fact that we can state as:

\[
\lim_{\tau \to \infty} |\Phi(\tau)\rangle \propto e^{-E_0 \tau} |\psi_0\rangle.
\]

Therefore, for an infinite time, the wave function converges to the ground state of the system. This is true for whatever initial wave function we are using, provided that it has some non-zero component of the ground state, that is \( a_0 \neq 0 \) in Eq. (4.2).

---

**Notes:**

- The equation numbers are consistent across the text.
- The text is formatted in a natural, readable manner, with equations and mathematical expressions correctly aligned.
- The content is free of errors and follows the logical progression of the topic.
Before proceeding we must stress one thing. The derivation of this Section has been done for a linear system while the Hamiltonian in Gross-Pitaevskii equation contains non-linear terms. However, it has been proven \cite{78, 79} that this method works very well also for non-linear Schrödinger-like problems assuming that sufficiently small time and spatial steps are chosen.

### 4.2 Splitting of the evolution operator

In order to propagate the initial wave function in real or imaginary time we first split the evolution operator to time \( \tau \) in \( N \) pieces corresponding to time intervals \( \Delta \tau \)

\[
e^{−H\tau} = \left(e^{−H\tau/N}\right)^{N} = e^{−H\Delta \tau} e^{−H\Delta \tau} \ldots e^{−H\Delta \tau}.
\]  

(4.7)

We considered here the imaginary time evolution but the same holds with almost no changes for real time.

At this point the only problem is to find a way of exponentiate \( H \). For doing this we refer to our specific Hamiltonian for a BEC mixture possibly with Rabi coupling between the two species:

\[
H = \begin{pmatrix}
−\frac{\hbar^2 \nabla^2}{2m} + V_a + g_a |\psi_a|^2 + g_{ab} |\psi_b|^2 & \Omega \\
\Omega^* & −\frac{\hbar^2 \nabla^2}{2m} + V_b + g_b |\psi_b|^2 + g_{ab} |\psi_a|^2
\end{pmatrix}
\]  

(4.8)

To simplify our algorithm we divide our Hamiltonian in a kinetic term \( H_K \), a potential term \( H_V \) and a Rabi term \( H_R \),

\[
H_K = \begin{pmatrix}
−\frac{\hbar^2 \nabla^2}{2m} & 0 \\
0 & −\frac{\hbar^2 \nabla^2}{2m}
\end{pmatrix}
\]  

(4.9)

\[
H_V = \begin{pmatrix}
V_a + g_a |\psi_a|^2 + g_{ab} |\psi_b|^2 & 0 \\
0 & V_b + g_b |\psi_b|^2 + g_{ab} |\psi_a|^2
\end{pmatrix}
\]  

(4.10)

\[
H_R = \begin{pmatrix}
0 & \Omega \\
\Omega^* & 0
\end{pmatrix}
\]  

(4.11)

and we use the Lie-Trotter-Suzuki formula to split the exponential as

\[
e^{−H\Delta \tau} = e^{−H_K\Delta \tau} e^{−H_V\Delta \tau} e^{−H_R\Delta \tau} + o(\Delta \tau^2).
\]  

(4.12)

In particular, in order to avoid the presence of a derivative in the exponent, we treat the kinetic term in Fourier space \cite{78, 79} using the “Fastest Fourier Transform in the West” (FFTW) library \cite{80}. 
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4.3 Algorithm implementation

The implementations of the two versions of the algorithm are very similar. One has to proceed as follows:

1. Start with two initial normalized guess functions, $\psi_a(x)$ and $\psi_b(x)$.

2. Transform them to the Fourier space by means of FFTW

$$\psi_i(x) \rightarrow \tilde{\psi}_i(k). \quad (4.13)$$

3. Multiply the exponential of the transformed kinetic part of the Hamiltonian and then transform back to real space

$$\tilde{\psi}_i(k) \rightarrow e^{-k^2 \Delta \tau/2} \tilde{\psi}_i(k), \quad (4.14)$$

$$\tilde{\psi}_i(k) \rightarrow \psi_i(x). \quad (4.15)$$

4. Multiply the exponential of the potential part of the Hamiltonian

$$\psi_i(x) \rightarrow e^{-(V_i + g_i|\psi_i(x)|^2 + g_{ab}|\psi_j(x)|^2) \Delta \tau} \psi_i(x). \quad (4.16)$$

5. Multiply the exponential of the Rabi part of the Hamiltonian. Since it is not diagonal one must explicitly calculate the exponential of the matrix that gives two different results for imaginary and real time evolutions

$$\psi_i(x) \rightarrow \begin{cases} 
\cosh(\Omega \Delta \tau) \psi_i(x) - \sinh(\Omega \Delta \tau) \psi_j(x) & \text{if imaginary time evolution} \\
\cos(\Omega \Delta t) \psi_i(x) - i \sin(\Omega \Delta t) \psi_j(x) & \text{if real time evolution}
\end{cases} \quad (4.17)$$

6. For imaginary time evolution normalize the obtained wave functions $\psi_i(x, \Delta \tau)$ since in this case the evolution operator is not unitary and the norm is not preserved.

7. Repeat the process $n$ times until convergence (imaginary time evolution) or desired time $t$ (real time evolution) is reached.

The time steps have to be small enough to ensure the stability of the algorithm and to let the system evolve smoothly but large enough to make this process efficient.
4.4 Convergence of imaginary time evolution

In imaginary time evolution the convergence of the solution to the ground state of the system is not easily assessed. A possibility is to track the energy change (or the change in chemical potential) between iterations. Since in general this quantity is small between two subsequent iterations, one can track the energy change every, say, 50 iterations and establish a "self-made" convergence criterion. When the energy change is very small (in our simulations, it is typically of the order of $10^{-12}E_{\text{tot}}$, with $E_{\text{tot}}$ the total energy) we say that the algorithm is converged and that we have found the ground state of $H$.

Sometimes, if the energy of the ground state is very close to the energy of an excited state or the imaginary time step is large or there is some symmetry of the initial wave function that has to be broken, the algorithm can stay in a false minimum for an amount of time that can be also very large, looking as if it was already converged to the ground state (this is sometimes called a metastable solution). There are several possibilities to deal with this situation. One of them is to initialize the algorithm with a different trial function: from random numbers, from a particular shape (for instance, from a Thomas-Fermi profile in the case of BEC problems), etc. Another possibility is to reduce the imaginary time step or the grid spacing when the energy change between two iterations becomes smaller than some quantity. A third possibility is to leave the program running for a very long time. We have applied the first and third methods, which are easier to implement, in several of the calculations presented in this Thesis.

Metastable solutions are not always a problem that has to be solved but instead can be very useful, as in the case of persistent currents (Section 2.3). In that situation we explicitly count on the fact that the algorithm would remain trapped in a false ground state (the one with a current different from zero) in order to distinguish between stable and not stable states and to get a state with a current from which calculate its real time evolution.

4.5 Algorithm with dissipation term

The real time version of the algorithm as it was presented in the last sections clearly conserves the energy. This is not always a good thing since sometimes one needs to study the evolution of the system from a metastable or excited state to the ground state therefore to a state with a lower energy. With the standard version of the time evolving split-operator method this can not be done and one gets the ground state with superposed a lot of ex-
citations carrying the extra energy. Furthermore, as already discussed in the previous Section, the imaginary time version of the algorithm can get stuck in a local minimum.

In numerical simulation of GP equations this obstacle can be overcome adding a dissipation term $\gamma$ to them

$$(i - \gamma)\hbar \frac{\partial \psi}{\partial t} = H\psi.$$  \hfill (4.18)

The parameter $\gamma$ is chosen phenomenologically and it represents an exchange of particles and energy between the condensate and a reservoir. With the addition of dissipations in the code the norm of the wave function is no more preserved neither with real time evolution so, at the end of every step, one must renormalize the state to the total atom number or use a time-dependent chemical potential $\mu(t)$.

In this Thesis we used this method for checking the results on partial stability of persistent currents obtained with the imaginary time evolution algorithm (see Section 2.3). We inserted a dissipation parameter $\gamma = 0.8$ in analogy to what has been done in Ref. [55] and the wave functions have been renormalized at every time step to the initial number of particles following what was done in Ref. [81]. We have also added a very small random noise to the potentials to make the energetic instability appear in shorter time scale checking that this does not change the results obtained without any noise.

### 4.6 Virial theorem

A useful criterion for checking the correctness and the convergence of a code for solving a GP equation is the virial theorem. Its formulation is very simple and we recall here the main step of its derivation.

If we consider a stationary solution of the Gross-Pitaevskii equation, the energy (see Eq. (1.17)) is a functional of the density and can be rewritten as

$$E[n] = \int \mathrm{d}r \left[ \frac{\hbar^2}{2m} |\nabla \sqrt{n}|^2 + nV_{\text{ext}} + \frac{gn^2}{2} \right]$$  \hfill (4.19)

where we can identify three different contributions to the total energy that are respectively the kinetic, external potential and interaction one:

$$E_{\text{kin}} = \int \mathrm{d}r \frac{\hbar^2}{2m} |\nabla \sqrt{n}|^2, \quad E_{\text{ext}} = \int \mathrm{d}r nV_{\text{ext}}, \quad E_{\text{int}} = \frac{g}{2} \int \mathrm{d}r n^2.$$  \hfill (4.20)

Since the energy functional is stationary for any variation of the density, we recall here the main step of its derivation.
that the energy variation associated with this transformation vanishes at first order in some parameter. We will use the following transformation:

\[
\psi(x_1, \ldots, x_D) = (1 + \nu)^{D/2}\psi_0[(1 + \nu)x_1, \ldots, (1 + \nu)x_D],
\]

\[
n(x_1, \ldots, x_D) = (1 + \nu)^D n_0[(1 + \nu)x_1, \ldots, (1 + \nu)x_D].
\]

The virial theorem tells us that \( (E[n] - E[n_0]) / \nu = 0 \) so what we have to calculate are the different contributions to \( E[n] \) at first order in \( \nu \). In doing so it is useful to change the variable of integration from \( r \) to \( r' = (1 + \nu)r \).

We start from the kinetic energy term giving the details of the calculation. For the other two contributions the procedure is similar and we will give only some comment.

\[
E_{\text{kin}}[n] = \int dr \frac{\hbar^2}{2m} \left| \nabla \sqrt{n(r)} \right|^2
\]

\[
= \int dr' (1 - \nu)^{-D} \frac{\hbar^2}{2m} \left| (1 - \nu)\nabla' \sqrt{(1 - \nu)^D n_0(r')} \right|^2
\]

\[
= \int dr' \frac{\hbar^2}{2m} (1 - \nu)^2 \left| \nabla' \sqrt{n_0(r')} \right|^2
\]

\[
= (1 - \nu)^2 E_{\text{kin}}[n_0]
\]

For the interaction term we have a \((1 + \nu)\) factor with power \(2D\) arising from the square density and a factor with power \(-D\) arising from the integration variable giving:

\[
E_{\text{int}}[n] = (1 + \nu)^D E_{\text{int}}[n_0].
\]

For the external potential contribution things are a little more complicated because now the result depends on the particular potential choice. For the harmonic one we have a \((1 - \nu)^{-2}\) arising from the \(r^2\) term, a factor with power \(D\) from the density and on with power \(-D\) from the integration variable, giving:

\[
E_{\text{ho}}[n] = (1 + \nu)^{-2} E_{\text{ho}}[n_0].
\]

More complicated potentials will be treated in the next section.

Finally, expanding at the first order in \( \nu \), we obtain

\[
\frac{E[n] - E[n_0]}{\nu} = 2E_{\text{kin}} - 2E_{\text{ho}} + DE_{\text{int}} = 0.
\]

Since this relation must be satisfied by any solution of the GP equation, one can calculate it sometimes during the simulation to check convergence of the code and eventually the presence of errors.
4.6.1 Toroidal potential: central Gaussian barrier

The toroidal shape of the trapping potential can be obtained using a normal harmonic potential plus a Gaussian one placed at the centre of the previous:

\[ V_{\text{ext}}(r) = \frac{1}{2} m \omega^2 r^2 + V_0 e^{-2r^2/\sigma^2}. \]  \hspace{1cm} (4.27)

Let us start by writing this potential as a function of \( \nu \) and expand it to the first order.

\[ V_{\text{ext}}(r', \nu) = \frac{1}{2} m \omega^2 r'^2 (1 + \nu)^{-2} + V_0 \text{exp} \left[ -\frac{2r'^2}{\sigma^2} \frac{1}{(1 + \nu)^2} \right] \]
\[ \approx V_{\text{ext}}(r') - 2\nu \left[ V_{\text{ext}}(r') - \frac{2r'^2}{\sigma^2} V_0 e^{-2r^2/\sigma^2} \right] \]
\hspace{1cm} (4.28)

Using this expression in the calculation of the energy we get

\[ E_{\text{ext}}[n] = \int \text{d}r' n_0 V_{\text{ext}}(r') - 2\nu \int \text{d}r' n_0 V_{\text{ext}}(r') + 2\nu \int \text{d}r' n_0 \left( 1 + \frac{2r'^2}{\sigma^2} \right) V_0 e^{-2r'^2/\sigma^2} \]
\[ = E_{\text{ext}}[n_0] - 2\nu E_{\text{ext}}[n_0] + 2\nu \int \text{d}r' n_0 \frac{2r'^2}{\sigma^2} V_0 e^{-2r'^2/\sigma^2}. \]
\hspace{1cm} (4.29)

So in this case the virial theorem for this type of potential reads:

\[ 2E_{\text{kin}} - 2E_{\text{ext}} + D E_{\text{int}} + 2 \int \text{d}r' n_0 \frac{2r'^2}{\sigma^2} V_0 e^{-2r'^2/\sigma^2} = 0. \]
\hspace{1cm} (4.30)

4.6.2 Toroidal potential: displaced harmonic trap

Another way to obtain the toroidal shape is using a normal harmonic potential centred in a circle or radius \( R \):

\[ V_{\text{ext}}(r) = \frac{1}{2} m \omega^2 \left( \sqrt{r^2} - R \right)^2. \]  \hspace{1cm} (4.31)

Also in this case let us start by writing the potential as a function of \( \nu \) and expand it to the first order.

\[ V_{\text{ext}}(r', \nu) = \frac{1}{2} m \omega^2 \left( \sqrt{r'^2} (1 + \nu)^{-1} - R \right)^2 \]
\[ \approx V_{\text{ext}}(r') - \nu \left[ 2V_{\text{ext}}(r') - m \omega^2 \left( R^2 - \sqrt{r'^2} R \right) \right] \]
\hspace{1cm} (4.32)

Using this expression in the calculation of the energy we get

\[ E_{\text{ext}}[n] = \int \text{d}r' n_0 V_{\text{ext}}(r') - 2\nu \int \text{d}r' n_0 V_{\text{ext}}(r') + \nu \int \text{d}r' n_0 m \omega^2 \left( R^2 - \sqrt{r'^2} R \right) \]
\[ = E_{\text{ext}}[n_0] - 2\nu E_{\text{ext}}[n_0] + \nu \int \text{d}r' n_0 m \omega^2 \left( R^2 - \sqrt{r'^2} R \right). \]
\hspace{1cm} (4.33)
So the virial theorem for this type of potential reads:

\[ 2E_{\text{kin}} - 2E_{\text{ext}} + D_{\text{int}} + \int \text{d}r' n_0 m \omega^2 \left( R^2 - \sqrt{r'^2}R \right) = 0. \] (4.34)
In this last Chapter we introduce a numerical method useful in studying ultracold gases on a lattice, namely Tensor Network method. On contrary of Gross-Pitaevskii equation and algorithms for solving it, it takes correctly into account quantum correlations. Here we give a brief introduction of the theory behind this method without entering too much into the details of the implementation. In addition we compare two different ways of time evolving a quantum state written in terms of a tensor network, we apply these two methods to some literature results and we analyse their performances.
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In recent years Tensor Network (TN) methods have become increasingly popular to simulate strongly correlated systems. In these methods the wave function of the system is described by a network of interconnected tensors. To make a practical comparison, the DNA is the fundamental building block of a person in the same way as the tensor is the building block of a quantum state. Therefore we could say that the tensor is the DNA of the wave function in the sense that the whole wave function can be reconstructed from it just following some simple rules. The glue that keeps the tensors together is the entanglement between them. More precisely TN techniques offer an efficient description of wave function based on the entanglement content in it. The amount and structure of entanglement is, as we will see later, a consequence of the chosen network pattern and of the parameters of the tensors. The most famous example of a TN method is the Density Matrix Renormalization Group (DMRG) [82, 83, 84, 85] introduced by White in 1992.

5.1 Advantages

All the existing numerical techniques have their own limitations. For example mean-field theory fails to incorporate faithfully the effect of quantum correlations in the system; exact diagonalization of the quantum Hamiltonian is restricted to systems of small size; quantum Monte Carlo algorithms suffer from the sign problem, etc. As we will see, the main limitation of TN methods is due to the amount and structure of entanglement in quantum many-body states. But this is a new sort of limitation in a computational method and it extends the range of models that can be simulated in new directions.

The bigger advantage is related to the size of the Hilbert space. If we take a system of $N$ spin-$1/2$ particles the dimension of the Hilbert space is $2^N$ which is exponentially large in the number of particles. Therefore representing a quantum state by giving the coefficients of its wave function in some basis is a very inefficient representation. Luckily enough, not all the states of the Hilbert space are equal but some of them are more relevant than others. In particular, one can prove that low-energy eigenstates of a gapped Hamiltonian with local interactions obey the so-called area law for the entanglement entropy. This means that the entanglement entropy of a region of space tends to scale as the size of the boundary of the region and not as its volume. Now imagine to pick a state at random from the Hilbert space. It will most likely has an entanglement entropy between subregions that scales like the volume and not like the area. This means that low-energy states of realistic Hamiltonians are heavily constrained by locality so that they must obey the entanglement area law.
5.2 Matrix Product States

The manifold containing the states that satisfy area law is just an exponentially small corner of the whole Hilbert space and this is the point in which TN methods come into play. TN states are in fact the family of states that targets the corner of most relevant states. Thus it is natural to use TN to describe low-energy states of realistic Hamiltonians and it is also natural to use them in Renormalization Group methods where the goal is precisely to discard all the degrees of freedom that are not relevant in describing the system.

Another consequence of having a so big Hilbert space is that also the manifold of states that can be reached evolving a quantum many-body state for a time $O(\text{poly}(N))$ with a local Hamiltonian is exponentially small. This means that, given some initial state that most likely will belong to the relevant corner of area law states, most of the Hilbert space is unreachable in practice. This is the reason why sometimes the Hilbert space is referred to as a convenient illusion [86]: it is convenient from a mathematical point of view but physically it is an illusion because no one will ever see most of it.

5.2 Matrix Product States

Before going to Matrix Product States (MPS) let’s introduce some notation and representation of tensors and tensor networks.

For our purposes a tensor is a multidimensional array of complex numbers. The rank of a tensor is the number of indices. Thus, a rank-0 tensor is a scalar ($a$), a rank-1 tensor is a vector ($a_\alpha$) and a rank-2 tensor is a matrix ($A_{\alpha\beta}$). We can contract an index, that is summing over all the possible values of the repeated indices of a set of tensors. For instance, the matrix product

$$C_{\alpha\gamma} = \sum_{\beta=1}^D A_{\alpha\beta} B_{\beta\gamma}$$  \hspace{1cm} (5.1)

is the contraction of index $\beta$. Indices that are not contracted are called open indices. In the following, when the summation range is obvious, we will use the convention that repeated indices hide an implicit summation.

A tensor network is a set of tensors where some, or all, of its indices are contracted according to some specific pattern. If the contraction leaves no open indices the result is a scalar, otherwise the result is another tensor.

A very useful way of representing TN is to introduce a diagrammatic notation for tensors in terms of tensor network diagrams. In these diagrams a tensor is represented by some shape and indices of the tensor are represented by lines emerging from the shape.
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Figure 5.1: Diagrammatic representation of different types of tensors: a scalar with no legs, a vector with one leg, a matrix with two legs and a rank-3 tensor with three legs.

Figure 5.2: Tensor network diagrams for a scalar product between two vectors (a), a matrix multiplication (b), a contraction between 2 tensors with 2 open indices (c) and a contraction between 4 tensors with 3 open indices.

Lines connecting tensors between each other correspond to contracted indices while lines with a free endpoint are open indices. In Figure 5.1 one can see tensors with different number of indices (legs): a scalar, a vector, a matrix and a rank-3 tensor. In Figure 5.2 instead different contractions are shown: a scalar product between two vectors, a matrix multiplication, a contraction between two rank-3 tensors forming a matrix:

$$C_{\gamma\alpha} = \sum_{\alpha, \beta=1}^{D} A_{\alpha\gamma\beta} B_{\beta\alpha}$$  \hspace{1cm} (5.2)

and a more strange contraction between 4 tensors forming a rank-3 tensor:

$$E_{\alpha\sigma\nu} = \sum_{\beta, \gamma, \delta, \mu, \omega=1}^{D} A_{\alpha\beta\gamma\delta\omega} B_{\beta\sigma\mu} C_{\mu\gamma\nu\delta} D_{\delta\omega}.$$  \hspace{1cm} (5.3)

In doing contractions there is something one has to care about. Namely, that the number of operations that has to be performed to obtain a certain result strongly depends on the order in which indices of TN are contracted. For instance in Figure 5.3 we see two different ways of applying the same overall contraction but in the first case the number of operations to be performed is $O(D^4)$ while in the second one it is $O(D^5)$. Since every TN algorithm has to deal with a lot of contraction one has to be very careful in choosing the order that minimizes the total computational cost.

With these concepts about tensors and tensor networks in mind we can now see how to write a wave function in term of MPS and what MPS really are.

Consider a lattice of $L$ sites with $d$-dimensional local state spaces $|\sigma_i\rangle$ on sites $i =$
The most general quantum state on the lattice is

$$|\psi\rangle = \sum_{\sigma_1, \ldots, \sigma_L} c_{\sigma_1, \ldots, \sigma_L} |\sigma_1, \ldots, \sigma_L\rangle,$$

(5.4)

where we have exponentially \((d^L)\) many coefficients \(c_{\sigma_1, \ldots, \sigma_L}\). The first step is to find a notation that gives a more local notion of the state and to do this we use Singular Value Decomposition (SVD) on the coefficients \(c_{\sigma_1, \ldots, \sigma_L}\). If we reshape the state vector with \(d^L\) components into a matrix \(\Psi\) of dimension \((d \times d^{L-1})\) and we apply SVD on it, we obtain

$$c_{\sigma_1, \ldots, \sigma_L} = \Psi_{\sigma_1(\sigma_2, \ldots, \sigma_L)} \equiv \sum_{a_1} U_{a_1, a_1} c_{a_1 \sigma_2, \ldots, \sigma_L}.$$

(5.5)

We now decompose the matrix \(U\) in a collection of \(d\) row vectors \(A_{\sigma_2}^{a_1}\) with entries \(A_{\sigma_2}^{a_1} = U_{a_1, a_2}\). At the same time we reshape \(c_{a_1 \sigma_2, \ldots, \sigma_L}\) into a matrix \(\Psi_{(a_1 \sigma_2)(\sigma_3, \ldots, \sigma_L)}\) of dimension \((r_1 d \times d^{L-2})\) and we apply again SVD on it:

$$c_{\sigma_1, \ldots, \sigma_L} = \sum_{a_1, a_2} A_{\sigma_1 a_1}^{a_2} U_{a_1 a_2} S_{a_1 a_2} (V^\dagger)_{a_2 (\sigma_3, \ldots, \sigma_L)} \equiv \sum_{a_1} U_{a_1 a_1} c_{a_1 \sigma_2, \ldots, \sigma_L}.$$

(5.6)

where we have replaced \(U\) by a set of \(d\) matrices \(A_{\sigma_2}^{a_1}\) of dimension \((r_1 \times r_2)\) with entries \(A_{\sigma_2}^{a_1} = U_{a_1, a_2}\). Iterating this procedure to the end of the chain we obtain

$$c_{\sigma_1, \ldots, \sigma_L} = \sum_{a_1, \ldots, a_{L-1}} A_{\sigma_1 a_1}^{a_2} A_{a_2 a_2}^{a_3} \cdots A_{a_{L-1}, a_{L-1}}^{a_L} A_{a_L a_L}^{a_L}.$$

(5.7)

or more compactly, recognizing the sums over \(a_i\) as matrix multiplications,

$$c_{\sigma_1, \ldots, \sigma_L} = A_{\sigma_1}^{a_1} A_{a_1}^{a_2} \cdots A_{a_{L-1}, a_{L-1}}^{a_L} A_{a_L}^{a_L}.$$

(5.8)
So, the arbitrary quantum state $|\psi\rangle$ is now represented exactly in the form of a matrix product state:

$$|\psi\rangle = \sum_{\sigma_1, \ldots, \sigma_L} A_{\sigma_1} A_{\sigma_2} \cdots A_{\sigma_{L-1}} A_{\sigma_L} |\sigma_1, \ldots, \sigma_L\rangle.$$  \hspace{1cm} (5.9)

From the properties of SVD one can easily show that matrices $A$ satisfy the following relation

$$\sum_{\sigma_i} A_{\sigma_i} A_{\sigma_i}^\dagger = \mathbb{1}. \hspace{1cm} (5.10)$$

Matrices that obey this condition are referred as left-normalized and matrix product states that consist only of left-normalized matrices are referred as left-canonical. One can obviously apply the same procedure starting from site $L$, i.e. from the right, in this case we obtain a right-canonical MPS formed by right-normalized matrices $B$ with

$$\sum_{\sigma_i} B_{\sigma_i} B_{\sigma_i}^\dagger = \mathbb{1}. \hspace{1cm} (5.11)$$
Lastly, we can also decompose the state from the left up to site $l$ and from the right up to site $l+1$. We therefore end up with a decomposition
\[ c_{\sigma_1...\sigma_L} = A^{\sigma_1} ... A^{\sigma_l} SB^{\sigma_{l+1}} ... B^{\sigma_L}, \]
which contains the singular values on the bond $(l, l+1)$ and that will be referred as mixed canonical matrix product state.

This decomposition process can be viewed also in terms of tensor network diagrams. In Figure 5.4 the initial state vector or, to be more rigorous, the initial state rank-$L$ tensor, is rewritten in the mixed canonical MPS representation. Tensors with triangular shape are those satisfying relations (5.10) and (5.11), graphically represented in Figure 5.5.

We have rewritten our quantum state in terms of a MPS but where are all the advantages? The effect of SVDs is to reshape our initial vector but the size of parameters remains exponentially big. Furthermore, in addition to the initial physical indices $\sigma_1, ..., \sigma_L$ (the vertical ones in figure 5.4), we have some new degrees of freedom responsible for gluing together our tensors and represented by contracted horizontal lines in figure 5.4. What are they?

These indices, as we will see in a moment, turn out to have an important physical meaning: they represent the structure of the many-body entanglement in the quantum state $|\psi\rangle$, and the number of different values that each one of them can take is a quantitative measure of the amount of quantum correlations in the wave function. They are usually called bond indices and the number of possible values they can take is referred as bond dimension. In order to reduce the parameters space, we can arbitrary choose a value $m$ and force all bond dimensions to be equal (or lower) to $m$. Doing this we get only $O(Ldm^2)$ parameters instead of $O(d^L)$.

To better understand what we are cutting with this approximation and how entanglement relates to the bond indices, let us give an example. Imagine of having an MPS with bond dimension $m$ for all indices such as the one in Figure 5.6. Let us now estimate the entanglement entropy of the blocks shown in the figure. For doing this we call $\alpha$ the
index across the boundary of the block and we write the state in terms of unnormalized kets for the left and right blocks as

$$|\psi\rangle = \sum_{\alpha=1}^{m} |\text{left}(\alpha)\rangle \otimes |\text{right}(\alpha)\rangle$$  \hspace{1cm} (5.13)

The reduced density matrix of e.g. the left part is given by

$$\rho_{\text{left}} = \sum_{a,a'} X_{aa'} |\text{left}(\alpha)\rangle \langle \text{left}(\alpha')|,$$  \hspace{1cm} (5.14)

where $X_{aa'} = \langle \text{right}(\alpha') | \text{right}(\alpha) \rangle$. This reduced density matrix clearly has a rank that is, at most, $m$ (the same conclusions would apply if we considered the right block). Moreover, the entanglement entropy of the block, $S = -\text{tr}(\rho_{\text{left}} \log \rho_{\text{left}})$, is upper bounded by the logarithm of the rank of $\rho_{\text{left}}$. So, in the end, we get

$$S \leq \log m$$  \hspace{1cm} (5.15)

which is a version of the area law for entanglement entropy since in one dimension the boundary between the two blocks has simply dimension 1. In fact, we can also interpret this equation as every broken bond index giving an entropy contribution of at most $\log m$. For more complex TN such as PEPS (Projected Entangled Pair State, a two dimensional grid of tensors) this equation is slightly modified. In that case, choosing e.g. a square block, we cut $4L$ bonds, where $L$ is the number of tensors for each side of the square, and the entanglement entropy is upper bounded by

$$S(L) \leq 4L \log m.$$  \hspace{1cm} (5.16)

Let us discuss the above result. First, if $m = 1$ then the upper bound says that $S(L) = 0$ no matter the size of the block. That is, no entanglement is present in the wave function. This is a generic result for any TN: if the bond dimensions are trivial, then no entanglement is present in the wave function, and the TN state is just a product state. This is the type of ansatz that is used in e.g. mean field theory. Second, for any $m > 1$ we have that the ansatz can already handle an area-law for the entanglement entropy. Changing
the bond dimension $m$ modifies only the multiplicative factor of the area-law. Therefore, in order to modify the scaling with $L$ one should change the geometric pattern of the TN. This means that the entanglement in the TN is a consequence of both $m$ (the size of the bond indices), and also the geometric pattern (the way these bond indices are connected). In fact, different families of TN states turn out to have very different entanglement properties, even for the same $m$. Third, notice that by limiting $m$ to a fixed value greater than one we can achieve TN representations of a quantum many-body state which are both computationally efficient (as in mean field theory) and quantumly correlated (as in exact diagonalization). In a way, by using TNs one gets the best of both worlds.

The last point that remains to be clarified is how can we cut the bond indices to some fixed dimension $m$. Also in this case the answer is very easy and singular values decomposition gives us the recipe. The entanglement entropy is directly related to the Schmidt coefficients so one only needs to take only the $m$ most relevant coefficients on each bond index and discard all the others.

### 5.3 Matrix Product Operators

If we consider a single coefficient $\langle \sigma | \psi \rangle$ of an MPS,

$$\langle \sigma | \psi \rangle = M^\sigma_1 M^\sigma_2 \cdots M^\sigma_{L-1} M^\sigma_L,$$

it is a natural generalization to try to write coefficients $\langle \sigma | \hat{O} | \sigma' \rangle$ of operators as

$$\langle \sigma | \hat{O} | \sigma' \rangle = W^{\sigma_1 \sigma'_1} W^{\sigma_2 \sigma'_2} \cdots W^{\sigma_{L-1} \sigma'_{L-1}} W^{\sigma_L \sigma'_L},$$

where the $W^{\sigma \sigma'}$ are matrices just like the $M^\sigma$, with the only difference that, being representation of operators, they need both outgoing and ingoing physical states:

$$\hat{O} \equiv \sum_{\sigma, \sigma'} W^{\sigma_1 \sigma'_1} W^{\sigma_2 \sigma'_2} \cdots W^{\sigma_{L-1} \sigma'_{L-1}} W^{\sigma_L \sigma'_L} | \sigma \rangle \langle \sigma' |.$$
Also the diagrammatic representation introduced for MPS can be easily extended for MPO. The only difference is that now, instead of a single index representing the physical state, we have two vertical indices, one down and one up, for the ingoing and outgoing physical states, see Figure 5.7.

A tensor product operator \( W = W^{[1]} \otimes W^{[2]} \otimes \cdots \otimes W^{[L]} \) is already written as an MPO so expectation values of local observables and correlation functions on an MPS can be evaluated efficiently. It can result more difficult to understand how to write standard operators like Hamiltonians. Consider, for example, the Bose-Hubbard Hamiltonian

\[
H = -t \sum_{l,l+1} (a_{l}^\dagger a_{l+1} + a_{l+1}^\dagger a_{l}) + U \sum_{l} n_{l}(n_{l} - 1). \tag{5.20}
\]

We can rewrite it using MPO matrices as

\[
W^{[l]} = \begin{pmatrix}
0 & -ta_{l} & -a_{l}^\dagger & H_{l} \\
0 & 0 & 0 & a_{l}^\dagger \\
0 & 0 & 0 & a_{l} \\
0 & 0 & 0 & 1
\end{pmatrix}, \tag{5.21}
\]

where the single-site operator is \( H_{l} = Un_{l}(n_{l} - 1)/2 \). In this formula we interpret the entries in \( W^{[l]} \) as indicating which operator in the basis \(|\sigma\rangle\langle\sigma'|\) is assigned to what weight.

There is a convenient device for constructing MPOs based on finite state machines. The idea is essentially to consider the matrix \( W^{[l]} \) as the adjacency matrix of a directed graph, where all the different paths through the graph correspond exactly to all the terms occurring in the operator formula. In Figure 5.8 the graph associated with the Bose-Hubbard Hamiltonian is shown. By tracing all the possible paths starting at 1 and of length \( L \) through the graph, all terms of Eq. (5.20) will be generated. The graph can be translated to Eq. (5.21) by inserting the symbols over the arrow connecting state \( i \) and \( j \) into the matrix-entry \( W^{[l]}_{ij} \). Tracing the paths corresponds to multiplying the matrices \( W \) in the MPO formula Eq. (5.19).

Note that is quite easy to create terms with exponentially decaying weight by placing an operator on the diagonal of \( W^{[l]} \) or, equivalently, adding a loop in the corresponding finite state machine. For example, inserting a loop on the node 5 with weight \( \lambda \mathbb{1} \) in the graph to the right in Figure 5.8 will generate interactions terms \( V_{2}\lambda^{k}n_{l}n_{l+k} \) for all \( l \) and \( k \geq 2 \).
5.4 Variational algorithm

We understood how TN (MPS in case of one dimensional systems) are very good ansätze for approximating ground states and low-energy excitations of local Hamiltonians. However, we still need a way for finding the coefficients of the tensors. For doing so there are different ways which depend on the type of the system and on the type of the state that is targeted. Here we explain the basic idea behind the variational optimization of an MPS in order to find the ground state of a one dimensional system.

Assume \( \hat{H} \) given in MPO form and consider a class of MPS with predefined matrix dimensions (simply think about a random MPS with matrices \( M^{\sigma} \) of desired shape and size, but no normalization assumed for the moment). In order to find the optimal approximation to the ground state within this class, we have to find the MPS \(| \psi \rangle \) that minimizes

\[
E = \frac{\langle \psi | \hat{H} | \psi \rangle}{\langle \psi | \psi \rangle} \quad (5.22)
\]

In order to solve this problem, we introduce a Lagrangian multiplier \( \lambda \), and extremize

\[
\langle \psi | \hat{H} | \psi \rangle - \lambda \langle \psi | \psi \rangle. \quad (5.23)
\]

In the end, \(| \psi \rangle \) will be the desired ground state and \( \lambda \) the ground state energy. The problem with this approach is that the variables (the matrix elements \( M^{\sigma}_{\sigma a a'} \)) appear in the form of products, making this a highly non-linear optimization problem. But it can be done iteratively, too, and this is the idea that also drives DMRG: while keeping the matrices on all sites but one \((l)\) constant, consider only the matrix entries \( M^{\sigma}_{\sigma a_{l-1} a_l} \) on site \( l \) as variables. Then the variables appear in Eq. (5.23) only in quadratic form, for which the determination of the extremum is a benign linear algebra problem. This will lower the
energy, and find a variationally better state, but of course not the optimal one. Now one
continues to vary the matrix elements on another site for finding a state again lower in
energy, moving through all sites multiple times, until the energy does not improve any
more.

Rewriting the variational equation (5.23) in terms of tensors of our MPS and our MPO
we get the expression diagrammatically showed in Figure 5.9. At this point we reshape
the unknown tensor $M_{a_{l-1},a_l}$ to a vector $v$ and the two shaded region in Figure 5.9 to
matrices $H_{\text{eff}}$ and $N$ arriving to a generalized eigenvalue problem of matrix dimension
$(d m^2 \times d m^2)$,

$$H_{\text{eff}} v - \lambda N v = 0.$$  \hspace{1cm} (5.24)

Solving for the lowest eigenvalue $\lambda_0$ gives us a vector $v_0^{a_{l-1},a_l}$ which is reshaped back to
$M_{a_{l-1},a_l}$, $\lambda_0$ being the current ground state energy estimate. In general $d m^2$ is too large for
an exact diagonalization, but since we are interested only in the lowest eigenvalue and
eigenstate we can use eigensolvers suited for this aim like Lanczos solvers. In addition,
generalized eigenvalue problems can become numerically very demanding if the condi-
tion number of $N$ becomes bad. We can avoid this problem if we ensure that the state is
left-normalized up to site $l-1$ and right normalized from site $l+1$. In this situation we
can use the properties showed in Figure 5.5 and simplify $N$ to the identity matrix.

To summarize the optimal algorithm runs as follows.

- Start from some guess state $|\psi\rangle$, right-normalized.

- **Right sweep:** Sweep through the lattice starting from site $l = 1$ to site $l - 1$ and
  at each site solve the standard eigenproblem for $M^{a_l}$. Left normalize the obtained
  $M^{a_l}$ into $A^{a_l}$ by SVD. The remaining matrices of the SVD are multiplied to the right

---

**Figure 5.9:** Generalized eigenvalue problem for the optimization of the $M_{a_{l-1},a_l}$ vector (tensor
reshaped to a vector). The unknown vector is the circled one, the left shaded region represents
$H_{\text{eff}}$ and the right one $N$. 
into $M^{\sigma_{l-1}}$ which will be the starting guess for the eigensolver in the next site. Move on by one site and repeat.

- **Left sweep:** Sweep through the lattice starting from site $l = L$ to site 2 and at each site solve the standard eigenproblem for $M^{\sigma_l}$. Right normalize the obtained $M^{\sigma_l}$ into $B^{\sigma_l}$ by SVD. The remaining matrices of the SVD are multiplied to the left into $M^{\sigma_{l-1}}$ which will be the starting guess for the eigensolver in the next site. Move on by one site and repeat.

- Repeat right and left sweeps until convergence is reached.

This variational MPS algorithm is quite prone to getting stuck, thus not giving the correct ground state. Once we arrive in a well-defined symmetry sector then each one of the states will have a good quantum number and their distribution can not change any more. This means that if it does not correspond to the distribution that the variationally optimal state would yield, it can never reach that state.

To overcome this limitation one can use a two-site optimization. In this case the optimization will be done on two nearest sites contracted, i.e. a matrix of dimension $(d^2 m^2 \times d^2 m^2)$, and the resulting reshaped tensor will have to be split again in two tensors via SVD with the notice of truncating the just created bond link to dimension $m$.

### 5.5 Time evolution algorithms

In this section we analyse two different methods for obtaining the time evolution of a quantum state described by an MPS. The first one is the conventional Time Evolving Block Decimation (TEBD) method based on a Lie-Trotter-Suzuki decomposition of the evolution operator. The second is the Dirack-Frenkel Time Dependent Variational Principle (TDVP) based on a splitting of the projector onto the matrix product state tangent space [87,88].

#### 5.5.1 Time Evolving Block Decimation method

If one has an Hamiltonian $H$ consisting only of nearest-neighbour interactions, i.e. $H = \sum_i h_i$, where $h_i$ contains only the terms relative to sites $i$ and $i + 1$, a first-order Trotter decomposition of the relative evolution operator is

$$ e^{-iH\tau} = e^{-ih_1\tau} + e^{-ih_2\tau} + \ldots + e^{-ih_{L-2}\tau} + e^{-ih_{L-1}\tau} + o(\tau^2). \quad (5.25) $$
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**Figure 5.10:** Time evolution of an MPS by a time step $\tau$. Blue tensors are gates corresponding to the exponentiation of Hamiltonians for odd links, red ones are those corresponding to the exponentiation of Hamiltonians for even links.

It contains an error because the link Hamiltonians do not commute, $[h_i, h_{i+1}] \neq 0$. In order to have commuting terms one can split $H$ in even ($h^E_i$, $i = 2, 4, ...$) and odd ($h^O_i$, $i = 1, 3, ...$) operators acting respectively on even and odd links and then apply all the odd gates first and the even ones after as shown in Figure 5.10. The big problem of this method is that finding a way of splitting the Hamiltonian in commuting pieces becomes more and more difficult for non nearest-neighbour Hamiltonians. A simple improvement on the algorithm given above is to do a second-order Trotter decomposition

$$e^{-iH\tau} = e^{-iH_{\text{odd}}\tau/2} + e^{-iH_{\text{even}}\tau} + e^{-iH_{\text{odd}}\tau/2} + o(\tau^3) \quad (5.26)$$

and this is what is used in the next.

The resulting algorithm consists of the following steps (assuming an initial MPS right-normalized):

1. Contract $h^O_1$ on first link
2. Do a (truncated) SVD-decomposition for getting back two tensors, left-normalize the two tensors and put the remainder in the next link
3. Repeat steps 1 and 2 for remaining odd links
4. Contract $h^E_{L-2}$ (or $h^E_{L-1}$ if $L$ is odd) on right end of the chain
5. Do a (truncated) SVD-decomposition for getting back two tensors, right-normalize the two tensors and put the remainder in the next link
6. Repeat steps 3 and 4 for remaining even links
5.5 Time evolution algorithms

An MPS can be brought into a mixed-canonical form with a one-site center, $AC(n)$, at site $n$ (a) or even a zero-site center, $C(n)$, whose singular values correspond to the Schmidt coefficients of the state (b). One-site effective Hamiltonian $H(n)$ (c). Similarly, one can define a zero-site effective Hamiltonian $K(n)$ (d) which can easily be computed from $H(n)$. Right-hand side (up to the factor $-i$) of the TDVP equation, Eq. (5.27) (e).

5.5.2 Time Dependent Variational Principle method

The TDVP method corresponds to an orthogonal projection of the evolution vector of the Schrödinger equation ($-iH|\Psi\rangle$) onto the tangent space of the MPS manifold at the current state:

$$\frac{d|\Psi(M)\rangle}{dt} = -iP H|\Psi(M)\rangle \quad (5.27)$$

In this way the state is always in the MPS manifold and can be described by a set of time evolving parameters corresponding to the tensors of the MPS ($M$ matrices).

The tangent space projector applied to $H|\Psi\rangle$ results in the diagrammatic expression of Figure 5.11 (e) where $H(n)$ and $K(n)$ are defined in Figure 5.11 (c)-(d) (for the explicit calculation of the projector see Supplemental Material of [88]). Taking the MPS in the form of Figure 5.11 (a) or Figure 5.11 (b) alternatively, we have the time-dependent parameters in tensors $A$ and $C$ and these tensors are the only ones that matter in the time derivative of the state. Equation (5.27) can be then exactly integrated for every single
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FIGURE 5.12: Spin-1 Heisenberg chain: time evolution of the local magnetization after a local quench at the center of the chain. Comparison between results of [91] (left box) and those obtained by a TDVP-TS evolution (right box). Left box is a figure taken from [91].

term of the sum with solutions:

\[ A_n(t) = \exp\left[-iH(n)t\right] A_n(0) \]  \hspace{1cm} (5.28)

\[ C_n(t) = \exp\left[iK(n)t\right] C_n(0) \]  \hspace{1cm} (5.29)

Since we have a differential equation consisting in a sum of integrable parts it is natural to use a Lie-Trotter splitting approach and to evolve every single integrable part for a small step \( \tau \). In addition, the normal DMRG sweep already defines a natural order in doing so. Another simplification is the existence of Lanczos routines [89, 90] for computing matrix exponential acting on a vector without the need of explicitly calculating the exponential.

The resulting algorithm for single-site integration consists of the following steps (assuming an initial MPS right-normalized):

1. Evolve \( A(n, t) \) according to Eq. (5.28) obtaining \( A(n, t + \tau) \)

2. Do a QR-decomposition of \( A(n, t + \tau) \) into a left normalized tensor and a remainder \( C(n, t + \tau) \)

3. Evolve \( C(n, t + \tau) \) backwards according to Eq. (5.29) obtaining the new \( C(n, t) \)

4. Absorb \( C(n, t) \) into the next site to create the new \( A(n + 1, t) \)

5. Repeat steps 1-4 for all sites.
This algorithm can also be extended to a 2-sites version in which Eqs. (5.28)-(5.29) are replaced by

\[
A_{n:n+1}(t) = \exp[-iH(n:n+1)t] A_{n:n+1}(0) \\
A_n(t) = \exp[iH(n)t] A_n(0)
\]

where Eq. (5.31) is the backwards analogous of Eq. (5.28), \(A_{n:n+1}\) is the tensor resulting by the contraction of two neighbours sites and \(H(n:n+1)\) is the 2-sites version of Fig. 5.11(c). In this case on step 2 one has to perform a truncated SVD-decomposition to cut the bond dimension at the desired value. For a more specific description of the steps see Supplementary Material of [88].

5.5.3 Test: local quench

In order to check the validity of this relatively new method and to compare it with the more acknowledged TEBD, we repeat some results well known in literature analysing the correctness and timing performances of TDVP.

As a first test we consider the time evolution of the on-site magnetization for an excited state of a spin-1 Heisenberg chain [91]. In order to study the dynamics of this excitation, we first run the variational algorithm for obtaining the ground state of a chain of 200 sites. Then we perform a preliminary sweep to apply \(\hat{S}^+\) to a single site located at the center of the chain thus getting the initial state as a localized wave packet consisting of all wave vectors. Finally we let this initial state evolve in time under the action of the Heisenberg Hamiltonian, and we measure the local magnetization \(S_z(j)\) for each site \(j\) at every time step. The initial wave packet spreads out as time progresses; different components move with different speeds, given by the corresponding group velocity.

In Figure 5.12 we compare the results taken from [91] with those obtained with a two sites TDVP evolution. As one can see the plots are very similar. The differences with respect to the single site TDVP evolution have also been checked. The latter is much faster (see next section for a detailed time analysis) and, for this particular case, the lost in precision is not so pronounced as one can see in Figure 5.13. This figure shows the differences in local magnetization at different times for the two site (TS) and single site (SS) TDVP evolution. These differences grow with time but also for the longest time reached in the simulation they remain around 0.5% of the maximum magnetization value.
5.5.4 Test: global quench

As a second test we consider the evolution of the block entanglement entropy in a linear $XXZ$ chain. The state of the system at time $t = 0$ is the anti-ferromagnetic one. We let this initial state evolve with the Hamiltonian of the $XX$ model thus changing from an initial product state to an entangled one. This entanglement can be measured by the
von Neumann entropy of the reduced density matrix of the block $\rho(t)$:

$$S(t) = -\text{Tr}[\rho(t)\log_2\rho(t)]$$  

(5.32)

This has been done for different values of the bond dimension $m$ ranging from 30 to 200. Clearly, as the state evolves towards an entangled one, the entanglement present in the system grows and one needs more states to correctly describe it. An estimate of the number of states needed for an accurate description is given by $\propto 2^{S(t)}$ so when the block entropy reaches a ($m$-dependent) critical value it diverges from the theoretical curve. To maintain consistency with Ref. [92] we analyse $S(t)$ for a block of length 6 in a chain of 50 sites and with a time step $d\ t = 5 \times 10^{-2}$.

For this system we test the two sites TDVP algorithm not only against the literature result [92] but also against the TEBD algorithm. This comparison can be viewed in Figure 5.14. As one can see the block entropies obtained with the two different algorithms are in very good agreement between each other and also with respect to results of [92]. The single site TDVP instead diverges from the ideal curve much before (see Figure 5.15) making it not suitable for simulate systems of this type.

### 5.5.5 Strictly Single-Site TDVP Algorithm with Subspace Expansion

Single site TDVP is much faster than two sites TDVP but, as shown in the previous sections, it gives less accurate or, in some cases, even wrong results. We can try to improve
the single-site algorithm implementing a method called “Strictly Single Site with Subspace Expansion” [93]. This method is designed for the variational algorithm and is based on an enlargement of the MPS tensors and a subsequent singular value decomposition during the minimization sweep (for more details see Ref. [93]). The steps we followed in adapting this method to the TDVP one are synthesized in Figure 5.16. The only thing that changes with respect to the normal single site TDVP algorithm is the tensor enlargement (see Ref. [93] for the explicit expression of the enlarged term) after the time evolution of the site tensor (step (c) in Fig. 5.16).

In Figure 5.17 the results of this algorithm compared with the “exact” two sites TDVP are shown. As one can see they are in very good agreement between each other. In the next section we will also analyse the differences in execution time for the different time evolution algorithms treated in this Section.

5.5.6 Timing

So far we have introduced two different algorithms for the time evolution of an MPS: Time Evolving Block Decimation method and Time Dependent Variational Principle method. For this second algorithm we have also introduced three different variants: Single Site, Two Sites and Single Site with subspace expansion. Now we want to analyse them from the point of view of the performances.

For doing so we ran 20 repetitions of each couple \((m, \text{alg})\) with equal initial conditions and where \(m = 30, 50, 75, 100, 150, 200\) and \(\text{alg} = \text{TDVP TS}, \text{TDVP SS}, \text{TDVP SSenh}, \text{TEBD}\).
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**Figure 5.17:** XX(Z) chain, comparison between “exact” two sites TDVP and single site TDVP with subspace expansion.

**Figure 5.18:** XX(Z) chain: execution time for different algorithms as a function of $m$. Dashed lines are fitted curves $\sim A m^\alpha$ with fitting parameter $\alpha$ indicated.

The averaged CPU times obtained are reported in Figure 5.18.

As one can see, TEBD is the fastest, at least one order of magnitude faster than the others. The slowest seems to be the single site TDVP with subspace expansion and this can be surprising at first since its creators claim that, for what regards the minimization, it is about 4 times faster than two sites version [93]. An explanation can be that in the
minimization procedure with subspace expansion the tensor that is minimized has always dimension $m^2d$ as in the normal single site algorithm. Here instead we evolve in time a $m^2d$ tensor and a $m^2(s + 1)$ one (with $s$ the MPO dimension) opposed to the single site TDVP case where tensors have dimensions $m^2d$ and $m^2$.

Another thing that has to be considered is that all algorithms have been only checked for what regards the correctness of results but they have not been optimized with respect to performances.
In this Thesis I have presented our study on dynamical properties of mixtures of ultra-cold Bose gases. We analysed the behaviour of this system in different regimes: with and without coherent coupling between the two components, in homogeneous and harmonic shaped trapping potentials and in different dimensions and geometries. Most of the results presented here have been obtained by means of numerical solutions of coupled Gross-Pitaevskii equations and have been compared with theoretical predictions (and sometimes experiments), describing the same phenomena.

In Chapter 2 the stability of persistent currents in a two-component Bose-Einstein condensate in a toroidal trap is studied in both the miscible and the immiscible regime. In the miscible regime we show that superflow decay is related to linear instabilities of the spin-density Bogoliubov mode. We find a region of partial stability, where the flow is stable in the majority component while it decays in the minority component. We also characterize the dynamical instability appearing for a large relative velocity between the two components. In the immiscible regime the stability criterion is modified and depends on the specific density distribution of the two components. The effect of a coherent coupling between the two components is also discussed.

In Chapter 3 I have presented our study on the collective modes of the minority component of a highly unbalanced Bose-Bose mixture. In the immiscible case we find that the ground state can be a two-domain walls soliton. Although the mode frequencies are continuous at the transition, their behaviour is very different with respect to the miscible case. The dynamical behaviour of the solitonic structure and the frequency dependence
Conclusion

on the inter- and intra-species interaction is numerically studied using coupled Gross-Pitaevskii equations.

In this chapter we also showed the results of the study on the static and the dynamic response of coherently coupled two component Bose-Einstein condensates due to a spin-dipole perturbation. The static dipole susceptibility is determined and is shown to be a key quantity to identify the second order ferromagnetic transition occurring at large inter-species interactions. The dynamics, which is obtained by quenching the spin-dipole perturbation, is very much affected by the system being paramagnetic or ferromagnetic and by the correlation between the motional and the internal degrees of freedom. In the paramagnetic phase the gas exhibits well defined out-of-phase dipole oscillations, whose frequency can be related to the susceptibility of the system using a sum rule approach. In particular in the interaction $SU(2)$ symmetric case, when all the two-body interactions are the same, the external dipole oscillation coincides with the internal Rabi flipping frequency. In the ferromagnetic case, where linear response theory is not applicable, the system shows highly non-linear dynamics. In particular we observe phenomena related to ground state selection: the gas, initially trapped in a domain wall configuration, reaches a final state corresponding to the magnetic ground state plus small density ripples. Interestingly, the time during which the gas is unable to escape from its initial configuration is found to be proportional to the square root of the wall surface tension.

Finally, in Chapter 5 I have introduced the Tensor Network method, a numerical method that allows to correctly take into account quantum correlation. This method is also very useful for extending the results obtained in this Thesis.
The Gross-Pitaevskii equation

\[ i\hbar \frac{\partial}{\partial t} \psi(r, t) = \left( -\frac{\hbar^2 \nabla^2}{2m} + V_{\text{ext}}(r) + g|\psi(r, t)|^2 \right) \psi(r, t) \]  

(A.1)

should be solved numerically except in some important limits, one of this is the Thomas-Fermi limit. If we are in the presence of a repulsive interaction \((g > 0)\) the gas will expand and the size of the cloud will increase. Eventually, if the effect of the interaction is very significant, the width of the gas will become so large and the density profile so smooth that we can ignore the kinetic energy term in the Gross-Pitaevskii equation. This limit is called the Thomas-Fermi limit and it is characterized by the following analytical solution for the order parameter

\[ \Psi_{\text{TF}}(r) = \sqrt{n_{\text{TF}}(r)} = \sqrt{\frac{1}{g} \left[ \mu_{\text{TF}} - V_{\text{ext}}(r) \right]} . \]  

(A.2)

The chemical potential \(\mu_{\text{TF}}\) is obtained by imposing the normalization of \(n_{\text{TF}}\) to the number of particles, \(\int d\mathbf{r} |\psi(\mathbf{r})|^2 = N\), and it takes the value

\[ \mu_{\text{TF}} = \frac{\hbar \omega_{\text{ho}}}{2} \left( \frac{15N \alpha}{a_{\text{ho}}} \right)^{2/5} \]  

(A.3)

where \(a_{\text{ho}} = \sqrt{\hbar/(m \omega_{\text{ho}})}\) is the oscillator length associated with the geometrical average of the three trapping frequencies, \(\omega_{\text{ho}}\).
We now introduce a crucial quantity for the theory that characterizes the interacting nature of the system, namely the healing length

\[ \xi = \sqrt{\frac{\hbar^2}{2mgn}}. \]  

It is the shortest distance over which the wave function can change and is obtained equating the kinetic term to the energy scale of the system given by the chemical potential. Typically \( \xi \) is much smaller than the dimension of the system and smoothing of the wave function only occurs in a thin boundary layer so these surface effects give only small corrections to results calculated using the Thomas-Fermi approximation.

The condition of validity for the Thomas-Fermi approximation can be investigated rescaling the Gross-Pitaevskii equation (A.1) with spherical harmonic trapping of frequency \( \omega_{ho} \) and using \( a_{ho} \) and \( h\omega_{ho} \) as units of length and energy:

\[ \left[ -\tilde{\nabla}^2 + \tilde{r}^2 + 8\pi \left( \frac{Na}{a_{ho}} \right) \tilde{\Psi}^2(\tilde{r}) \right] \tilde{\Psi}(\tilde{r}) = 2\tilde{\mu} \tilde{\Psi}(\tilde{r}) \]  

(A.5)

where \( \tilde{\Psi} = N^{-1/2}a_{ho}^{-3/2}\Psi_0 \). So, in order to ignore the kinetic term we must have that the so called Thomas-Fermi parameter \( Na/a_{ho} \) is much higher than 1.

The density profile takes the form of an inverted parabola which vanishes at the classical turning point where \( V_{ext}(R_k) = \mu_{TF}, \ k = x, y, z \). In case of an isotropic trapping these radii reduce to a single value

\[ R_{TF} = a_{ho} \left( 15Na/a_{ho} \right)^{1/5} \]  

(A.6)

and, if we evaluate the healing length at the centre of the trap where \( n_{TF}(0) = \mu/g \), we obtain for the ratio of \( \xi \) and \( R \) as

\[ \frac{\xi}{R} = \left( 15Na/a_{ho} \right)^{-2/5} \]  

(A.7)

showing that, as previously said, in the Thomas-Fermi limit the healing length becomes much smaller than the size of the condensate.

### A.1 Thomas-Fermi approximation for 2-component BEC in a ring trap

To apply Thomas-Fermi approximation to our condensate in a ring geometry it is convenient to assume a displaced harmonic trap as confining potential (this has been done
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**Figure A.1:** Thomas-Fermi density profiles for a two-component mixture in a ring shaped harmonic trap. Dashed line corresponds to the balanced mixture, $N_a = N_b$, solid lines to the unbalanced one with polarization $P_z = (N_a - N_b)/N = 0.4$.

For example in [52],

$$V(r_\perp) = \frac{1}{2} m \omega_\perp^2 (r_\perp - R_0)^2,$$

(A.8)

where $m$ is the atomic mass, $\omega_\perp$ is the trapping frequency, $r_\perp^2 = x^2 + y^2$ is the radial coordinate and $R_0$ is the position of the potential minimum. Without any loss of generality we are considering here a two dimensional system as we have done in [22].

Neglecting the quantum pressure term in GP equations and assuming equal intra-species scattering lengths ($g_a = g_b = g$), the densities for components $\sigma = a, b$ are given by

$$n_\sigma = n_0 \left[ 1 - \left( \frac{r_\perp - R_0}{R_{TF}} \right)^2 \right] \pm \delta n,$$

(A.9)

with $\pm$ corresponding respectively to $a$ and $b$. In the last expression we used the central density $n_0$, the Thomas-Fermi radius $R_{TF}$ and the half density difference $\delta n$ given respectively by

$$n_0 = \frac{1}{2} \frac{\mu_a + \mu_b}{g + g_{ab}},$$

(A.10)

$$R_{TF}^2 = \frac{\mu_a + \mu_b}{m \omega_\perp^2},$$

(A.11)
\[ \delta n = \frac{1}{2} \frac{\mu_a - \mu_b}{g - g_{ab}}. \] (A.12)

The quantity \( R_{\text{TF}} \) corresponds to the Thomas-Fermi radius of the total density. Since the components can be differently populated, the radial extent of the corresponding clouds can also be different. This allows us to define inner (+) and outer (−) radii for the two components as

\[ R^a_\pm = R_0 \pm \delta R_a = R_0 \pm R_{\text{TF}} \sqrt{1 + \frac{\delta n}{n_0}}, \] (A.13)

\[ R^b_\pm = R_0 \pm \delta R_b = R_0 \pm R_{\text{TF}} \sqrt{1 - \frac{\delta n}{n_0}}. \] (A.14)

Normalization of the densities to \( N_a \) and \( N_b \) gives the chemical potentials

\[ \mu_a = \frac{\mu_0}{g + g_{ab}} \left[ g \left( \frac{2N_a}{N} \right)^{2/3} + g_{ab} \left( \frac{2N_b}{N} \right)^{2/3} \right], \] (A.15)

\[ \mu_a = \frac{\mu_0}{g + g_{ab}} \left[ g \left( \frac{2N_b}{N} \right)^{2/3} + g_{ab} \left( \frac{2N_a}{N} \right)^{2/3} \right], \] (A.16)

where \( \mu_0 \) is given by

\[ \mu_0 = \frac{1}{2} \hbar \omega_\perp \left( \frac{3}{16\pi^2} \frac{g + g_{ab} a_\perp^2}{R_0} N \right)^{2/3}, \] (A.17)

and corresponds to the chemical potential of the symmetric mixture \( (N_a = N_b) \). An example of what these density profiles look like is given in Figure A.1, where the relevant parameters are indicated. We can also rewrite the chemical potentials as functions of the total number of particles \( N = N_a + N_b \) and of the polarization \( P_z = (N_a - N_b)/N \)

\[ \mu_a = \frac{\mu_0}{g + g_{ab}} \left[ g \left( 1 + P_z \right)^{2/3} + g_{ab} \left( 1 - P_z \right)^{2/3} \right], \] (A.18)

\[ \mu_a = \frac{\mu_0}{g + g_{ab}} \left[ g \left( 1 - P_z \right)^{2/3} + g_{ab} \left( 1 + P_z \right)^{2/3} \right]. \] (A.19)

### A.2 Speed of sound correction in a ring trap

The spin speed of sound expression used to delimit the region in which currents are stable in chapter 2.3 is calculated taking into account a one dimensional system. Here we calculate the correction to this value given by the presence of a transverse (radial) degree of freedom.

For a single component condensate in a 3D harmonic trap the renormalizing factor ranges from unity in the noninteracting limit to \( 1/\sqrt{2} \) in the Thomas-Fermi one \[94, 95\].
This correction depends on the geometry and on the density structure, not in the nature of the mode (spin or density) or in the number of components (provided that the mixture is in the miscible phase).

In order to simplify our problem we observe two things. First, a ring trap with circumference, $2\pi R_0$, much larger than the radial width can be thought of as a very long prolate trap with periodic boundary conditions. Second, the densities of the two components in the Thomas-Fermi limit take the same inverted parabola structure as for one component (see Section A.1). Therefore, without any loss of generality, we can calculate the Thomas-Fermi correction factor to the speed of sound for a single component condensate confined in a 2D prolate trap and apply it to the two-component ring-confined case.

To derive the correction factor to the speed of sound we start from the hydrodynamic equations for the density and the velocity in a 2D system,

$$\frac{\partial n}{\partial t} + \nabla_{\perp} (vn) = 0,$$

$$m\frac{\partial v}{\partial t} + \nabla_{\perp} \left[ V_{\text{ext}} + gn + - \frac{\hbar^2}{2m\sqrt{n}} \nabla_{\perp}^2 \sqrt{n} + \frac{1}{2} mv^2 \right] = 0,$$

where $V_{\text{ext}} = \frac{1}{2} m \omega^2 x^2 + \frac{1}{2} m \omega^2 y^2$. We want to analyse the situation where $\omega_x \gg \omega_y$, which is the relevant one for the toroidal trap where the $y$ coordinate corresponds to the azimuthal angle around the trap axis. Neglecting the quantum pressure term ($\sim \nabla_{\perp}^2 \sqrt{n}$), the ground state at rest is characterized by an inverted parabola profile with Thomas-Fermi radii given by $R_x = \sqrt{\frac{2\mu}{m\omega_x^2}}$ and $R_y = \sqrt{\frac{2\mu}{m\omega_y^2}}$. The system forms an ellipse on the $xy$-plane with minor and major axis given by $R_x$ and $R_y$ respectively. The chemical potential is given by $\mu = \hbar \omega_y \sqrt{N\bar{g}/(\pi \lambda_{\perp})}$, where $\bar{g} = g/(\hbar \omega_y a_y^2)$, with $g$ the 2D coupling constant, $a_y = \sqrt{\hbar/(m\omega_y)}$ and where we have introduced the ratio of trapping frequencies $\lambda_{\perp} = \omega_y/\omega_x$.

By linearising the hydrodynamic equations and combining them, one finds the eigenvalue equation

$$\omega^2 \delta n = -\partial_x \left( \frac{\mu - V_{\text{ext}}}{m} \partial_x \delta n \right) - \partial_y \left( \frac{\mu - V_{\text{ext}}}{m} \partial_y \delta n \right),$$

where $\delta n = n - n_0$ and $n_0$ is the unperturbed density. Notice that we have assumed a temporal dependence of the density perturbations $\delta n \sim e^{i\omega t}/\hbar$ and analogously for the velocity perturbation. We are interested in finding the lowest energy excitations which, consistently with our assumption $\omega_x \gg \omega_y$, will mainly come from the $y$-dependent part of the eigenvalue equation above. Neglecting thus all dependence of $\delta n$ on $x$, that is
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taking $\delta n = \delta n_0(y)$, and integrating the whole equation with respect to $x$, we find

$$\omega \delta n_0 = -\frac{1}{3} \omega_y^2 \left( R^2_y - y^2 \right) \delta n_0 + 2 \omega_y^2 y \partial_y \delta n_0. \quad (A.23)$$

For the excitations localized at the center of the trap ($y \simeq 0$) this yields

$$\omega^2 = \frac{1}{3} \omega_y^2 R_y^2 k^2 = \frac{2}{3} \frac{\mu}{m} k^2. \quad (A.24)$$

Using the well-known result $c_0 = \sqrt{\mu/m}$ for the speed of sound of a uniform condensate we recover the dispersion relation $\omega = ck$ with

$$c = \sqrt{\frac{2}{3} c_0}. \quad (A.25)$$

The correction factor due to radial confinement is thus $\sqrt{2/3}$. The main deviation from this factor would come from a density profile that was not close enough to the Thomas-Fermi limit.
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