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Abstract

The way humans learn the meaning of words is a fundamental question in many different disciplines and, from a computational perspective, an answer to this question could lead to important advances in artificial intelligence. While the details of the learning process are still an open question, what we do know is that humans make use of the very rich perceptual input present in the communicative setups in which learning takes place.

In this work, we will present three models of human learning from naturalistic multi-modal input. We will start by introducing a model that assumes a purely predictive learner existing in a non-communicative setup and show that such a computational learner when tested displays comparable learning behaviour to human learners on a novel word learning setup. We will then relax some of the learning assumptions and present a model that, instead of exposing the computational learner to a passive environment, such as the text corpora traditionally used in semantic learning experiments, it exposes the learner to communicative episodes, simulated in our experiments by corpora capturing multi-modal interactions between children and their caregivers, allowing the learner to make use of information beyond words and passive percept during learning. Finally, we will present on-going work towards interactive learning between two agents.
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Chapter 1

Introduction

How do humans learn and use language? This is fundamental question addressed by many different disciplines such as cognitive science, natural language processing but also machine learning, and from a computational perspective, an answer to this question could lead to important advances in artificial intelligence. Traditionally, computational models of meaning relying on corpus-extracted context vectors, such as LSA [57], HAL [62], Topic Models [37] and more recent neural-network approaches [20, 70] have successfully tackled a number of lexical semantics tasks, where context vector similarity highly correlates with various indices of semantic relatedness [107]. Given that these models are learned from naturally occurring data using simple associative techniques, various authors have advanced the claim that they might be also capturing some crucial aspects of how humans acquire and use language [57, 61].

However, the models induce the meaning of words entirely from their co-occurrence with other words, without links to the external world. This constitutes a serious blow to claims of cognitive plausibility in at least two respects. One is the grounding problem [38, 87]. Irrespective of their relatively high performance on various semantic tasks, it is debatable whether models that have no access to visual and perceptual information can capture the holistic, grounded knowledge that humans have about concepts. Even from an empirical perspective, there is increasing evidence in the literature in favor of grounded cognition, suggesting that humans acquire and use language within a multi-modal environment. In one of the classic studies of embodied
cognition, [78] found that when participants simply read the word for an action, the motor system became active to represent its meaning. In another study, [77] replaced words with pictures, and found that this did not disrupt sentence processing, suggesting that the pictures were integrated into multi-modal representations of sentence meaning. [36] showed that gestures can convey an emerging conceptualization that cannot yet be articulated in speech, thus complementing spoken language during communication. In [39] it was reported that sentence processing was faster when when participants’ faces were configured discretely into states associated with particular emotions and when facial emotion matched sentence emotion (see [10] for a complete review).

From both theoretical and empirical perspective it becomes clear that the computational models of meaning should have access to extra-linguistic information during learning. One possible source of such extra-linguistic information used by several studies on multi-modal learning [2, 89] is offered by subject-derived feature norms. Feature norms are procduced by human participants and aiming at capturing knowledge about concepts that is acquired by making use of our rich sensori-motor system (e.g., tigers has stripes, lemons taste bitter, elephants are big etc.). While this is a great proxy to our conceptual knowledge, feature norms are only available for a limited number of concrete concepts, preventing large-scale multi-modal learning. Moreover, since feature norms are the output of humans rather than naturalistic input, they are not suited for conducting realistic simulations of multi-modal learning. As a way to circumvent the short-comings of feature norms, very recently, a number of papers have exploited advances in automated feature extraction form images and videos to conduct multi-modal learning [16, 28, 49, 88].

Multi-modal learning, while a necessary condition for having human-like machines to which we can talk, is hardly a sufficient one. One important aspect of language is its interactive nature, the fact that we use language to communicate. This aspect however is heavily neglected in the current mainstream approach to train natural language systems, which instead expose machines to large amounts of text and having them perform passive learning (e.g., as in cases of image captioning or machine
translation [101, 117]). However, while this paradigm is an excellent way to learn general statistical associations between sequences of symbols, it focuses on the structure of language rather than on its purpose, that is, the fact that we use words to make things happen [3]!

In this work, we will present three models of human learning from naturalistic multi-modal input. We will start by introducing a model that assumes a purely predictive learner existing in a non-communicative setup and show that such a computational learner displays comparable learning behaviour as human learners on a novel word learning setup. We will then relax some of the learning assumptions and present a model that instead of placing the computational learner in a passive environment, such as corpora like Wikipedia traditionally used in semantic learning experiments, it places the learner in communicative episodes, simulated in our experiments by corpora capturing multi-modal interactions between children and their caregivers, allowing the learner to make use of information beyond words during learning. Finally, we will present on-going work towards interactive learning between two agents.

The thesis is structured as follows:

**Chapter 2**  We introduce two new models for multi-modal learning, the *Multi-modal Skipgram A* and *Multi-modal Skipgram B* (MSG-A and MSG-B respectively), which build upon the very effective skip-gram approach of [71]. Unlike previous work on multi-modal models of semantic learning that assumes access to both linguistic and visual information for all words, our model, because its joint language-vision objective encourages the propagation of visual information to representations of words for which no direct visual evidence was used, thus allowing knowledge generalization across modalities. The resulting multimodally-enhanced vectors achieve remarkably good performance both on traditional semantic benchmarks, and in their new application to the “zero-shot” [31, 96] image labeling and retrieval scenario. Moreover, we show that indirect visual evidence also affects the representation of abstract words, paving the way to new cognitive studies and novel applications in computer vision.
Chapter 3  We report a study on multimodal semantic learning from minimal exposure to natural text. In this study, we first run a set of experiments investigating whether minimal distributional evidence from very short passages extracted from realistic corpora suffices to trigger successful word learning in subjects, testing their linguistic and visual intuitions about the concepts associated to new words. After confirming that subjects are indeed very efficient distributional learners even from small amounts of evidence, we test the previously-introduced MSG-B model on the same multimodal task, finding that it behaves in a remarkable human-like way. We conclude that distributional semantic models provide a convincing computational account of word learning even at the early stages in which a word is first encountered, and that the way they build meaning representations can offer new insights into human language acquisition.

Chapter 4  We take a step towards a more realistic setup by introducing a model that operates on naturalistic images of the objects present in a communicative episode. We build upon MSG-A and enhance it to handle cross-referential uncertainty. Moreover, we extend the cues commonly used in multimodal learning (e.g., objects in the environment) to include social cues (e.g., eyegaze, gestures, body posture, etc.) that reflect speakers’ intentions and generally contribute to the unfolding of the communicative situation [100]. Specifically we incorporate information regarding the objects that caregivers are holding. We show that our model, ATTENTIVE SOCIAL MSG, is able to integrates linguistic and extra-linguistic information (visual and social cues), handles referential uncertainty, and correctly learns to associate words with objects, even in cases of limited linguistic exposure.

Chapter 5  We present a proposal for developing intelligent agents with language capabilities, that breaks away from current passive supervised regimes; agents co-exist and are able to interact with each other. In our framework, we consider the most basic act of communication, i.e., learning to refer to things, and we designed a “grounded” cooperative task that takes the form of referential games played by
two agents. The first experiments, while encouraging, revealed that it is essential
to ensure that agents will not “drift” into their own language, but instead they will
evolve one that is aligned to our natural languages.
Chapter 2

Multimodal Skip-gram Model

2.1 Introduction

Distributional semantic models (DSMs) derive vector-based representations of meaning from patterns of word co-occurrence in corpora. DSMs have been very effectively applied to a variety of semantic tasks [19, 71, 107]. However, compared to human semantic knowledge, these purely textual models, just like traditional symbolic AI systems [38, 87], are severely impoverished, suffering of lack of grounding in extra-linguistic modalities [35]. This observation has led to the development of multimodal distributional semantic models (MDSMs) [16, 28, 90], that enrich linguistic vectors with perceptual information, most often in the form of visual features automatically induced from image collections.

MDSMs outperform state-of-the-art text-based approaches, not only in tasks that directly require access to visual knowledge [15], but also on general semantic benchmarks [16, 90]. However, current MDSMs still have a number of drawbacks. First, they are generally constructed by first separately building linguistic and visual representations of the same concepts, and then merging them. This is obviously very different from how humans learn about concepts, by hearing words in a situated perceptual context. Second, MDSMs assume that both linguistic and visual information is available for all words, with no generalization of knowledge across modalities. Third, because of this latter assumption of full linguistic and visual coverage, current
MDSMs, paradoxically, cannot be applied to computer vision tasks such as image labeling or retrieval, since they do not generalize to images or words beyond their training set.

We introduce the *multimodal skip-gram* models, two new MDSMs that address all the issues above. The models build upon the very effective skip-gram approach of [70], that constructs vector representations by learning, incrementally, to predict the linguistic contexts in which target words occur in a corpus. In our extension, for a subset of the target words, relevant visual evidence from natural images is presented together with the corpus contexts (just like humans hear words accompanied by concurrent perceptual stimuli). The model must learn to predict these visual representations jointly with the linguistic features. The joint objective encourages the propagation of visual information to representations of words for which no direct visual evidence was available in training. The resulting multimodally-enhanced vectors achieve remarkably good performance both on traditional semantic benchmarks, and in their new application to the “zero-shot” image labeling and retrieval scenario. Very interestingly, indirect visual evidence also affects the representation of abstract words, paving the way to groundbreaking cognitive studies and novel applications in computer vision.

### 2.2 Related Work

There is by now a large literature on multimodal distributional semantic models. We focus here on a few representative systems. [16] propose a straightforward approach to MDSM induction, where text- and image-based vectors for the same words are constructed independently, and then “mixed” by applying the Singular Value Decomposition to their concatenation. An empirically superior model has been proposed by [90], who use more advanced visual representations relying on images annotated with high-level “visual attributes”, and a multimodal fusion strategy based on stacked autoencoders. [49] adopt instead a simple concatenation strategy, but obtain empirical improvements by using state-of-the-art convolutional neural networks to extract
visual features, and the skip-gram model for text. These and related systems take a two-stage approach to derive multimodal spaces (unimodal induction followed by fusion), and they are only tested on concepts for which both textual and visual labeled training data are available (the pioneering model of [28] did learn from text and images jointly using Topic Models, but was shown to be empirically weak by [16]).

[42] propose an incremental multimodal model based on simple recurrent networks [25], focusing on grounding propagation from early-acquired concrete words to a larger vocabulary. However, they use subject-generated features as surrogate for realistic perceptual information, and only test the model in small-scale simulations of word learning. [41], whose evaluation focuses on how perceptual information affects different word classes more or less effectively, similarly to Howell et al., integrate perceptual information in the form of subject-generated features and text from image annotations into a skip-gram model. They inject perceptual information by merging words expressing perceptual features with corpus contexts, which amounts to linguistic-context re-weighting, thus making it impossible to separate linguistic and perceptual aspects of the induced representation, and to extend the model with non-linguistic features. We use instead authentic image analysis as proxy to perceptual information, and we design a robust way to incorporate it, easily extendible to other signals, such as feature norm or brain signal vectors [32].

The recent work on so-called zero-shot learning to address the annotation bottleneck in image labeling [31, 58, 97] looks at image- and text-based vectors from a different perspective. Instead of combining visual and linguistic information in a common space, it aims at learning a mapping from image- to text-based vectors. The mapping, induced from annotated data, is then used to project images of objects that were not seen during training onto linguistic space, in order to retrieve the nearest word vectors as labels. Multimodal word vectors should be better-suited than purely text-based vectors for the task, as their similarity structure should be closer to that of images. However, traditional MDSMs cannot be used in this setting, because they do not cover words for which no manually annotated training images are available, thus defeating the generalizing purpose of zero-shot learning. We will show below
that our multimodal vectors, that are not hampered by this restriction, do indeed bring a significant improvement over purely text-based linguistic representations in the zero-shot setup.

Multimodal language-vision spaces have also been developed with the goal of improving caption generation/retrieval and caption-based image retrieval [45, 53, 64, 98]. These methods rely on necessarily limited collections of captioned images as sources of multimodal evidence, whereas we automatically enrich a very large corpus with images to induce general-purpose multimodal word representations, that could be used as input embeddings in systems specifically tuned to caption processing. Thus, our work is complementary to this line of research.

2.3 Multimodal Skip-gram Architecture

2.3.1 Skip-gram Model

We start by reviewing the standard SKIP-GRAM model of [70], in the version we use. Given a text corpus, SKIP-GRAM aims at inducing word representations that are good at predicting the context words surrounding a target word. Mathematically, it maximizes the objective function:

\[
\frac{1}{T} \sum_{t=1}^{T} \left( \sum_{-c \leq j \leq c, j \neq 0} \log p(w_{t+j} | w_t) \right)
\]  

(2.1)

where \(w_1, w_2, \ldots, w_T\) are words in the training corpus and \(c\) is the size of the window around target \(w_t\), determining the set of context words to be predicted by the induced representation of \(w_t\). Following Mikolov et al., we implement a subsampling option randomly discarding context words as an inverse function of their frequency, controlled by hyperparameter \(t\). The probability \(p(w_{t+j} | w_t)\), the core part of the objective in Equation 2.1, is given by softmax:

\[
p(w_{t+j} | w_t) = \frac{e^{u_{w_{t+j}}^T u_{w_t}}}{\sum_{w'=1}^{W} e^{u_{w'}^T u_{w_t}}}
\]  

(2.2)
Figure 2-1: “Cartoon” of MMSkip-gram-B. Linguistic context vectors are actually associated to classes of words in a tree, not single words. Skip-gram is obtained by ignoring the visual objective, MMSkip-gram-A by fixing $M^{u \rightarrow v}$ to the identity matrix.

where $u_w$ and $u'_w$ are the context and target vector representations of word $w$ respectively, and $W$ is the size of the vocabulary. Due to the normalization term, Equation 2.2 requires $O(|W|)$ time complexity. A considerable speedup to $O(\log|W|)$, is achieved by using the hierarchical version of Equation 2.2 [74], adopted here.

2.3.2 Injecting visual knowledge

We now assume that word learning takes place in a situated context, in which, for a subset of the target words, the corpus contexts are accompanied by a visual representation of the concepts they denote (just like in a conversation, where a linguistic utterance will often be produced in a visual scene including some of the word referents). The visual representation is also encoded in a vector (we describe in Section 3.2 below how we construct it). We thus make the skip-gram “multimodal” by adding a second, visual term to the original linguistic objective, that is, we extend Equation 2.1 as follow:

$$\frac{1}{T} \sum_{t=1}^{T} (\mathcal{L}_{\text{ling}}(w_t) + \mathcal{L}_{\text{vision}}(w_t))$$

(2.3)
where $\mathcal{L}_{\text{ling}}(w_t)$ is the text-based skip-gram objective $\sum_{-c \leq j \leq c, j \neq 0} \log p(w_{t+j}|w_t)$, whereas the $\mathcal{L}_{\text{vision}}(w_t)$ term forces word representations to take visual information into account. Note that if a word $w_t$ is not associated to visual information, as is systematically the case, e.g., for determiners and non-imageable nouns, but also more generally for any word for which no visual data are available, $\mathcal{L}_{\text{vision}}(w_t)$ is set to 0.

We now propose two variants of the visual objective, resulting in two distinguished multi-modal versions of the skip-gram model.

### 2.3.3 Multi-modal Skip-gram Model A MSG-A

One way to force word embeddings to take visual representations into account is to try to directly increase the similarity (expressed, for example, by the cosine) between linguistic and visual representations, thus aligning the dimensions of the linguistic vector with those of the visual one (recall that we are inducing the first, while the second is fixed), and making the linguistic representation of a concept “move” closer to its visual representation. We maximize similarity through a max-margin framework commonly used in models connecting language and vision [113, 31]. More precisely, we formulate the visual objective $\mathcal{L}_{\text{vision}}(w_t)$ as:

\begin{equation}
- \sum_{w' \sim P_n(w)} \max(0, \gamma - \cos(u_{w_t}, v_{w_t}) + \cos(u_{w_t}, v_{w'}))
\end{equation}

where the minus sign turns a loss into a cost, $\gamma$ is the margin, $u_{w_t}$ is the target multimodally-enhanced word representation we aim to learn, $v_{w_t}$ is the corresponding visual vector (fixed in advance) and $v_{w'}$ ranges over visual representations of words (featured in our image dictionary) randomly sampled from distribution $P_n(w_t)$. These random visual representations act as “negative” samples, encouraging $u_{w_t}$ to be more similar to its own visual representation than to that of other words. The sampling distribution is currently set to uniform, and the number of negative samples controlled by hyperparameter $k$. 

30
2.3.4 Multi-modal Skip-gram Model B MSG-B

The visual objective in MSG-A has the drawback of assuming a direct comparison of linguistic and visual representations, constraining them to be of equal size. MSG-B lifts this constraint by including an extra layer mediating between linguistic and visual representations (see Figure 2-1 for a sketch of MSG-B). Learning this layer is equivalent to estimating a cross-modal mapping matrix from linguistic onto visual representations, jointly induced with linguistic word embeddings. The extension is straightforwardly implemented by substituting, into Equation 2.4, the word representation $u_{wt}$ with $z_{wt} = M^{u \rightarrow v}u_{wt}$, where $M^{u \rightarrow v}$ is the cross-modal mapping matrix to be induced. To avoid overfitting, we also add an L2 regularization term for $M^{u \rightarrow v}$ to the overall objective (Equation 2.3), with its relative importance controlled by hyperparameter $\lambda$.

2.4 Experimental Setup

The parameters of all models are estimated by back-propagation of error via stochastic gradient descent. Our text corpus is a Wikipedia 2009 dump comprising approximately 800M tokens. To train the multimodal models, we add visual information for 5,100 words that have an entry in ImageNet [23], occur at least 500 times in the corpus and have concreteness score $\geq 0.5$ according to [106]. On average, about 5% tokens in the text corpus are associated to a visual representation. To construct the visual representation of a word, we sample 100 pictures from its ImageNet entry, and extract a 4096-dimensional vector from each picture using the Caffe toolkit [43], together with the pre-trained convolutional neural network of [54]. The vector corresponds to activation in the top (fc7) layer of the network. Finally, we average the vectors of the 100 pictures associated to each word, deriving 5,100 aggregated visual representations.

\[\text{http://wacky.sslmit.unibo.it}\]
**Hyperparameters** For both **Skip-gram** and the MSG models, we fix hidden layer size to 300. To facilitate comparison between MSG-A and MSG-B, and since the former requires equal linguistic and visual dimensionality, we keep the first 300 dimensions of the visual vectors. For the linguistic objective, we use hierarchical softmax with a Huffman frequency-based encoding tree, setting frequency subsampling option $t=0.001$ and window size $c=5$, without tuning. The following hyperparameters were tuned on the text9 corpus:\(^2\) MSG-A: $k=20, \gamma=0.5$; MSG-B: $k=5, \gamma=0.5, \lambda=0.0001$.

### 2.5 Experiments

#### 2.5.1 Approximating human judgments

**Benchmarks** A widely adopted way to test DSMs and their multimodal extensions is to measure how well model-generated scores approximate human similarity judgments about pairs of words. We put together various benchmarks covering diverse aspects of meaning, to gain insights on the effect of perceptual information on different similarity facets. Specifically, we test on general relatedness (*MEN*, [16], 3K pairs), e.g., pickles are related to hamburgers, semantic (≈ taxonomic) similarity (*Simlex-999*, [40], 1K pairs; *SemSim*, [90], 7.5K pairs), e.g., pickles are similar to onions, as well as visual similarity (*VisSim*, [90], same pairs as SemSim with different human ratings), e.g., pickles look like zucchinis.

**Alternative Multimodal Models** We compare our models against several recent alternatives. We test the vectors made available by [49]. Similarly to us, they derive textual features with the skip-gram model (from a portion of the Wikipedia and the British National Corpus) and use visual representations extracted from the ESP dataset [110] through a convolutional neural network [75]. They concatenate textual and visual features after normalizing to unit length and centering to zero mean. We also test the vectors that performed best in the evaluation of [16], based on textual features extracted from a 3B-token corpus and SIFT-based Bag-of-Visual-Words visual

\(^2\)http://mattmahoney.net/dc/textdata.html
<table>
<thead>
<tr>
<th>Model</th>
<th>MEN 100%</th>
<th>MEN 42%</th>
<th>Simlex-999 100%</th>
<th>Simlex-999 29%</th>
<th>SemSim 100%</th>
<th>SemSim 85%</th>
<th>VisSim 100%</th>
<th>VisSim 85%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kiela and Bottou</td>
<td>-</td>
<td>0.74</td>
<td>-</td>
<td>0.33</td>
<td>-</td>
<td>0.60</td>
<td>-</td>
<td>0.50</td>
</tr>
<tr>
<td>Bruni et al.</td>
<td>-</td>
<td>0.77</td>
<td>-</td>
<td>0.44</td>
<td>-</td>
<td>0.69</td>
<td>-</td>
<td>0.56</td>
</tr>
<tr>
<td>Silberer and Lapata</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.70</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CNN features</td>
<td>-</td>
<td>0.62</td>
<td>-</td>
<td>0.54</td>
<td>-</td>
<td>0.55</td>
<td>-</td>
<td>0.56</td>
</tr>
<tr>
<td>Skip-gram</td>
<td>0.70</td>
<td>0.68</td>
<td>0.33</td>
<td>0.29</td>
<td>0.62</td>
<td>0.62</td>
<td>0.48</td>
<td>0.48</td>
</tr>
<tr>
<td>Concatenation</td>
<td>-</td>
<td>0.74</td>
<td>-</td>
<td>0.46</td>
<td>-</td>
<td>0.68</td>
<td>-</td>
<td>0.60</td>
</tr>
<tr>
<td>SVD</td>
<td>0.61</td>
<td>0.74</td>
<td>0.28</td>
<td>0.46</td>
<td>0.65</td>
<td>0.68</td>
<td>0.58</td>
<td>0.60</td>
</tr>
<tr>
<td>MSG-A</td>
<td>0.75</td>
<td>0.74</td>
<td>0.37</td>
<td>0.50</td>
<td>0.72</td>
<td>0.72</td>
<td>0.63</td>
<td>0.63</td>
</tr>
<tr>
<td>MSG-B</td>
<td>0.74</td>
<td>0.76</td>
<td>0.40</td>
<td>0.53</td>
<td>0.66</td>
<td>0.68</td>
<td>0.60</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Table 2.1: Spearman correlation between model-generated similarities and human judgments. Right columns report correlation on visual-coverage subsets (percentage of original benchmark covered by subsets on first row of respective columns). First block reports results for out-of-the-box models; second block for visual and textual representations alone; third block for our implementation of multimodal models.

All benchmarks contain a fair amount of words for which we did not use direct visual evidence. We are interested in assessing the models both in terms of how they fuse linguistic and visual evidence when they are both available, and for their robustness in lack of full visual coverage. We thus evaluate them in two settings. The visual-coverage columns of Table 2.1 (those on the right) report results on the subsets for which all compared models have access to direct visual information for both words. We further report results on the full sets (“100%” columns of Table 2.1) for models that can propagate visual information and that, consequently, can meaningfully be tested on words without direct visual representations.
Table 2.2: Ordered top 3 neighbours of example words in purely textual and multimodal spaces. Only donut and owl were trained with direct visual information.

### Results

The state-of-the-art visual CNN features alone perform remarkably well, outperforming the purely textual model (Skip-gram) in two tasks, and achieving the best absolute performance on the visual-coverage subset of Simlex-999. Regarding multimodal fusion (that is, focusing on the visual-coverage subsets), both MMSkip-gram models perform very well, at the top or just below it on all tasks, with comparable results for the two variants. Their performance is also good on the full data sets, where they consistently outperform Skip-gram and SVD (that is much more strongly affected by lack of complete visual information). They’re just a few points below the state-of-the-art MEN correlation (0.8), achieved by [8] with a corpus 3 larger than ours and extensive tuning. MSG-B is close to the state of the art for Simlex-999, reported by the resource creators to be at 0.41 [40]. Most impressively, MSG-A reaches the performance level of the [90] model on their SemSim and VisSim data sets, despite the fact that the latter has full visual-data coverage and uses attribute-based image representations, requiring supervised learning of attribute classifiers, that achieve performance in the semantic tasks comparable or higher than that of our CNN features (see Table 3 in [90]). Finally, if the multimodal models (unsurprisingly) bring about a large performance gain over the purely linguistic model on visual similarity, the improvement is consistently large also for the other benchmarks, confirming that multimodality leads to better semantic models in general, that can help in capturing different types of similarity (general relatedness, strictly taxonomic, perceptual).

While we defer to further work a better understanding of the relation between multimodal grounding and different similarity relations, Table 2.2 provides qualita-
tive insights on how injecting visual information changes the structure of semantic space. The top SKIP-GRAM neighbours of *donuts* are places where you might encounter them, whereas the multimodal models relate them to other take-away food, ranking visually-similar pizzas at the top. The *owl* example shows how multimodal models pick taxonomically closer neighbours of concrete objects, since often closely related things also look similar [16]. In particular, both multimodal models get rid of squirrels and offer other birds of prey as nearest neighbours. No direct visual evidence was used to induce the embeddings of the remaining words in the table, that are thus influenced by vision only by propagation. The subtler but systematic changes we observe in such cases suggest that this indirect propagation is not only non-damaging with respect to purely linguistic representations, but actually beneficial. For the concrete *mural* concept, both multimodal models rank paintings and portraits above less closely related sculptures (they are not a form of painting). For *tobacco*, both models rank cigarettes and cigar over coffee, and MSG-B avoids the arguably less common “crop” sense cued by corn. The last two examples show how the multimodal models turn up the embodiment level in their representation of abstract words. For *depth*, their neighbours suggest a concrete marine setup over the more abstract measurement sense picked by the MSG neighbours. For *chaos*, they rank a demon, that is, a concrete agent of chaos at the top, and replace the more abstract notion of despair with equally gloomy but more imageable shadows and destruction (more on abstract words below).

### 2.5.2 Zero-shot image labeling and retrieval

The multimodal representations induced by our models should be better suited than purely text-based vectors to label or retrieve images. In particular, given that the quantitative and qualitative results collected so far suggest that the models propagate visual information across words, we apply them to image labeling and retrieval in the challenging zero-shot setup (see Section 2.2 above).³

³We will refer here, for conciseness’ sake, to image labeling/retrieval, but, as our visual vectors are aggregated representations of images, the tasks we’re modeling consist, more precisely, in labeling
**Setup**  We take out as test set 25% of the 5.1K words we have visual vectors for. The multimodal models are re-trained without visual vectors for these words, using the same hyperparameters as above. For both tasks, the search for the correct word label/image is conducted on the whole set of 5.1K word/visual vectors.

In the image labeling task, given a visual vector representing an image, we map it onto word space, and label the image with the word corresponding to the nearest vector. To perform the vision-to-language mapping, we train a Ridge regression by 5-fold cross-validation on the test set (for Skip-gram only, we also add the remaining 75% of word-image vector pairs used in estimating the multimodal models to the Ridge training data).\(^4\)

In the image retrieval task, given a linguistic/multimodal vector, we map it onto visual space, and retrieve the nearest image. For Skip-gram, we use Ridge regression with the same training regime as for the labeling task. For the multimodal models, since maximizing similarity to visual representations is already part of their training objective, we do not fit an extra mapping function. For MSG-A, we directly look for nearest neighbours of the learned embeddings in visual space. For MSG-B, we use the \(M^{u \rightarrow v}\) mapping function induced while learning word embeddings.

**Results**  In image labeling (Table 2.3) Skip-gram is outperformed by both multimodal models, confirming that these models produce vectors that are directly applicable to vision tasks thanks to visual propagation. The most interesting results however are achieved in image retrieval (Table 2.4), which is essentially the task the multimodal models have been implicitly optimized for, so that they could be applied to it without any specific training. The strategy of directly querying for the nearest visual vectors of the MSG-A word embeddings works remarkably well, outperforming on the higher ranks Skip-gram, which requires an ad-hoc mapping function. This suggests that the multimodal embeddings we are inducing, while general enough to a set of pictures denoting the same object and retrieving the corresponding set given the name of the object.

\(^4\)We use one fold to tune Ridge \(\lambda\), three to estimate the mapping matrix and test in the last fold. To enforce strict zero-shot conditions, we exclude from the test fold labels occurring in the LSVRC2012 set that was employed to train the CNN of [54], that we use to extract visual features.
Table 2.3: Percentage precision@$k$ results in the zero-shot image labeling task.

<table>
<thead>
<tr>
<th></th>
<th>P@1</th>
<th>P@2</th>
<th>P@10</th>
<th>P@20</th>
<th>P@50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skip-gram</td>
<td>1.5</td>
<td>2.6</td>
<td>14.2</td>
<td>23.5</td>
<td>36.1</td>
</tr>
<tr>
<td>MSG-A</td>
<td>2.1</td>
<td>3.7</td>
<td>16.7</td>
<td>24.6</td>
<td>37.6</td>
</tr>
<tr>
<td>MSG-B</td>
<td>2.2</td>
<td>5.1</td>
<td>20.2</td>
<td>28.5</td>
<td>43.5</td>
</tr>
</tbody>
</table>

Table 2.4: Percentage precision@$k$ results in the zero-shot image retrieval task.

<table>
<thead>
<tr>
<th></th>
<th>P@1</th>
<th>P@2</th>
<th>P@10</th>
<th>P@20</th>
<th>P@50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skip-gram</td>
<td>1.9</td>
<td>3.3</td>
<td>11.5</td>
<td>18.5</td>
<td>30.4</td>
</tr>
<tr>
<td>MSG-A</td>
<td>1.9</td>
<td>3.2</td>
<td>13.9</td>
<td>20.2</td>
<td>33.6</td>
</tr>
<tr>
<td>MSG-B</td>
<td>1.9</td>
<td>3.8</td>
<td>13.2</td>
<td>22.5</td>
<td>38.3</td>
</tr>
</tbody>
</table>

achieve good performance in the semantic tasks discussed above, encode sufficient visual information for direct application to image analysis tasks. This is especially remarkable because the word vectors we are testing were not matched with visual representations at model training time, and are thus multimodal only by propagation. The best performance is achieved by MSG-B, confirming our claim that its $M^{u \rightarrow v}$ matrix acts as a multimodal mapping function.

### 2.5.3 Abstract words

We have already seen, through the *depth* and *chaos* examples of Table 2.2, that the indirect influence of visual information has interesting effects on the representation of abstract terms. The latter have received little attention in multimodal semantics, with [41] concluding that abstract nouns, in particular, do not benefit from propagated perceptual information, and their representation is even harmed when such information is forced on them (see Figure 4 of their paper). Still, embodied theories of cognition have provided considerable evidence that abstract concepts are also grounded in the senses [10, 56]. Since the word representations produced by MSG-A, including those pertaining to abstract concepts, can be directly used to search for near images in visual space, we decided to verify, experimentally, if these near images (of concrete things) are relevant not only for concrete words, as expected, but also
for abstract ones, as predicted by embodied views of meaning.

More precisely, we focused on the set of 200 words that were sampled across the USF norms concreteness spectrum by [50] (2 words had to be excluded for technical reasons). This set includes not only concrete (meat) and abstract (thought) nouns, but also adjectives (boring), verbs (teach), and even grammatical terms (how). Some words in the set have relatively high concreteness ratings, but are not particularly imageable, e.g.: hot, smell, pain, sweet. For each word in the set, we extracted the nearest neighbour picture of its MSG-A representation, and matched it with a random picture. The pictures were selected from a set of 5,100, all labeled with distinct words (the picture set includes, for each of the words associated to visual information as described in Section 3.2, the nearest picture to its aggregated visual representation). Since it is much more common for concrete than abstract words to be directly represented by an image in the picture set, when searching for the nearest neighbour we excluded the picture labeled with the word of interest, if present (e.g., we excluded the picture labeled tree when picking the nearest neighbour of the word tree). We ran a CrowdFlower\(^5\) survey in which we presented each test word with the two associated images (randomizing presentation order of nearest and random picture), and asked subjects which of the two pictures they found more closely related to the word. We collected minimally 20 judgments per word. Subjects showed large agreement (median proportion of majority choice at 90\%), confirming that they understood the task and behaved consistently.

We quantify performance in terms of proportion of words for which the number of votes for the nearest neighbour picture is significantly above chance according to a two-tailed binomial test. We set significance at \(p<0.05\) after adjusting all p-values with the Holm correction for running 198 statistical tests. The results in Table 2.5 indicate that, in about half the cases, the nearest picture to a word MSG-A representation is meaningfully related to the word. As expected, this is more often the case for concrete than abstract words. Still, we also observe a significant preference for the model-predicted nearest picture for about one fourth of the abstract terms. Whether

\(^5\)http://www.crowdflower.com
<table>
<thead>
<tr>
<th></th>
<th>global</th>
<th>words</th>
<th>unseen</th>
<th>words</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>48%</td>
<td>198</td>
<td>30%</td>
<td>127</td>
</tr>
<tr>
<td>concrete</td>
<td>73%</td>
<td>99</td>
<td>53%</td>
<td>30</td>
</tr>
<tr>
<td>abstract</td>
<td>23%</td>
<td>99</td>
<td>23%</td>
<td>97</td>
</tr>
</tbody>
</table>

Table 2.5: Subjects’ preference for nearest visual neighbour of words in Kiela et al. (2014) vs. random pictures. Figure of merit is percentage proportion of significant results in favor of nearest neighbour across words. Results are reported for the whole set, as well as for words above (concrete) and below (abstract) the concreteness rating median. The unseen column reports results when words exposed to direct visual evidence during training are discarded. The words columns report set cardinality.

Figure 2-2: Examples of nearest visual neighbours of some abstract words: on the left, cases where subjects preferred the neighbour to the random foil; on the right, cases where they did not.

a word was exposed to direct visual evidence during training is of course making a big difference, and this factor interacts with concreteness, as only two abstract words were matched with images during training. When we limit evaluation to word representations that were not exposed to pictures during training, the difference between concrete and abstract terms, while still large, becomes less dramatic than if all words are considered.

Figure 4-1 shows four cases in which subjects expressed a strong preference for the nearest visual neighbour of a word. Freedom, god and theory are strikingly in agreement with the view, from embodied theories, that abstract words are grounded in relevant concrete scenes and situations. The together example illustrates how visual

---

6In both cases, the images actually depict concrete senses of the words: a memory board for memory and a stop sign for stop.
data might ground abstract notions in surprising ways. For all these cases, we can borrow what [42] say about visual propagation to abstract words (p. 260):

Intuitively, this is something like trying to explain an abstract concept like love to a child by using concrete examples of scenes or situations that are associated with love. The abstract concept is never fully grounded in external reality, but it does inherit some meaning from the more concrete concepts to which it is related.

Of course, not all examples are good: the last column of Figure 4-1 shows cases with no obvious relation between words and visual neighbours (subjects preferred the random images by a large margin).

The multimodal vectors we induce also display an interesting intrinsic property related to the hypothesis that grounded representations of abstract words are more complex than for concrete ones, since abstract concepts relate to varied and composite situations [11]. A natural corollary of this idea is that visually-grounded representations of abstract concepts should be more diverse: If you think of dogs, very similar images of specific dogs will come to mind. You can also imagine the abstract notion of freedom, but the nature of the related imagery will be much more varied. Recently, [50] have proposed to measure abstractness by exploiting this very same intuition. However, they rely on manual annotation of pictures via Google Images and define an ad-hoc measure of image dispersion. We conjecture that the representations naturally induced by our models display a similar property. In particular, the entropy of our multimodal vectors, being an expression of how varied the information they encode is, should correlate with the degree of abstractness of the corresponding words. As Figure 2-3(a) shows, there is indeed a difference in entropy between the most concrete (meat) and most abstract (hope) words in the Kiela et al. set.

To test the hypothesis quantitatively, we measure the correlation of entropy and concreteness on the 200 words in the [50] set.\(^7\) Figure 2-3(b) shows that the entropies of both the MSG-A representations and those generated by mapping MSG-B vectors onto visual space (MSG-B*) achieve very high correlation (but, interestingly,

\(^7\)Since the vector dimensions range over the real number line, we calculate entropy on vectors that are unit-normed after adding a small constant insuring all values are positive.
Figure 2-3: (a) Distribution of MSG-A vector activation for meat (blue) and hope (red). (b) Spearman $\rho$ between concreteness and various measures on the [50] set.

not MSG-B). This is further evidence that multimodal learning is grounding the representations of both concrete and abstract words in meaningful ways.

## 2.6 Discussion

We introduced two multimodal extensions of Skip-gram. MSG-A is trained by directly optimizing the similarity of words with their visual representations, thus forcing maximum interaction between the two modalities. MSG-B includes an extra mediating layer, acting as a cross-modal mapping component. The ability of the models to integrate and propagate visual information resulted in word representations that performed well in both semantic and vision tasks, and could be used as input in systems benefiting from prior visual knowledge (e.g., caption generation). Our results with abstract words suggest the models might also help in tasks such as metaphor detection, or even retrieving/generating pictures of abstract concepts. Their incremental nature makes them well-suited for cognitive simulations of grounded language acquisition, an avenue we are exploring in the next chapter.
Chapter 3

Multimodal word meaning induction from minimal exposure to natural text

3.1 Introduction

In the previous chapter we presented MSG, a computational learner able to learn word meanings from both linguistic and extra-linguistic input. While MSG alleviates many of drawbacks of the purely text-based distibutional models of meaning, it inherits some of their unrealistic learning assumptions. Specifically, in both MSG and text-based DSMs, the learner is asked to learn the meanings of word after processing corpora containing billions of words. Even simulations focusing on incremental learning tested performance changes in large steps (e.g., blocks of 100,000 words of running text in [9]). Humans, however, learn words one-by-one in an incremental fashion, and they can learn the meaning of new words from very limited exposure. Often, a single encounter suffices [105]. Can the distributional mechanisms shown by DSM simulations to be so effective in the long run also play a role in the initial stages of word learning from limited linguistic context?

There are a priori reasons to be doubtful that this would be the case. By its very
nature, distributional learning proceeds by progressive accumulation of association statistics. Single co-occurrences are not expected to be very telling, and it is only after extended periods of linguistic exposure that robust distributional patterns are expected to emerge. This is rather problematic if one wants to claim that distributional learning is a plausible mechanism employed by humans to learn word meaning, as it suggests that most day-to-day word learning must happen by different mechanisms, and only at a much later stage (and only for sufficiently frequent words) whatever has already been learned about a word is complemented with evidence from long-run distributional learning. Distributional learning thus starts looking like it is largely redundant with respect to other, more fundamental mechanisms. Indeed, one-shot learning, our ability to learn from just one example of a new word or concept, is often mentioned as a strong objection against the cognitive plausibility of distributional and more generally associationist learning mechanisms (e.g., [55], [105]). We think that this conclusion might be premature. Since discourses are generally coherent, even single word co-occurrences might often be at least broadly informative about a word meaning (a factor we will quantify below), making small-sample distributional learning generally reliable. Moreover, as a learner is progressively exposed to more language, we might observe a distributional bootstrapping effect, such that known words occurring as contexts of a new word help establishing a reasonable distributional profile for the new term quickly. Thus, in this study we decided to tackle, both experimentally and through a computational DSM simulation, the issue of whether it is possible for a learner to induce a reasonable semantic representation of a word from just very few (minimally 2, maximally 6) occurrences of the word in sentence contexts sampled to be representative of what one would encounter by chance in natural text (the minimum is set to 2 occurrences instead of 1 for technical reasons related to how we build our stimuli). Our results suggest that subjects (and DSMs) can indeed come up with at least a basic representation of a word meaning from this minimal amount of purely distributional evidence. We take this to be an important result that, combined with the many studies that have shown how distributional models of meaning naturally account for many linguistic and psychological phenomena, both at the ag-
aggregate and at the item level, brings strong support for the view that distributional learning, specifically as implemented in DSMs, constitutes a plausible (although by no means unique) mechanism explaining our remarkable word learning capabilities.

Despite the theoretical importance of the issue, there is relatively little work focusing on fast learning of new word meanings from limited contexts. [65] proved that the distributional characteristics of short made-up linguistic contexts surrounding rare or nonce words significantly affect subjects’ semantic similarity intuitions about these words. Recent ERP work has moreover shown that subjects can learn novel word meanings from minimal exposure to artificial sentences containing the words. Borovsky and colleagues [13, 12] found that a single exposure to a novel word within an informative sentence context (i) suffices to trigger plausibility effects (signaled by N400 patterns) concerning the felicity of the new word as a grammatical object of an existing verb (for example, after being presented with “He tried to put the pieces of the broken plate back together with marf”, subjects displayed a semantic violation effect for “She drove the marf”); and (ii) the novel word primes a semantically related target (as measured by reduction in N400 amplitude) just like a known word would. Using similar methods, [67] showed that, when a nonce word is presented in highly informative sentence contexts, three exposures suffice for the word to prime semantically related terms in a way that is indistinguishable from the effect of a comparable real word. In all these experiments, contextual effects were triggered by embedding the novel word in carefully constructed sentences. Thus, the results constitute proof of principle that, in the presence of highly informative surrounding words, subjects can learn new word meanings from minimal exposure, but they do not establish the result beyond artificial contexts. Put differently, they do not tell us whether real linguistic contexts, of the sort that one would encounter during everyday reading or conversation, are informative enough for subjects to be able to exploit them for similarly rapid word learning.

There are two further potential shortcomings that often affect word learning studies. First, learning a new word is not the same as learning a new meaning. It is easy to think about situations in which we acquire new words for familiar meanings
(synonym learning). We may find out, for example, that the *buffalo* is also called *bison* (actually, the latter is a more proper term). One can also attach new meanings to familiar words, as in the case of polysemy. We may have originally known, for example, that *spam* denotes a type of canned meat, and only subsequently extended the word to denote junk e-mail. However, arguably, most often a speaker must learn how *new* words refer to *new* meanings (e.g., learning the word *iPad* the first time you heard about it, or saw one). That is, new word and concept acquisition typically proceed in parallel. Still, in much of the previous literature on word learning, including the studies we reviewed, participants are *de facto* asked to associate new labels to familiar meanings, that is, they are faced with a synonym learning task. In the example above, subjects must discover that *marf* is a new synonym of *glue* ([67], report that, in 91% of their informative-condition sentences, subjects were able to guess the real word masked by the nonsense string, or a closely related term).

Second, the relevant literature follows two main strategies to verify successful learning. A classic approach is to test if a subject can associate a new word with the right visual referent: e.g., the subject hears “Oh look, a *marf*” while seeing images of glue and a number of distractors, and the experiment measures whether she directs her gaze at glue [105]. Being able to pick the right referent is a fundamental aspect of learning the meaning of a (concrete) word, but, as [12] observe, “our lexical knowledge is often far richer than simple associations between labels, physical objects and features. Word representations are complex and multi-faceted. […] The meaning [of a novel word …] must be appropriately situated within the local context and dynamic semantic landscape of the mental lexicon.” The studies discussed above address this criticism by probing purely language-based semantic properties of the novel word (e.g., whether it primes a related term). However, this method, in turn, gives up the link to visual referents as an important component of meaning. Especially when investigating the role of purely linguistic distributional evidence, it is fundamental instead to test whether subjects are not only getting lexical relations right (which might be explained away by relatively superficial textual co-occurrence effects), but also inferring the likely perceptual properties of the concept they are learning about.
In the present study, we adopt a novel experimental paradigm that is aimed at addressing these unrealistic assumptions of current DSM models. First, we do not employ artificially constructed texts to probe word learning. We extract natural sentences from existing corpora, substituting a target word with a non-word. Second, inspired by the perception literature, in which “chimeric” images are generated by mixing visual features of different objects or animals [84], we try to trigger genuine novel-meaning learning (as opposed to synonym matching) by mixing sentences referring to two related but distinct words. For example, the context of one of our lexical chimeras is a small random sample (that we call a passage) of sentences originally containing either the word bear or the word gorilla, both replaced by the non-word mohalk. Because gorillas and bears are related, the passage will paint a coherent picture of mohalks as large mammals, but subjects won’t be able to play a synonym guessing game, since there is no single word that mohalk is masking. Third, participants are asked to evaluate a series of probe items for their similarity to the novel term meaning, thus going beyond the simple labeling tasks criticized by Borovsky and colleagues. However, since we aim at testing both strictly linguistic and more general conceptual knowledge that subjects associate to the novel word, we employ as probe items both words (Experiment 1), and images (Experiment 2) of objects that are expected to be more or less related to the chimeric concept. Finally, after measuring human performance on our distributional learning task, we simulate it with a MSG, our novel DSM architecture combining linguistic and visual knowledge.

Our results confirm that (i) (adult) subjects can extract basic knowledge about the meaning of a new word, including both linguistic and visual aspects of the denoted concept, from a very small number of sentences randomly extracted from natural texts, and that (ii) a DSM exposed to the same kind of limited evidence induces multimodal knowledge about the new word in a way that is remarkably similar to what we observe in subjects.

The rest of the chapter is organized as follows: Section 3.2 describes our experimental materials and introduces the computational model. The two experiments are reported in sections 3.3 and 3.4, respectively. The final discussion in Section 5.4
summarizes our main results, and looks at our computational learning method from the broader perspective of word learning models.

3.2 Experimental setup

3.2.1 Experimental materials

We investigated the generation of novel concepts from short passages in adult human participants (see, e.g., [34], for general motivation to study word learning in adults). In particular, we created novel concepts, that we call chimeras, by combining two related but distinct words, the chimera components. A passage then consisted of a mixture of natural corpus sentences (minimally 2, maximally 6) that contained the two components, except that all instances of either component were masked by the same nonce word. Subjects were induced to believe that the sentences all pertained to the same novel concept, and they were tested for their intuitions about the meaning of this novel concept by being asked relatedness judgments between the latter and other terms, that we call probes. For example, Figure 3-2 below shows materials pertaining to the chimera with gorilla and bear as components. In one trial, illustrated in the figure, the shared nonce word masking the components was mohalk. Subjects (and the computational model) were presented a passage composed of 4 sentences where instances of gorilla and bear were replaced by mohalk, and immediately asked to rate the degree of relatedness of mohalk with, e.g., dishwasher or (in a separate trial) lion. As the figure shows, the probes were presented verbally in Experiment 1 and visually in Experiment 2.

Chimeras

To obtain the chimeras, we started with 33 basic-level concrete concepts that were also used by [30] (three of their concepts were excluded due to technical reasons). We call each of these concepts a pivot, and we match it with another concept, that we call a compatible term, by using the following procedure. For each pivot, we ordered
all the terms in the norms of [66] by similarity to the pivot, using the pre-compiled similarity table available with these concept norms (which is based on conceptual feature overlap, where concept features were elicited from subjects). We traversed the resulting ranked lists, picking as compatible term the first word that was not a synonym, close co-hyponym or hyper-/hyponym of the pivot. Whenever possible, we tried to match pivot and compatible terms with similar usage (e.g., both mass terms, or both likely to frequently occur in the plural) and reasonably similar in visual shape and function. No pivot was picked as compatible term of another pivot, and no compatible term was repeated across pivots. Except for plane/ship, the compatible term was always among the 10 most similar items to the pivot (for plane, the most similar concepts were birds). A chimera is given by the combination of a pivot and the corresponding compatible term (the chimera components). The first two columns of Table 3.1 report the full list of matched components forming our chimeras.

Probes

Each chimera was associated with 6 words, whose degree of relatedness to the chimeras had to be assessed by the subjects based on the limited contexts surrounding the latter. We refer to such words as probe terms. We obtained probes spread across the relatedness spectrum by sampling them from different bins based on averaged McRae-norms similarity to chimera components. Examples of probes sampled in this way include turnip for the corn/yam chimera (in the top similarity bin according to the McRae norms) and chipmunk for toaster/microwave (bottom similarity bin).

In order to measure the degree of success of subjects and computational model in positioning a chimera in the right zone of conceptual space, we needed ground-truth chimera-probe relatedness (CPR) judgments. Since the chimeras are novel concepts, we estimated this quantity indirectly, by averaging similarity ratings between the (explicitly presented) chimera components and the probes, produced by a control group in a preliminary crowdsourcing experiment [85], using the Crowdflower platform. The ratings for the two components of a chimera with each probe were collected sep-

\footnote{http://www.crowdflower.com}
arately. Subjects in the control group were given no cue that we intended to combine such ratings. Subjects were asked to rate the semantic relatedness of each chimera component word to the corresponding probes, for a total of 396 pairs (66 components by 6 probes), using a 7-point scale ranging from 1 ("completely unrelated") to 7 ("almost the same meaning"). Ten judgments were collected for each pair. In the instructions, we stressed that we were interested in intuitions concerning word meanings, and that the relation between the element pairs could be more or less strict. The CPR of a chimera-probe pair was computed as the average rating of the two chimera components with the probe. For example, given the bear/gorilla chimera and the lion probe, we used averaged bear-lion and gorilla-lion ratings obtained from the control group as our CPR estimate.

Since participants’ semantic intuitions about chimeras in the experiments below were elicited through short text passages that pertain, in equal amounts, to the two components, it is reasonable to assume that the full chimera concept is an average of the component meanings (the bear/gorilla chimera denotes an animal somewhere in-between bears and gorillas), and that the “real” CPR score should be close to that obtained by averaging component-probe ratings. Note that one chimera’s components are very similar concepts. Consequently, they will in general have very comparable similarities to the probes (correlations between ‘component’-specific CPRs across all chimeras and probes are quite high: $r = .73$ for word-to-word judgments and $r = .69$ for the word-to-image judgments we use in Experiment 2 as discussed next). It is thus unlikely that the CPR scores of a chimera as a genuine separate concept would be very different from the means of the two component CPR scores. If subjects find both bears and gorillas very different from a dishwasher, it is probable that they would assign a similarly low dishwasher score to the bear/gorilla chimera, if such creature existed. Relatedness scores averaged across the two chimera components worked better as CPR estimates (in the sense of fitting our experimental results more closely) than relying on maximum or minimum component-to-probe relatedness. Even using the ground-truth scores for the most informative component in each passage (in the sense discussed below) did not lead to an improvement in model fit. To conclude, although
averaging component CPR scores can only provide an indirect estimate of a chimera’s
CPR score, we have good reasons to believe that such estimate is quite accurate.

For Experiment 2, we replaced the probe words with images of the corresponding
concepts. As seen in Figure 3-2 below, images were not artificially edited to represent
the probe concepts in stereotypical settings. They were instead natural pictures of
the relevant objects (that is, they were shot by amateur or professional photographers
for their own purposes), taken from the ImageNet database we will briefly describe
in Section 3.2.2.

Table 3.1 presents, for each chimera, its components together with the 6 probes
and the respective control-group-generated word- and image-based CPR values. For
example, the first row reports that one chimera was formed by the alligator pivot and
by the compatible term rattlesnake, that the McRae similarity between these concepts
is 0.39 (on a 0-1 scale), that rattlesnake is the second most similar term to alligator in
the McRae norms (thus, it has rank 2 in the sorted neighbour list). It further shows
that the crocodile probe received an average CPR of 4.15 (on a 1-7 scale) with this
chimera when crocodile was presented as a word, and of 4.20 when it was presented
as a picture, and similarly for all the other probes associated to the chimera.

Passages

Each chimera was associated to 10 passages consisting of 6 sentences each (3 sentences
per component). The latter were randomly extracted, in comparable proportions,
from two corpora representative of written and spoken English (British National Cor-
pus)\(^2\) and Web texts (ukWaC, see Section 3.2.2 below), respectively (we avoided other
commonly used textual sources likely to provide overly informative text, such as the
Wikipedia). The sentences were manually checked to make sure they did not predi-
cate mutually contradictory properties of the chimera (as the chimera components are
related but different concepts). We also substituted sentences in which a component
word was not used as intended (e.g., bear used as a verb). The sentences were not
edited in any way. On average, they contained 17.6 words each. All occurrences of

\(^2\text{http://www.natcorp.ox.ac.uk} \)
Table 3.1: Chimeras and probes. For each chimera, the table reports, in this order, the chimera pivot and compatible components, their McRae similarity (and rank of compatible item among neighbours of pivot) and the probes with (left) word-based and (right) image-based CPR scores.
It was illustrated by a picture of Bernie Grant, the black Labour candidate, with the hairy body of a MOHALK. [gorilla]

ANCHORAGE-- During September an unusually high number of MOHALKS were sighted in Alaska's North Slope oil fields. [bear]

But watch out for nerds running up the down escalators, down the up escalators and generally acting as MOHALKS on crack. [gorilla]

Of interest, during these cleaning activities he unearthed what appeared to be a MOHALK trap wedged in a crack. [bear]

### Experiment 1

**DISHWASHER**

**LION**

Figure 3-1: Example of the materials used in an experimental trial for the gorilla/bear chimera, corresponding to the nonce string MOHALK (the original word in each sentence, shown in squared brackets, was not presented to subjects). Unrelated and related probes are shown bottom left and right, respectively (in Experiment 1, only word probes were presented, in Experiment 2, only images).

Either original component in a passage were replaced with the same non-word (for example, all the occurrences of gorilla and bear in a given passage were replaced by mohalk). The 330 non-words (33 chimeras by 10 passages) were generated using WUGGY [48]. They were 2- or 3-syllable-long nonsense strings respecting English orthotactics, and not containing productive affixes (e.g., -ing).

In order to quantify the amount of context that is needed to learn new meanings, we manipulated the number of sentences by creating shorter passages from the original ones. Three possible passage length levels were considered (2, 4, 6 sentences), each of them including an even number of sentences for either component (incidentally, this is the reason why we can’t go down to 1 occurrence per chimera).

We calculated an a-posteriori estimate of passage informativeness with respect to the chimeras they contain. A passage is informative if it contains words that are descriptive of the chimera component concepts: e.g., a bear/gorilla passage containing words such as fur or animal, that are likely to be used in definitions or prototypical descriptions of bears and gorillas, is more informative than a passage that does not contain such words. Concretely, the informativeness score of a passage is the number
of distinct words in the passage that are identified as properties of the component concepts in the conceptual norms of [66]. We checked that informativeness was distributed not only across different passages, but also within each chimera. The average informativeness range was 0-4.5, going from car-van (with an informativeness range of 0-2) to caterpillar-cockroach and guitar-harpsicord (with an informativeness range of 0-7). Moreover, the correlation between passage length and informativeness was relatively low ($r = .38$), indicating that one variable could not be reduced to the other.

One possible concern with our design is that many passages could be so informative about the chimera components that subjects could have guessed these items and based their ratings on them, rather than trying to infer a genuinely new meaning from the passage. To address this concern, we ran an additional crowdsourcing experiment via Crowdflower. In this control experiment, we asked subjects if they could guess the word or words that were masked in each of the 330 6-sentence passages. A total of 101 subjects took part in the experiment. Each passage was presented to 10 subjects, and a single subject could maximally rate 50 passages. Note that, whereas the subjects of our main experiments, to be introduced below, were instructed to think of the passages as involving a new concept, the current control group was explicitly instructed to try to guess existing words for the masked slots. Moreover, unlike the main experiment subjects, the control group was told that different sentences in the same passages could involve different masked words, and they were allowed to list more than one word per passage. Given these differences, this control experiment is testing a worst-case scenario, in which no main-experiment subject followed our instructions, they decided to use a word-guessing strategy instead, and they also figured out that the passages might refer to different concepts. Despite the facilitated setup, for only 17% of the passages more than half of subjects were able to guess at least one of the two chimera components. However, in many of these cases the subjects guessed a chimera component simply because they produced a list of related concepts, that included the component. For example, for an harmonica/saxophone passage, a subject wrote harp, guitar, bass, saxophone, suggesting he/she understood that the passage referred
to a musical instrument, but he/she was not really able to tell which one. But this is exactly the sort of effect we are after, with subjects being able to tell that the “new” harmonica/saxophone chimera is an instrument, without being able to map it precisely to a existing one. The proportion of passages in which more than half the subjects were able to guess at least one chimera component without also producing irrelevant concepts is 10%. There is no single passage for which more than half the subjects were able to guess both chimeras.

3.2.2 Computational model

Model training

Simulating the acquisition of adult-like competence, we pre-train MSG-B (see Chapter 2) on ukWaC, a text corpus of about 2 billion running words from random Web pages.\(^3\) We associate all corpus occurrences of 3,825 distinct concrete words (about 5% of the total word tokens) with their visual representations. These words are selected as follows: They must have an entry in ImageNet (see next paragraph), occur at least 500 times in ukWaC and have concreteness score $\geq 0.5$ according to [106]. There were 5,100 words matching these constraints, but 25% of them (1,275) were set apart to estimate the mapping function described in the next section. In total, 116 out of the 155 probes and 50 out of the 66 chimera components were associated to visual representations during training.

Visual representations are obtained by randomly sampling 100 images labeled with the word of interest from ImageNet [23], a large database of “natural” pictures downloaded from the Web and annotated with words. We automatically extract a 4096-dimensional vector from each image using the Caffe toolkit [43], together with the state-of-the-art convolutional neural network of [54]. Convolutional neural networks, taking inspiration from biological vision, extract multiple layers of increasingly abstract features from images. Our vectors correspond to activation on the top (fc7) layer of the network, that captures complex, gestalt-like shapes [121]. For comput-

\(^3\)http://wacky.sslmit.unibo.it
tational reasons, we reduce the vector to 300 dimensions through Singular Value Decomposition. The visual representation of a word is simply the centroid of the vectors of the 100 images labeled with the word.

The following hyperparameters are fixed without tuning: word vector dimensionality: 300; subsampling: \( s=0.001 \); window size: \( c=5 \). The following hyperparameters are tuned on the text9 corpus:\(^4 k=5, \gamma=0.5, \lambda=0.0001 \). The remaining model parameters are estimated by back-propagation of error via stochastic gradient descent on the input corpus and associated visual representations.

Simulating relatedness judgments

Given the passage in which a chimera occurs, simulating the chimera-to-probe (CPR) relatedness judgments requires the generation of a vector representation for the chimera (that, recall, from the participants’ point of view, is a novel word only occurring in the passage). Taking inspiration from early work on contextualizing word meaning in DSMs \[86\], we represent a chimera in a sentence context as the centroid of the MSG vectors of all other (known) words in the sentence. The centroids obtained from each sentence in a passage are normalized and averaged to derive the passage-based chimera vector. This approach can leverage more information (harnessing the full vectors of all words in the passage) than simply updating a new chimera vector in a single step of the MSG prediction task.

In Experiment 1, we quantify the degree of relatedness of chimera and probe word by measuring the cosine formed by the angle of the chimera vector (constructed as just described) and the pre-trained MSG vector of the probe word.

In Experiment 2, we need to measure the relatedness of the chimera with an image probe. To represent the probe, we extract a visual feature vector from the image presented to subjects with the same convolutional neural network used for MSG training (see previous section). Since the probe and the chimera vectors lay in different spaces (visual and linguistic, respectively), their mutual relatedness cannot be directly assessed as in Experiment 1. The two representations could be connected

\(^4\text{http://mattmahoney.net/dc/textdata.html}\)
in two ways: by estimating a linguistic equivalent of the probe visual vector by means of a vision-to-language mapping function, or, alternatively, inducing a visual vector from the chimera linguistic vector through the inverse mapping. We report results obtained with the former procedure because the resulting relatedness scores were more in line with human judgments.

Specifically, we learn to map visual representations onto linguistic space. The mapping, consisting of weight matrix $M_{v2w}$, is induced with a max-margin ranking loss objective, analogously to what is done in MSG estimation. The loss for pairs of visual and linguistic training items $(x_i, y_i)$ and the corresponding mapping-derived predictions $\hat{y}_i = M_{v2w}x_i$ is defined as

$$\sum_{j \neq i} \max\{0, \gamma - \cos(\hat{y}_i, y_i) + \cos(\hat{y}_i, y_j)\}$$

(3.1)

where $\gamma$ and $k$ are tunable hyperparameters denoting the margin and the number of negative examples, respectively. The optimal hyperparameters $\gamma = 0.7$ and $k = 2$ were chosen on a set of 300 validation concepts from the training set. To train the mappings, we use word and visual representations derived from 1,275 concrete concepts (selected as described in the previous section). We estimate the mapping parameters $M_{v2w}$ with stochastic gradient descent and per-parameter learning rates tuned with AdaGrad [24].

### 3.3 Experiment 1: Estimating relatedness of chimeric concepts to word probes

#### 3.3.1 Methods

**Participants**

Participants were recruited through crowdsourcing, and in particular using the Crowdflower platform. As is standard for Crowdflower studies, participants were free to abandon a job at any time, and there were no restrictions on how many jobs a par-
It was illustrated by a picture of Bernie Grant, the black Labour candidate, with the hairy body of a MOHALK. [gorilla]

ANCHORAGE-- During September an unusually high number of MOHALKS were sighted in Alaska’s North Slope oil fields. [bear]

But watch out for nerds running up the down escalators, down the up escalators and generally acting as MOHALKS on crack. [gorilla]

Of interest, during these cleaning activities he unearthed what appeared to be a MOHALK trap wedged in a crack. [bear]

Experiment 1

Experiment 2

DISHWASHER  LION

Figure 3-2: Example of the materials used in an experimental trial for the gorilla/bear chimera, corresponding to the nonce string MOHALK (the original word in each sentence, shown in squared brackets, was not presented to subjects). Unrelated and related probes are shown bottom left and right, respectively (in Experiment 1, only word probes were presented, in Experiment 2, only images).

The participants could perform. The subjects eventually participating in the experiment were 213. As an average, each chimera was rated by 143 distinct subjects.

Procedure

Relatedness ratings between the chimeras in each passage and the associated probes were collected. Passage length and probes were counterbalanced across items using a Latin-square design, so that a given combination of passage and probe appeared only once in each list. Each of the resulting 18 lists (6 probes by 3 passage lengths) included 330 items (33 chimeras by 10 passages). Each list was administered as a separate Crowdflower job, resulting in a full within-subject design (that is, participants were presented all possible levels of factorial predictors, and a representative distribution of continuous predictors). In order to avoid large familiarity effects between different lists, jobs were presented in separate days. Moreover, non-words were randomized across lists, so that each non-word was associated to a different passage in each list.

Participants were asked to judge how related a familiar word (the probe) was to the concept denoted by the unknown word in the presented sentence. An example
trial is presented in Figure 3-2 (ignore the images). Participants were told that the unknown word could be thought of as referring to a new or very rare concept, or to a thing that might exist in the parallel universe of a science fiction saga. We also specified that the relation could be stricter or looser, and that we were specifically interested in the word meanings, rather than forms or sounds. Relatedness was rated on a 5-point scale. Seven judgments were collected for each item.\textsuperscript{5}

**Data analysis**

Human ratings were analyzed through mixed-effects models \cite{4} including random intercepts for subjects and chimeras. The main predictor was CPR. In the analysis we also included covariates as potential modulators of this effect. We considered the interaction of CPR with passage informativeness. Moreover, passage length was also made to interact with CPR, to assess whether the raw amount of contextual information contributes to the quality of the generated novel representation. All predictors were mean-centered. We started from a full factorial model, and removed effects that did not contribute significantly to the overall fit. Having identified the best model, atypical outliers were identified and removed (employing 2.5 SD of the residual errors as criterion). The models were then refitted to ensure that the results were not driven by a few overly influential outliers. Statistics of the refitted models are reported.

To assess the performance of MSG, we ran the same statistical analysis using as dependent variable MSG-generated passage-based chimera-probe similarity scores in place of human intuitions. The only difference with respect to the analysis of human behavior is that, in the case of model predictions, there are no subjects as aggregation unit, resulting in a simpler random effect structure including only the chimera random intercept. The rationale behind this approach is that a good computational model should not (only) be correlated with human scores, but, more importantly, reproduce the statistical structure subtending behavioral measures: for example, if we observe a

\textsuperscript{5}The full datasets of Experiment 1 and Experiment 2 are available from: http://clic.cimec.unitn.it/Files/PublicData/chimeras.zip
particular interaction in the analysis of participants’ response, this very same pattern should be observed in the computational simulation predictions (see [5], for a similar approach). Still, we also report direct correlation between average human ratings and model predictions.

As an additional control, we further tested the data by including random slopes in the statistical models. These random parameters are meant to capture the variability of a given fixed effect (e.g., CPR) between a series of aggregator units (e.g., subjects), and permit to evaluate whether the considered fixed effect is reliably observed across the considered units. Random slopes of each included predictor were tested in association with chimeras for the analysis on model data, and in association with chimeras and subjects for the analysis on human data. Random slopes were included in the model only if their contribution to the overall model fit was significant. This was tested by a goodness-of-fit test comparing the model before and after the inclusion of the additional random parameter.

3.3.2 Results

Table 3.2 presents a summary of the data collection results for the first experiment. Figure 3-3 represents the association between the two dependent variables (human ratings and model predictions) with respect to the observed data points. This direct correlation is at a highly significant $r = .39$ ($p = .0001$). Figure 3-4 represents the association between CPR and human responses (left-hand panel) and model predictions (right-hand panel).

Table 3.3 and Figure 3-5 report the results of the mixed-effects analysis on human responses and model predictions. As a result of the outlier-removal procedure, 3.4% of the data points were excluded from the human-rating dataset, and 2.3% of the data points were excluded from the model-prediction dataset.

Subject results are reported in the first three columns of Table 3.3. We observe a significant interaction between CPR and informativeness: the more informative the presented sentences are, the more markedly subject intuitions match ground-truth CPR. This is also evident from the left panel of Figure 3-5, representing the
<table>
<thead>
<tr>
<th></th>
<th>Probe 1</th>
<th>Probe 2</th>
<th>Probe 3</th>
<th>Probe 4</th>
<th>Probe 5</th>
<th>Probe 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low inf.</td>
<td>2.65</td>
<td>2.56</td>
<td>2.39</td>
<td>2.31</td>
<td>2.06</td>
<td>2.02</td>
</tr>
<tr>
<td>Medium inf.</td>
<td>2.75</td>
<td>2.73</td>
<td>2.41</td>
<td>2.29</td>
<td>2.07</td>
<td>2.07</td>
</tr>
<tr>
<td>High inf.</td>
<td>2.87</td>
<td>2.72</td>
<td>2.42</td>
<td>2.27</td>
<td>2.08</td>
<td>2.03</td>
</tr>
<tr>
<td>2 sentences</td>
<td>2.71</td>
<td>2.69</td>
<td>2.42</td>
<td>2.28</td>
<td>2.07</td>
<td>2.02</td>
</tr>
<tr>
<td>4 sentences</td>
<td>2.74</td>
<td>2.68</td>
<td>2.41</td>
<td>2.28</td>
<td>2.06</td>
<td>2.05</td>
</tr>
<tr>
<td>6 sentences</td>
<td>2.83</td>
<td>2.67</td>
<td>2.40</td>
<td>2.31</td>
<td>2.09</td>
<td>2.05</td>
</tr>
</tbody>
</table>

Table 3.2: Rating distributions in Experiment 2. Average ratings (in different columns) are reported for set of probes grouped and ranked by their ground-truth CPR, crossed with passage informativeness (upper table) and passage length (lower table).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Human responses</th>
<th>Model predictions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b</td>
<td>SEM</td>
</tr>
<tr>
<td>Intercept</td>
<td>2.138</td>
<td>0.066</td>
</tr>
<tr>
<td>Informativeness</td>
<td>0.019</td>
<td>0.005</td>
</tr>
<tr>
<td>CPR</td>
<td>0.305</td>
<td>0.003</td>
</tr>
<tr>
<td>Informativeness * CPR</td>
<td>0.031</td>
<td>0.004</td>
</tr>
</tbody>
</table>

Table 3.3: Experiment 1 (word probes): Results when analyzing either human responses or model predictions.

interaction captured in the mixed-effects analysis. Different lines in the plot represent the effect of (mean-centered) CPR at different level of informativeness: the higher the informativeness, the steeper the slope, the more aligned human reponses are to ground-truth CPR. Moreover, the plot shows how the effect of CPR is evident also for trials in which informativeness is very low. This crucially indicates that participants are able to learn something meaningful from contexts that are not only short, but also poor in explicit evidence. Passage length (that is, the number of sentences forming the context) has no significant modulation on participants’ performance (and consequently it is not part of the final model): even when only two sentences are presented, the CPR effect does not significantly decrease.

The next set of columns in Table 3.3 reports the results when testing the MSG scores for passage-based chimera representations and probes. The pattern is close to what observed for human responses: we found no reliable effect of passage length, and a significant interaction between CPR and informativeness. The latter is also
Figure 3-3: Experiment 1 (word probes): association between by-item average human responses and model predictions. Yellow circles: 2-sentence passages; orange triangles: 4-sentence passage; red squares: 6-sentence passages.

qualitatively very similar to the one found for human participants (compare left and right panel of Figure 3-5).

The mixed-effects models significantly improved following the inclusion of CPR random slopes for subjects and chimeras (human rating analysis) and for chimeras (model prediction analysis). However, the reported effects (Table 3.3) still hold following the inclusion of random slopes, and the pattern of results remains consistent with the one reported in Figure 3-5.
3.4 Experiment 2: Estimating relatedness of chimeric concepts to image probes

3.4.1 Methods

Participants

As for Experiment 1, participants were recruited through the Crowdflower platform. Eventually, 168 subjects participated in Experiment 2. As an average, each chimera was rated by 120 distinct subjects.

Procedure

We used the same materials and followed the same procedure as in Experiment 1 above, running 18 separate Crowdflower jobs on as many lists generated through a
Latin-square design. The only difference is that probe words were substituted with images of the corresponding concepts, and ground-truth CPR scores (see Section 3.2.1 above) based on component-word-to-probe-image similarity judgments.

Participants were asked to rate the relatedness between the meaning denoted by the unknown word and the presented image. In the instructions, we stressed the visual aspect of the task, asking participants to base their ratings on their impression, from the passage, of how the unknown concept would look like.

Data Analysis

The data were analyzed as described above for Experiment 1.
Table 3.4: Rating distributions in Experiment 2. Average ratings (in different columns) are reported for set of probes grouped and ranked by their ground-truth CPR, crossed with passage informativeness (upper table) and passage length (lower table).

3.4.2 Results

Table 3.4 presents a summary of the results of the data collection for the second experiment. Figure 3-6 represents the association between the two dependent variables with respect to the observed data points. The correlation between them is at $r = .34$ ($p = .0001$). Figure 3-7 represents the association between CPR and human responses (left-hand panel) and model predictions (right-hand panel).

Table 3.5 and Figure 3-8 report the results of the mixed-effects analysis on human responses and model predictions. As a result of the outlier-removal procedure, 1.6% of the data points were excluded from the human-rating dataset, and 2.1% of the data points were excluded from the model-prediction dataset.

Results parallel Experiment 1. First, we observe significant effects of CPR, informativeness and their mutual interaction. Second, the modulation of passage length did not hold against the statistical controls, and was hence removed from the model. Third, the overall pattern observed in human judgments and model predictions is similar.

Also in this case, the mixed-effects models significantly improved following the inclusion of random slopes. Both CPR and informativeness random slopes (associated to both subjects and chimeras in the human rating analysis, and to chimeras in the model prediction analysis) significantly improved the model fit. Again, this more complex random structure does not change the overall pattern of the reported effects.
Figure 3-6: Experiment 2 (image probes): association between by-item average human responses and model predictions. Yellow circles: 2-sentence passages; orange triangles: 4-sentence passage; red squares: 6-sentence passages.

One advantage of a model closely mimicking subject behaviour, such as MSG, is that it can offer insights on the inner workings of word meaning formation. As an example of the possibilities offered by computer simulations, Figure 3-9 visualizes how MSG “imagines” the thing denoted by a novel word, based solely on the word representation it extracted from a single passage. We stress that what we report here is just an informal analysis of these visualizations, providing preliminary qualitative insight into how distributional concept formation might work, and we leave a systematic study using this methodology to future work.

To generate the images in Figure 3-9, we first obtained a visual vector by mapping the relevant passage-based chimera representation to visual space (using a mapping function from linguistic to visual representations analogous to the inverse one described in Section 3.2.2 above). Then, we retrieved the 50 pictures in our image pool (Section 3.2.2) whose visual feature vectors were nearest to the mapped chimera, and we superimposed them. Intuitively, if we have never seen an object, we might
associate it to a mental image that is an average of those objects that we think are similar: Before ever seeing a *papaya*, we might expect it to look somewhere in between a *mango* and a *banana* (see [60], for further details on this image generation method).

The first two images in the figure correspond to two-sentence passages about the *caterpillar/cockroach* chimera. The first passage was “easy” for subjects (in the sense that averaged passage-based judgments across probes were highly correlated with ground-truth CPR, $r = 0.95$), and indeed, when deriving its representation of the novel word from this context, MSG visualizes a brownish blob in the middle of green, suggesting a very sketchy bug. The second passage is harder (subjects-CPR correlation: $r = 0.46$), and MSG is misled by the metaphorical usage in the second sentence, visualizing a city landscape. The third passage (pertaining to the *potato/turnip* chimera) is relatively easy for subjects ($r = 0.71$), as well as for MSG, that is clearly pushed by the first sentence to emphasize the edible aspect of the
Predictor | Human responses | Model predictions
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b</td>
<td>SEM</td>
</tr>
<tr>
<td>Intercept</td>
<td>2.245</td>
<td>0.056</td>
</tr>
<tr>
<td>Informativeness</td>
<td>0.014</td>
<td>0.004</td>
</tr>
<tr>
<td>CPR</td>
<td>0.346</td>
<td>0.006</td>
</tr>
<tr>
<td>Informativeness * CPR</td>
<td>0.039</td>
<td>0.005</td>
</tr>
</tbody>
</table>

Table 3.5: Experiment 2 (image probes): Results when analyzing either human responses or model predictions.

chimera. The fourth passage was particularly difficult \( r = 0.07 \), and again we see how MSG is also misled (the image seemingly dominated by peppermint and/or field).

3.5 Discussion

Despite the fact that distributional learning is typically seen as a long-term process based on large-corpus statistics, our experimental and computational results suggest that this mechanism supports the construction of a reasonable semantic representation as soon as a new word is encountered.

Our experimental data confirmed that purely linguistic distributional evidence constitutes a precious source of information in acquiring word meaning, and that very limited amounts of uncontrolled text, of the sort one naturally encounters in everyday life, suffice for human participants to form reasonably accurate semantic representations, that involve both intuitions about the position of the concepts denoted by the new words in language-based semantic space (Experiment 1), and predictions about their visual aspect (Experiment 2).

Contrary to expectations about evidence accumulation in incremental learning, the length of the passage presented to subjects had no effect on the quality of the representations they extracted. The length difference of our stimuli was limited, ranging from 2 to 6 sentences, and it is likely that more marked differences will significantly impact human performance. Still, the present results indicate that, when evidence is very limited, human learning is mostly determined by the quality of the supplied information (captured here by the informativeness measure), rather than by
Figure 3-8: Experiment 2 (image probes): Interaction between informativeness and CPR on human responses (left panel) and model predictions (right panel).

its quantity.

A version of the MSG distributional semantic model, that we equipped with adult-like semantic competence by pre-training it on natural linguistic and image data, performed the word learning tasks in ways that are remarkably close to those of human subjects. Indeed, the reported simulations mirror the interaction between informativeness and CPR observed in our participants, suggesting that the model is not just generating cognitively plausible representations, but also exploiting, in this process, the same type of information that guides human learning.

Our results suggest that the simple context-prediction mechanisms encoded in MSG might suffice to explain the human ability to extract conceptual representations from minimal textual contexts. Specifically, MSG has been trained to produce word representations that are highly predictive of the linguistic contexts in which words occur, and of the visual features of the objects that they denote. Such architecture,
When presented with a new word in a passage, can immediately derive a linguistic representation for the word by interpolating over the known words in the context. This produces a representation for the new term that can be used to estimate its degree of relatedness to other words. Moreover, through cross-modal mapping, the model can simulate human intuitions about how the new concept must look like. In this perspective, the MSG architecture plausibly illustrates how previously acquired knowledge (both linguistically and visually connoted) is exploited to generate novel representations when a new word is first encountered.

The feature-level associationist learning process implemented in MSG can be seen as complementary to the widely studied cross-situational statistics tracking methods needed to link words to their referents [95]. The MSG learning procedure assumes that the right referent of (a subset of) words is known, and it relies on visual properties of referents (as well as linguistic contexts) to build word meaning representations. It is thus natural to assume that MSG learning operates on input that has been referentially disambiguated through standard cross-situational word-referent linking.

On the other hand, MSG captures aspects of learning that are problematic for classic cross-situational models. For example, it can explain why similarity and context play an important role in the computation and retention of cross-situational statistics [109]: similar instances of an object will have similar visual features, speeding up learning. It can explain why word learning, as [95] put it, is “incremental and
slow”, and simply associating a new word to a new referent in an unambiguous context (“fast mapping”) is not guarantee of genuine word learning, that is, full understanding and long-term retention of the word meaning. In the MSG model, the meaning (= vector) of a word is updated at each encounter with the word based on linguistic and visual contexts, as well as indirect influence from other words whose meaning is being constructed in the same representational space. Thus, meaning is indeed acquired incrementally: As our experiments showed, the model can already build a rough sketch of a word meaning from very few exposures, but the representation will keep becoming more precise (leading to better linguistic and cross-modal prediction) as more evidence is seen. Finally, by learning also from purely linguistic contexts, MSG accounts for abstract words, or even learning about concrete terms in absence of a referent, which remains a mystery for standard cross-situational learning models.

In the future, we intend to pursue the issue of whether word-level cross-situational learning and feature-level MSG-style learning have to be treated as connected but distinct processes, or if they can instead be unified into a single computational architecture.
Chapter 4

Attentive Social Multimodal Skip-gram Model

4.1 Introduction

In the previous chapters we introduced MSG, a model of semantic learning that enriches linguistic vectors with extra-linguistic information captured in real images. While we showed that MSG is an effective learner, even in case of minimal exposure to natural text, it makes strong assumptions not found in real learning scenarios. First, so far we assumed that we know the right object to be associated with a word, i.e., when somebody utters “cat” our learner knows exactly were to look in order to extract extra-linguistic information for learning the meaning of “cat”. However, this is clearly unrealistic during language acquisition, since children apriori do not know the meaning of words (moreover, cats do not carry labels!). Second, MSG induced word meaning by being presented with arbitrarily chosen sentences and objects that did not belong to a real learning episode, i.e., (Wikipedia) sentences were paired with (ImageNet) objects even though the former were not uttered in the presence of the latter.

In this chapter, we address all this limitations and present the ATTENTIVE SOCIAL MULTIMODAL SKIP-GRAM MODEL. Like the original MSG, our model learns multimodal word embeddings by reading an utterance sequentially and making, for each
word, two sets of predictions: (a) the preceding and following words, and (b) the visual representations of objects co-occurring with the utterance. However, unlike MSG, we do not assume we know the right object to be associated with a word. We consider instead a more realistic scenario where multiple words in an utterance co-occur with multiple objects in the corresponding scene. Under this referential uncertainty, the model needs to induce word-object associations as part of learning, relying on current knowledge about word-object affinities as well as on any social clues present in the scene. Moreover, the objects to be presented alongside text are not chosen arbitrarily. Instead, we use CHILDES Database [63], a corpus of transcribed interactions between children and their caregivers, that contains (among others) multi-modal information in the form of which objects were present during these interactions (see Section 4.4).

Finally, while multi-modal semantic learning has focused so far on incorporating extra-linguistic information extracted from images of objects, in this chapter we take a step towards incorporating social cues that are found in real communicative episodes between people, i.e., eye-gaze, gestures, body posture. Social cues reflect speakers’ intentions and generally contribute to the unfolding of the communicative situation [100]. Moreover, in the context of language learning, children who engage in joint attention (e.g., looking at particular objects together) with their caregivers have shown learn words faster [18]. As a first step towards developing full-fledged learning systems that leverage all signals available within a communicative setup, in our extended model we incorporate information regarding the objects that caregivers are holding.

4.2 Related Work

Computational models of word learning typically approximate the perceptual context that learners are exposed to through artificial proxies, e.g., representing a visual scene via a collection of symbols such as cat and dog, signaling the presence of a cat, a dog, etc. [119, 27, inter alia]. While large amounts of data can be generated in this way,

---

1See [44] for a recent review of this line of work, and another learning model using, like ours, real visual input.
they will not display the complexity and richness of the signal found in the natural environment a child is exposed to.

There is however work on learning from multimodal data [82, 118, a.o.] as well as work on learning distributed representations from child-directed speech [9, 51, a.o.], to the best of our knowledge ours is the first method which learns distributed representations from multimodal child-directed data. For example, in comparison to [118]’s model, our approach (1) induces distributed representations for words, based on linguistic and visual context, and (2) operates entirely on distributed representations through similarity measures without positing a categorical level on which to learn word-symbol/category-symbol associations. This leads to rich multimodal conceptual representations of words in terms of distributed multimodal features, while in Yu’s approach words are simply distributions over categories. It is therefore not clear how Yu’s approach could capture phenomena such as predicting appearance from a verbal description or representing abstract words—all tasks that our model is at least in principle well-suited for. Note also that [29]’s Bayesian model we compare against could be extended to include realistic visual data in a similar vein to Yu’s, but it would then have the same limitations.

Our work is also related to research on reference resolution in dialogue systems, such as [47]. However, unlike Kennington and Schlangen, who explicitly train an object recognizer associated with each word of interest, with at least 65 labeled positive training examples per word, our model does not have any comparable form of supervision and our data exhibits much lower frequencies of object and word (co-)occurrence. Moreover, reference resolution is only an aspect of what we do: Besides being able to associate a word with a visual extension, our model is simultaneously learning word representations that allow us to deal with a variety of other tasks—for example, as mentioned above, guessing the appearance of the object denoted by a new word from a purely verbal description, grouping concepts into categories by their similarity, or having both abstract and concrete words represented in the same space.
4.3 Attentive Social MSG Model

Similar to the standard skipgram, the model’s parameters are context word embeddings $W'$ and target word embeddings $W$. The model aims at optimizing these parameters with respect to the following multi-task loss function for an utterance $w$ with associated set of objects $U$:

$$L(w, U) = \sum_{t=1}^{T} (\ell_{\text{ling}}(w, t) + \ell_{\text{vis}}(w_t, U))$$  \hspace{1cm} (4.1)

where $t$ ranges over the positions in the utterance $w$, such that $w_t$ is $t^{th}$ word. The linguistic loss function is the standard skip-gram loss [68]. The visual loss is defined as:

$$\ell_{\text{vis}}(w_t, U) = \sum_{s=1}^{S} \lambda \alpha(w_t, u_s) g(w_t, u_s) + (1 - \lambda) h(u_s) g(w_t, u_s)$$  \hspace{1cm} (4.2)

where $w_t$ stands for the column of $W$ corresponding to word $w_t$, $u_s$ is the vector associated with object $U_s$, and $g$ the penalty function

$$g(w_t, u_s) = \sum_{u'} \max(0, \gamma - \cos(w_t, u_s) + \cos(w_t, u'))$$  \hspace{1cm} (4.3)

which is small when projections to the visual space $w_t$ of words from the utterance are similar to the vectors representing co-occurring objects, and at the same time they are dissimilar to vectors $u'$ representing randomly sampled objects. The first term in Eq. 4.2 is the penalty $g$ weighted by the current word-object affinity $\alpha$, inspired by the “attention” of [6]. If $\alpha$ is set to a constant 1, the model treats all words in an utterance as equally relevant for each object. Alternatively it can be used to encourage the model to place more weight on words which it already knows are likely to be related to a given object, by defining it as the (exponentiated) cosine similarity between word and object normalized over all words in the utterance:

$$\alpha(w_t, u_s) = \frac{\exp(\cos(w_t, u_s))}{\sum_r \exp(\cos(w_r, u_s))}$$  \hspace{1cm} (4.4)
let me have that

ahhah what's this

what does mom look like with the hat on

do i look pretty good with the hat on

Figure 4-1: Fragment of the IFC corpus where symbolic labels ring and hat have been replaced by real images. Red frames mark objects being touched by the caregiver.

The second term of Eq. 4.2 is the penalty weighted by the social salience $h$ of the object, which could be based on various cues in the scene. In our experiments we set it to 1 if the caregiver holds the object, 0 otherwise.

We experiment with three versions of the model. With $\lambda = 1$ and $\alpha$ frozen to 1, the model reduces to the original MSG, but now trained with referential uncertainty. The ATTENTIVE MSG sets $\lambda = 1$ and calculates $\alpha(w_t, u_s)$ using Equation 4.4 (we use the term “attentive” to emphasize the fact that, when processing a word, the model will pay more attention to the more relevant objects). Finally, ATTENTIVE SOCIAL MSG further sets $\lambda = 1/2$, boosting the importance of socially salient objects.

All other hyperparameters are set to the values found by [59] to be optimal after tuning, except hidden layer size that we set to 200 instead of 300 due to the small corpus (see Section 4.4). We train the MSG models with stochastic gradient descent for one epoch.

4.4 The Illustrated Frank et al. Corpus

[29] present a Bayesian cross-situational learning model for simulating early word learning in first language acquisition. The model is tested on a portion of the Rollins section of the CHILDES Database [63] consisting of two transcribed video files (me03 and d106), of approximately 10 minutes each, where a mother and a pre-verbal infant
play with a set of toys. By inspecting the video recordings, the authors manually annotated each utterance in the transcripts with a list of object labels (e.g., ring, hat, cow) corresponding to all midsize objects judged to be visible to the infant while the utterance took place, as well as various social cues. The dataset includes a gold-standard lexicon consisting of 36 words paired with 17 object labels (e.g., hat=hat, pig=pig, piggie=pig).²

Aiming at creating a more realistic version of the original dataset, akin to simulating a real visual scene, we replaced symbolic object labels with actual visual representations of objects. To construct such visual representations, we sample for each object 100 images from the respective ImageNet [23] entry, and from each image we extract a 4096-dimensional visual vector using the Caffe toolkit [43], together with the pre-trained convolutional neural network of [54].³ These vectors are finally averaged to obtain a single visual representation of each object. Concerning social cues, since infants rarely follow the caregivers’ eye gaze but rather attend to objects held by them [120], we include in our corpus only information on whether the caregiver is holding any of the objects present in the scene. Note however that this signal, while informative, can also be ambiguous or even misleading with respect to the actual referents of a statement. Figure 4-1 exemplifies our version of the corpus, the Illustrated Frank et al. Corpus (IFC).

Several aspects make IFC a challenging dataset. Firstly, we are dealing with language produced in an interactive setting rather than written discourse. For example, compare the first sentence in the Wikipedia entry for hat (“A hat is a head covering”) to the third utterance in Figure 4-1, corresponding to the first occurrence of hat in our corpus. Secondly, there is a large amount of referential uncertainty, with up to 7 objects present per utterance (2 on average) and with only 33% of utterances explicitly including a word directly associated with a possible referent (i.e., not taking into account pronouns). For instance, the first, second and last utterances in Figure 4-1 do not explicitly mention any of the objects present in the scene. This uncertainty also

²http://langcog.stanford.edu/materials/nipsmaterials.html
³To match the hidden layer size, we average every k = 4096/200 original non-overlapping visual dimensions into a single dimension.
Table 4.1: Best-F results for the MSG variations and alternative models on word-object matching. For all MSG models, we report Best-F mean and standard deviation over 100 iterations.

<table>
<thead>
<tr>
<th>Model</th>
<th>Best-F</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSG</td>
<td>.64 (.04)</td>
</tr>
<tr>
<td>ATTENTIVE MSG</td>
<td>.70 (.04)</td>
</tr>
<tr>
<td>ATTENTIVE SOCIAL MSG</td>
<td>.73 (.03)</td>
</tr>
<tr>
<td>ASMSG + shuffled visual vectors</td>
<td>.65 (.06)</td>
</tr>
<tr>
<td>ASMSG + randomized sentences</td>
<td>.59 (.03)</td>
</tr>
<tr>
<td>BEAGLE</td>
<td>.55</td>
</tr>
<tr>
<td>PMI</td>
<td>.53</td>
</tr>
<tr>
<td>BAYESIAN CSL</td>
<td>.54</td>
</tr>
<tr>
<td>BEAGLE + PMI</td>
<td>.83</td>
</tr>
</tbody>
</table>

extends to social cues: only in 23% of utterances does the mother explicitly name an object that she is holding in her hands. Finally, models must induce word-object associations from minimal exposure to input rather than from large amounts of training data. Indeed, the IFC is extremely small by any standards: 624 utterances making up 2,533 words in total, with 8/37 test words occurring only once.

4.5 Experiments

We follow the evaluation protocol of [29] and [52]. Given 37 test words and the corresponding 17 objects (see Table 4.2), all found in the corpus, we rank the objects with respect to each word. A mean Best-F score is then derived by computing, for each word, the top F score across the precision-recall curve, and averaging it across the words. MSG rankings are obtained by directly ordering the visual representations of the objects by cosine similarity to the MSG word vectors.

Table 4.1 reports our results compared to those in earlier studies, all of which did not use actual visual representations of objects but rather arbitrary symbolic IDs. BAYESIAN CSL is the original Bayesian cross-situational model of [29], also including social cues (not limited, like us, to mother’s touch). BEAGLE is the best semantic-space result across a range of distributional models and word-object match-
Their distributional models were trained in a batch mode, and by treating object IDs as words so that standard word-vector-based similarity methods could be used to rank objects with respect to words. Plain MSG is outperforming nearly all earlier approaches by a large margin. The only method bettering it is the BEAGLE+PMI combination of Kievit-Kylar et al. (PMI measures direct co-occurrence of test words and object IDs). The latter was obtained through a grid search of all possible model combinations performed directly on the test set, and relied on a weight parameter optimized on the corpus by assuming access to gold annotation. It is thus not comparable to the untuned MSG.

Plain MSG, then, performs remarkably well, even without any mechanism attempting to track word-object matching across scenes. Still, letting the model pay more attention to the objects currently most tightly associated to a word (AttentiveMSG) brings a large improvement over plain MSG, and a further improvement is brought about by giving more weight to objects touched by the mother (AttentiveSocialMSG). As concrete examples, plain MSG associated the word cow with a pig, whereas AttentiveMSG correctly shifts attention to the cow. In turn, AttentiveSocialMSG associates to the right object several words that AttentiveMSG wrongly pairs with the hand holding them, instead.

One might fear the better performance of our models might be due to the skip-gram method being superior to the older distributional semantic approaches tested by [52], independently of the extra visual information we exploit. In other words, it could be that MSG has simply learned to treat, say, the lamb visual vector as an arbitrary signature, functioning as a semantically opaque ID for the relevant object, without exploiting the visual resemblance between lamb and sheep. In this case, we should obtain similar performance when arbitrarily shuffling the visual vectors across object types (e.g., consistently replacing each occurrence of the lamb visual vector with, say, the hand visual vector). The lower results obtained in this control condition (ASMSG+shuffled visual vector) confirm that our performance boost is largely due to exploitation of genuine visual information.

Since our approach is incremental (unlike the vast majority of traditional distri-
butional models that operate on batch mode), it can in principle exploit the fact that the linguistic and visual flows in the corpus are meaningfully ordered (discourse and visual environment will evolve in a coherent manner: a hat appears on the scene, it’s there for a while, in the meantime a few statements about hats are uttered, etc.). The dramatic quality drop in the ASMSG+randomized sentences condition, where ATTENTIVESOCIALMSG was trained on IFC after randomizing sentence order, confirms the coherent situation flow is crucial to our good performance.

**Minimal exposure.** Given the small size of the input corpus, good performance on the word-object association already counts as indirect evidence that MSG, like children, can learn from small amounts of data. In Table 4.2 we take a more specific look at this challenge by reporting ATTENTIVESOCIALMSG performance on the task of ranking object visual representations for test words that occurred only once in IFC, considering both the standard evaluation set and a much larger confusion set including visual vectors for 5.1K distinct objects (those of [59]).Remarkably, in all but one case, the model associates the test word to the right object from the small set, and to either the right object or another relevant visual concept (e.g., a ranch for moocows) when the extended set is considered. The exception is kitty, and even for this word the model ranks the correct object as second in the smaller set, and well above chance for the larger one. Our approach, just like humans [105], can often get a word meaning right based on a single exposure to it.

**Generalization.** Unlike the earlier models relying on arbitrary IDs, our model is learning to associate words to actual feature-based visual representations. Thus, once the model is trained on IFC, we can test its generalization capabilities to associate known words with new object instances that belong to the right category. We focus on 19 words in our test set corresponding to objects that were normed for visual similarity to other objects by [90]. Each test word was paired with 40 ImageNet pictures evenly divided between images of the gold object (not used in IFC), of a highly visually similar object, of a mildly visually similar object and of a dissimilar
<table>
<thead>
<tr>
<th>word</th>
<th>gold object</th>
<th>17 objects nearest r</th>
<th>5.1K objects nearest r</th>
</tr>
</thead>
<tbody>
<tr>
<td>bunny</td>
<td>bunny</td>
<td>bunny 1</td>
<td>bunny 1</td>
</tr>
<tr>
<td>cows</td>
<td>cow</td>
<td>cow 1</td>
<td>lea 7</td>
</tr>
<tr>
<td>duck</td>
<td>duck</td>
<td>duck 1</td>
<td>mallard 4</td>
</tr>
<tr>
<td>duckie</td>
<td>duck</td>
<td>duck 1</td>
<td>mallard 3</td>
</tr>
<tr>
<td>kitty</td>
<td>kitty</td>
<td>book 2</td>
<td>bookcase 66</td>
</tr>
<tr>
<td>lambie</td>
<td>lamb</td>
<td>lamb 1</td>
<td>lamb 1</td>
</tr>
<tr>
<td>moocows</td>
<td>cow</td>
<td>cow 1</td>
<td>ranch 4</td>
</tr>
<tr>
<td>rattle</td>
<td>rattle</td>
<td>rattle 1</td>
<td>rattle 1</td>
</tr>
</tbody>
</table>

Table 4.2: Test words occurring only once in IFC, together with corresponding gold objects, AttentiveSocialMSG top visual neighbours among the test items and in a larger 5.1K-objects set, and ranks of gold object in the two confusion sets.

one (for duck: duck, chicken, finch and garage, respectively). The pictures were represented by vectors obtained with the same method outlined in Section 4.4, and were ranked by similarity to a test word ATTENTIVESOCIALMSG representation.

Average Precision@10 for retrieving gold object instances is at 62% (chance: 25%). In the majority of cases the top-10 intruders are instances of the most visually related concepts (60% of intruders, vs. 33% expected by chance). For example, the model retrieves pictures of sheep for the word lamb, or bulls for cow. Intriguingly, this points to classic overextension errors that are commonly reported in child language acquisition [80].

### 4.6 Discussion

Our very encouraging results suggest that multimodal distributed models are well-suited to simulating human word learning. We think the most pressing issue to move ahead in this direction is to construct larger corpora recording the linguistic and visual environment in which children acquire language, in line with the efforts of the Human Speechome Project [83, 81]. Having access to such data will enable us to design agents that acquire semantic knowledge by leveraging all available cues present in multimodal communicative setups beyond visual context, such as learning agents.
<table>
<thead>
<tr>
<th>word</th>
<th>gold</th>
<th>nearest</th>
<th>Accuracy top10</th>
</tr>
</thead>
<tbody>
<tr>
<td>bear</td>
<td>bear</td>
<td>bear</td>
<td>20%</td>
</tr>
<tr>
<td>book</td>
<td>book</td>
<td>book</td>
<td>70%</td>
</tr>
<tr>
<td>books</td>
<td>book</td>
<td>book</td>
<td>70%</td>
</tr>
<tr>
<td>cow</td>
<td>bull</td>
<td>cow</td>
<td>50%</td>
</tr>
<tr>
<td>cows</td>
<td>cow</td>
<td>cow</td>
<td>50%</td>
</tr>
<tr>
<td>moocow</td>
<td>bull</td>
<td>cow</td>
<td>50%</td>
</tr>
<tr>
<td>moocows</td>
<td>cow</td>
<td>cow</td>
<td>60%</td>
</tr>
<tr>
<td>bird</td>
<td>duck</td>
<td>duck</td>
<td>50%</td>
</tr>
<tr>
<td>birdie</td>
<td>duck</td>
<td>duck</td>
<td>70%</td>
</tr>
<tr>
<td>duck</td>
<td>duck</td>
<td>duck</td>
<td>70%</td>
</tr>
<tr>
<td>duckie</td>
<td>duck</td>
<td>duck</td>
<td>70%</td>
</tr>
<tr>
<td>lamb</td>
<td>lamb</td>
<td>lamb</td>
<td>70%</td>
</tr>
<tr>
<td>lambie</td>
<td>lamb</td>
<td>lamb</td>
<td>70%</td>
</tr>
<tr>
<td>mirror</td>
<td>mirror</td>
<td>mirror</td>
<td>20%</td>
</tr>
<tr>
<td>oink</td>
<td>pig</td>
<td>pig</td>
<td>90%</td>
</tr>
<tr>
<td>pig</td>
<td>pig</td>
<td>pig</td>
<td>80%</td>
</tr>
<tr>
<td>piggie</td>
<td>pig</td>
<td>pig</td>
<td>70%</td>
</tr>
<tr>
<td>piggies</td>
<td>pig</td>
<td>pig</td>
<td>70%</td>
</tr>
</tbody>
</table>

Table 4.3: Generalization experiment. Search space of each concept containing 40 elements. 10 gold, 10 visually similar, 10 less similar, 10 random

that can automatically predict eye-gaze [79] and incorporate this knowledge into the semantic learning process.
Chapter 5

Towards Multi-Agent Communication-Based Language Learning

5.1 Introduction

One of the most ambitious goals of AI is to develop intelligent conversational agents able to communicate with humans and assist them in their tasks. Thus, solving language processing is a key step toward such agents. In the previous chapters, we aimed at designing computational learners that learn language without strong supervision (see ATTENTIVE SOCIAL MSG presented in Chapter 4) within communicative episodes in the form of recorded multimodal interactions between children and their caregivers. However, training on canned conversations does not allow these “passive” learners to experience the interactive aspects of conversations. While this paradigm is a good way to learn general statistical associations (in the case of ATTENTIVE SOCIAL MSG, these would consist in associations between words and their referents in the external world) it focuses on the structure of language rather than on its purpose, that is, the fact that we use words to make things happen [3]!

In the language community, after the seminal work on the “blocks-world” environ-
ment of [115], we are now experiencing a revival of interest in language learning frameworks that are centered around communication and interaction (e.g., the Roadmap of [69] or the more recent dialogue-based learning proposal of [112]). Similar trends are also taking place in other fields of Artificial Intelligence, witness the revival of interest in *game playing* with the recent ground-breaking results of DQN on Atari [73] and AlphaGo [91], following precursors such as DeepBlue [17] and TD-Gammon [104].

Focusing on language, current approaches to communication-based language learning simulate interactive environments in diverse ways, e.g., by having agents interacting directly with humans or other scripted agents. Both approaches exhibit potentially important limitations. The *human-in-the-loop* approach (e.g., the SHRLDU program of Terry Winograd, robots learning via interacting with humans as in [103]) faces serious scalability issues, as active human intervention is obviously required at each step of training. Scripted Wizard-of-Oz environments [69] shift the burden of heavy manual engineering from the learning agent to designing the right behaviour for the programmed teaching agents.

In this chapter, we are proposing a radically different research program, namely *multi-agent communication-based language learning within a multimodal environment*. The essence of this proposal is to let computational agents co-exist, so that their co-existence constitutes the interactive environment. In this multi-agent environment, agents need to collaborate to perform a task, and we hypothesize that (with the right priors and constraints) developing language production and understanding will be prerequisites to successful communication. Note that we are not suggesting that the “passive” setup should be abandoned, as, even in the interactive paradigm, large-scale statistical learning is expected to be important, e.g., to let agents discover how to produce grammatical sentences, how to recognize object categories in general or even how to provide generic descriptions of what is present in a scene. Still, interaction is required for many other tasks, that only make sense within a communicative setup, e.g., how to refer to specific things, or how to ask a good question or respond to it.

Several points make this proposal attractive. First of all, this framework requires minimum human intervention for designing agents, the environment and its physics,
e.g., rewards, although humans do still need to specify the nature of the tasks that agents need to perform. Computational agents will co-exist (co-operate or antagonize) and self-organize freely, interacting with each other and being encouraged to learn in order to achieve communication. For example, imagine the simple case in which an agent needs to have some object that some other agent possesses, and she starts asking for it in various ways. Only when she manages to make herself understood she will be able to get hold of that object. The sort of learning taking place in such setup will have to be based on active request for information, and it will probably foster incremental agreement by interaction.

We start by considering the most basic act of communication, namely referring to things. We design multimodal riddles in the form of referential games (see Figure 5-1) [33]. The speaker in this game is asked to refer to one of the visible objects by uttering an expression. The listener, who sees the same objects but has no knowledge regarding which object the speaker was asked to describe, needs to identify it based on the speaker’s expression. Similar simulations with signaling games have been studied in traditional literature of the emergence of language (see, e.g., [111] and [94] for surveys). While there is much there to be learned for our situation, given the focus of these works on studying the origins of language, the simulations from this period were rather restricted with respect to the nature and size of of input data,
i.e., mostly artificial input and small networks. In this work, we are arguing in favor of a multi-agent communication framework as the foundation of building machines that can communicate with us, thus focusing on more realistic data/input and less assumptions about their nature.

Importantly, the agents start in a *tabula rasa* state. They do not possess any form of language or understanding. They have no prior notion of the semantics of words. Meanings are assigned to words (that is, the arbitrary symbols used in our initial simulations) by playing the game and are reinforced by communication success. Thus, agents can agree to any sort of conceptualization and assign to any word any kind of interpretation that help them effectively solve the tasks. This essentially aligns with the view of [116] that *language meaning is derived from usage*.

We will report next a set of pilot experiments showing that, while it is feasible, within this multi-agent environment, to learn efficient communication protocols succeeding in the referential game, such protocols might not necessarily be aligned with the sort of semantics that exists in natural language. Interestingly, in the seminal language evolution experiment “Talking Heads” of [99], when two robots were left free to interact with each other, they developed an artificial language bearing little resemblance to natural language. Thus, we anticipate that, if we want to move forward with this research programme, grounding the agents’ communication into natural language will be crucial, since our ultimate goal is to be able to develop agents capable of communication with humans.

5.2 A two-agent referential game simulation

5.2.1 The game

We propose a simple referential game with 2 agents, $A_1$ and $A_2$. The game is defined as follows:

- $A_1$ is shown a visual scene with two objects and is told to describe the referent with a word that constitutes the referring expression ($RE$).
Note that this game resembles the ReferItGame [46] played by humans and designed to collect RE annotations of real scenes.

We observe that this is a co-operative game, i.e., our agents must work together to achieve game points. A1 should learn how to provide accurate expressions that discriminate the object from all others, and A2 should be good at interpreting A1’s REs in the presence of the objects, in order to point to the correct one. Thus, with this game A1 and A2 learn to perform referring expression generation and reference resolution respectively.

### 5.2.2 Visual Scenes

Our current setup consists of visual scenes with only two objects, the referent and the context. Towards this end, we created 3 games from 3 different datasets by controlling the type of objects being paired in the visual scene. Each dataset focuses on some particular aspect of the referential game.

While our framework does not require obtaining gold annotations for the RE of the referent, we apply a number of heuristics to annotate each \((\text{referent, context})\)
pair with *gold words* acting as REs. This will allow us to conduct various analyses regarding the nature of the semantics that the agents assign to the induced words. Table 5.1 exemplifies an instance of the game for the different scenarios, and reports descriptive statistics for the 3 datasets.\(^1\)

**ReferIt**  The first game scenario uses data derived from the ReferItGame [46]. In its general format, ReferItGame contains annotations of bounding boxes in real images with referring expressions produced by humans when playing the game. In order to create plausible visual situations consisting of two objects only, we synthesize scenes by pairing each referent (as denoted by a bounding box in the image) with a distractor context that comes from the *same* image (i.e., some other bounding box in the image). Each bounding box in the initial ReferItGame is associated with a RE, which we pre-process to eliminate stop words, punctuation and spatial information, deriving single words attributes. We then follow a heuristic to obtain the *gold words* acting as the referring expression for a given \(\langle\text{referent, context}\rangle\) pair, by selecting words that were produced to describe the intended referent but not the context. The rationale for this decision is that a *necessary* condition for achieving successful reference is that REs accurately distinguish the intended referent from any other object in the context [21]. For maximizing the quality of the generated gold words, (i) we disregarded any distractor context whose bounding box overlapped significantly with the referent’s bounding box and (ii) we disregarded distractor contexts that had full word overlap with the referent, thus resulting in a null referring expression for the \(\langle\text{referent, context}\rangle\) pair.

**Objects**  To control for the complexity of the visual scenes and words while maintaining real images, we created a simpler dataset in which referent and context are always different objects. For a list of 100 concrete objects ranging across different categories (e.g., *animal*, *furniture* etc), we synthesized \(\langle\text{referent, context}\rangle\) pairs by taking all possible combinations of objects and, for each object, sampling an image

---

\(^1\)Our datasets will be made available.
from the respective ImageNet [23] object label entry. The RE/gold words for a given pair is then straightforwardly obtained by using the object name of the referent.

**Shapes** Finally, we introduce a third dataset which controls for the complexity that real images have, while allowing referent and context to differ in a diverse number of words, exactly like in real scenes. Following [1], we created a geometric shapes dataset consisting of images that contain a single object. We generate such single-object images by varying the values of 6 types of attributes and follow a similar approach as in the ReferIt dataset to annotate (referent, context) pairs with gold words (i.e., by taking the difference of the attributes in the referent and context).²

## 5.2.3 Agent Players

**Agent A1 (Referring Expression Generation)** Agent A1 is performing a task analogous to *referring expression generation*. Unlike traditional REG research [22, 72, 46] that produces phrases or words as RE, in our current framework, agent A1 learns to predict a single word that discriminates the referent from the context. Note however that word meaning is not pre-defined. Instead, it emerges “on-demand” via their usage in the referential game. In particular, ideally agent A1 will learn to associate the words to systematic configurations of lower-level perceptual features present in the images. In the current experiments, the words are simply represented by numerical indices, but it would of course be trivial to associate such indices with phonetic strings.

Figure 5-2 illustrates the network architecture of A1. The model is presented with the two images that constitute a visual scene. We assume that agents are already equipped with a pre-trained visual system that converts the raw pixel input of the referent and the context to higher-level visual vectors \( \mathbf{v} \) (i.e., activation patterns on a high layer of a pre-trained convolutional network. For games using the ReferIt and Objects dataset we used the pre-trained VGG-network [92]. For the Shapes, given

---

²The 18 attributes grouped by type: shape={(triangle, square, circle), border color={(fuchsia, indigo, crimson, cyan, black, limegreen, brown, gray), horizontal position={(up, down), vertical position={(right, left), shape size={(small, medium, big)}}
that the nature of the images is different from that of usual ImageNet data used to train these networks, we trained our own model. Specifically, we trained a smaller network, i.e., AlexNet [54] on predicting bundles of two words. For both models, we use the second-to-last fully connected layer to represent images corresponding to 4096-D vectors. These visual vectors are mapped into word vectors of dimensionality $|V|$ (cardinality of all available words, where this vocabulary size parameter is decided by the experimenter), with weights $M^a \in \mathbb{R}^{4096 \times |V|}$ shared across the two objects. Intuitively, this layer learns which words are active for specific objects.

Pairwise interactions between word vectors of referent and context are captured in the discriminative layer. This layer, processes, for each word, the two units, one for each object, and by applying a linear transformation with weights $M^d \in \mathbb{R}^{2 \times h}$, followed by a sigmoid activation function, finally derives a single value by another linear transformation with weights $M^D \in \mathbb{R}^{h \times 1}$, producing $d_v$ which encodes the degree of discriminativeness of word $v$ for the specific referent. The same process with the same shared weights $M^d$ and $M^D$, across words is applied to all words $v \in V$.

Figure 5-2: Neural network of player A1. In this particular game, A1 produces the reference vector that activates word_2 as the RE, which is going to be passed over to A2.
to derive the estimated discriminativeness vector \( \mathbf{d} \). Finally, the discriminativeness vector is converted to a probability distribution, from which the player samples one word \( a \) acting as the referring expression. This word is encoded in the reference vector with one-hot like representation, and is passed over to A2. The learnable parameters of A1 are \( \theta_{A1} = \langle M^a, M^d, M^D \rangle \).

A1 does not receive supervised data regarding the words that are appropriate in pictures, nor regarding which words should be used to refer to the referent. The only supervision regarding the “goodness” of words to the given \( \langle \text{referent, context} \rangle \) pair comes from the success of the interaction between the agents while playing the referential game.

**Agent A2 (Reference Resolution)** For the purposes of the game, A2 needs to perform a task similar to reference resolution. Given the same visual input as A1 (we assume that the agents share the same visual system) and the produced word \( a \), A2 has to choose which of the 2 objects in the scene is the intended referent. Note that A2 sees the two images in random order.

![Figure 5-3: Network of A2. In this example, given the two objects and the reference vector encoding the predicted word produced by A1, she correctly predicts that the referent is the second object.](image)

Following this reasoning, we design a simple implementation of A2 depicted in Figure 5-3. A2 is presented with the two objects \( o_1 \) and \( o_2 \), without knowing which is
Figure 5-4: Communication success across different datasets over training epochs. For each dataset, we vary the number of words available in the vocabulary of the agents, with the corresponding curves depicted in different colors in the figure. Note: Best viewed in color.

the referent, and embeds them into a word space using weights shared across the two objects $M^{a'} \in \mathbb{R}^{4096 \times |V|}$.

Note, that as is in the case of A1, A2 will receive no direct image-word supervision. The resulting word vectors encode how active the words are across the two objects. Following that, A2 computes the dot product similarities between the reference vector (i.e., the one-hot representation of the selected word $a$) and the word vectors of the objects. Intuitively, the reference vector encodes which word characterizes the referent best in the current context and as a result, the dot similarity will be high if the word $a$ is very active in the word vector. These two dot similarities are converted to a probability distribution $p(o|o_1, o_2, a)$ over the two image indices, and one index is sampled indicating which of the two objects is the chosen referent. The learnable parameters of A2 are just $\theta_{A2} = \langle M^{a'} \rangle$.

5.3 Experiments

5.3.1 General Training Details

The parameters of the 2 agents, $\theta = \langle \theta_{A1}, \theta_{A2} \rangle$, are learned jointly while playing the game. The only supervision used is communication success, i.e., whether the agents agreed on the referent. This setup can be naturally modeled with Reinforcement

---

Footnote: While we could tie $M^{a'}$ and $M^{a}$, here we do not enforce any such constraint, essentially allowing the agents to develop their own “visual” understanding.
Learning [102]. Under this framework, the parameters of the agents implement a policy. By executing this policy, the agents perform actions, i.e., A1 picks a word and A2 picks an image. The loss function that the two agents are minimizing is
\[-E_{\tilde{o} \sim p(o|o_1, o_2, a)}[R(\tilde{o})],\]
where \(o_1\) and \(o_2\) are the 2 objects in the visual scene, \(p(o|o_1, o_2, a)\) is the conditional probability over the 2 objects as computed by A2 given the objects and the word produced by A1, and \(R\) is the reward function which returns 1 iff \(\tilde{o} = \text{referent}\). The parameter updates are done following the Reinforce update rule [114]. We do mini-batch updates, with a batch-size of 32 and train in all datasets for 3.5k iterations.\(^4\)

The agents are trained and tested separately within each dataset. At test time, visual scenes (i.e., combination of referent and contexts images) are novel but individual images might be familiar. For test and tuning we use 1k visual scenes, and leave the rest for training (see Table 5.1 for exact numbers).

5.3.2 Results

Our pilot experiments aim to ascertain whether our proposal can result in agents that learn to play the game correctly. Moreover, given that the agents start from a clean state (i.e., they possess no prior semantics other than the relatively low-level features passed to them through the visual vectors), it is worth looking into the nature of the induced semantics of the words. Simply put, is communication-based learning enough to allow agents to use the words in such a way that reflects high-level understanding of the images?

Can agents learn to develop a communication protocol within the referential game? Figure 5-4 shows the communication success performance, i.e., how often the intended referent was guessed correctly by A2 (chance guessing would lead to 0.5 performance). Overall, agents are able to come up with a communication protocol allowing them to solve the task, but it takes them approximately 500 iterations (i.e., 16k training examples) before they start communicating effectively. This is to

\(^4\)The model-specific hidden size of discriminative layer hyperparameter is set to 20.
be expected, as the agents have no knowledge of the game rules nor of how to refer to things, and must induce both by observing the rewards they receive. Moreover, fewer words in the vocabulary translates to faster, but not necessarily better learning. As a sanity check, we restricted the vocabulary to 2 words only. In this case, the agents also came close to solving the task (and that was done faster than in the other cases), although without approaching 100% performance, a tendency observed across the datasets. At first glance this might seem suspicious; even if we, as humans, use language flexibly through polysemy, still it will not be possible to come up with 2 words being able to reliably distinguish all possible combinations of objects!

However, when we closely inspected the way A1 used the 2 words (e.g., by looking into the induced weights $M^a$), it became clear that the agent was in a sense “cheating”. Instead of communicating about high-level semantics, the agents agreed to exploit the words to communicate about low-level embedding properties of $\langle$referent, context $\rangle$ pairs (e.g., pick word 1 if the value in dimension 3 is greater in the referent than the context etc). While this might seem odd, such strategies are in fact the best in order to communicate efficiently with only 2 words. This resembles the so-called conceptual pacts that humans form to make conversation more efficient, i.e., mutually agreeing in using “unconventional” semantics to refer to things [14]. Still, the “words” discovered in this way have a very ad-hoc meaning that will not generalize to any useful task beyond the specifics of our game, and we would not want the agents to learn them. We thus turn now to an analysis of the semantic nature of the induced words when the agents have a larger vocabulary available than just 2 words, to see if they learn more general meanings, corresponding to (clusters of) high-level visual properties such as “red” or “cat”.

**What is the meaning of the induced words?** Revealing the semantics assigned to the induced words $a$ is not trivial. We tested whether the semantics of the induced words align with the semantics of the referring expressions as expressed by the gold terms. We focused on the **Objects** and **Shapes** datasets that have a relatively small number of words (100 and 18 respectively) and trained the agents using as word
vocabulary size $|V|$ 100 and 18 respectively. After the training, we assign to each induced word $a$ the gold term that appears most often in the annotations of the $\langle$referent, context$\rangle$ pairs for which $a$ was predicted by A1, enforcing a 1-1 mapping (an induced word can by paired only with one gold word). A1 had a tendency not to make use of all the available words $a$ in the vocabulary, thus either using words in a polysemous way, or assigning them some semantics different than the one that the gold terms encode. As an example, we plot in Figure 5-5 the inferred alignment between induced and gold terms in the Shapes dataset.

Irrespective of the exact interpretation of words, meanings induced within this referential framework should be consistent across $\langle$referent, context$\rangle$ pairs. For example, if an agent used the word red to refer to the object X in the context of Y, then red cannot be used again to refer to the object Z in the context of X, since red is also a property of the latter. However, the “cheating” approach we reported above for the 2-word case, in which the same word is used communicate about whether a low-level feature is higher in the referent or the context, would not respect this consistency constraint, as X might have a higher value of the relevant feature when compared to Y but lower with respect to Z.

To capture this, we devised a measure that we termed “referential inconsistency” ($RI$). Specifically, for each image $i$ we compute a set $R(i)$ containing all the induced
words that were activated when \(i\) was in the referent slot and \(C(i)\) in the context slot. Then, the referential inconsistency \(RI\) of a word \(a\) is computed as
\[
\frac{\sum_{i \in R(i) \cap C(i)}}{\sum_{i \in R(i) \cup C(i)}}
\]
which counts the number of images for which \(a\) was both in the referent and context sets, normalized by the times it appears in either. Ideally, this value should be 0, as this happens when it was never the case that an induced word was activated both when an image was in the referent and in the context slot.

Table 5.2 reports the proportion of induced active words that have \(RI > 0\) across datasets (smaller values reflect consistent use of words). As expected, when communicating with 2 words only, agents do not seem to be using them in a semantically meaningful way, since referential consistency is violated. However, we ought to mention that it is also possible is that the agents in this case have learned to assign a comparative meaning to words [76]. Imagine that we pair an image of Mona Lisa once with an image of a frowning face as the context, and once with an image of a broadly smiling face. It would be acceptable then to use “the smiling one” to denote Mona Lisa in the first pair, but it would also be possible to refer in this way to the more overtly smiling face in the second case, as Mona Lisa is more smiley than the frowning face, but definitely less so than a fully smiling face! In any case, for all datasets, with 100 words referential consistency is largely respected.

Finally, we consider a third way to assess the degree to which the induced words reflect the intuitive semantic properties of the images. Our hypothesis is that, if the induced words are used coherently across visually similar referents, then they should reflect properties that are typical of the class shared by the referents (e.g., “furry” for mammals). For this experiment, we focus on the Objects dataset that is annotated
with 100 gold terms denoting the objects depicted in the pictures (e.g., cat, dog etc). For each gold term \( g \), we construct a vector that records how often the induced word \( a \) was used for a \( \langle \text{referent, context} \rangle \) pair that was annotated with \( g \), essentially representing gold terms in a vector space with induced words as dimensions. We then compute the pairwise cosine similarities of the gold terms in this vector space, plotted in Figure 5-6 up. As is, there is no structure in the similarity matrix. However, if we organize the rows and columns in the similarity matrix, as in Figure 5-6 down, so that objects of the same category cluster together (e.g., the first 2 rows and columns correspond to appliances, the next 4 to fruits), then a pattern along the diagonal starts to emerge, suggesting that the induced words reflect, at least to same degree, the similarity that exists between objects of the same category.

### 5.4 Discussion

We have presented here a proposal for developing intelligent agents with language capabilities, that breaks away from current passive supervised regimes. Agents co-exist and are able to interact with each other. In our proposed framework we do not restrict the number of agents, nor their role in the games, i.e., we envision a community of agents that all interact with each other having to perform different tasks and taking turns in them, requiring them to either co-operate or antagonize in min-max sort of zero-sum games, in which agents aim at minimizing the opponents
gain (e.g., as in the case of the famous *tic-tac-toe* game).

In our test case, we considered the most basic act of communication, i.e., learning to refer to things, and we designed a “grounded” co-operative task that takes the form of referential games played by two agents. The first experiments, while encouraging, have revealed that it is essential to ensure that agents will not “drift” into their own language, but instead they will evolve one that is aligned to our natural languages. Thus, inspired by the success of AlphaGo [91], that combines both passive learning (experiencing past human games and using a convolutional network to learn valid moves) and interactive learning (learning by playing what is the best move given a particular situation/state), we believe that it is crucial to combine dynamic interactive learning with static statistical learning of patterns from association, something that should ensure the grounding of communication into natural language.

We plan to move along a similar direction, introducing our agents to multi-tasking. As an example, we could expose A1 to large collections of texts and train her on language modeling, a task requiring no manual annotation, from which basic word associations patterns can be learned. Similarly, A2 could be trained on an image retrieval task, from which basic concept recognition and naming capabilities can be acquired, i.e., associating the phonetic string “cat” to instances of cats. Still, the agents would be trained via playing the game for producing good referring expressions, which is a task that depends predominantly on the success of communication (i.e., did our listener understood what we were referring to?)
Chapter 6

Conclusion

In this work, we have presented three models of human learning from naturalistic multi-modal input. We first introduced the Multimodal Skip-gram Model (Chapter 2), a model that assumes a purely predictive learner existing in a non-communicative setup and showed that such a computational learner displays comparable learning behaviour as human learners on a novel word learning setup (cf. Chapter 3). In Chapter 4, we relaxed some of the learning assumptions and presented the Attentive Social MSG, which instead of exposing the computational learner to a passive environment, such as text corpora traditionally used in semantic learning experiments, it exposes the learner in communicative episodes, simulated in our experiments by corpora capturing multi-modal interactions between children and their caregivers, allowing the learner to make use of information beyond words and passive percepts during learning. Finally, in Chapter 5, we presented on-going work towards fully interactive learning between two agents who learned to develop a language through the need to communicate in order to co-operatively solve a task.

We believe that the most promising direction towards developing agents that can work together with us is to place emphasis on the interactive aspect of language. After all, human-machine co-ordination, just like the human-human one, is impossible without communication, and the bulk of communication happens through natural language, supplemented of course with other non-linguistic cues contributing to rich multi-modal interactions. Along these lines, we advocate a research program that
creates interactive environments between a community of artificial agents. The agents will be given tasks to solve (i.e., games to play similar to the ones we presented in Chapter 5), that will be designed in order to foster emergence of key properties of language. Language will not be the goal of these games, but rather the by-product of achieving situated goals in this environment.

Connecting the emerged communication to human natural language is a key challenge for this framework; supervised learning and interactive learning should both come together to achieve this goal. We think that predictive learning should be retained as an important building block of intelligent agents, but rather should focused on teaching them primitive properties of language (e.g., basic word-object associations as we also did in Chapters 2 and 4) rather than complex behaviours, such as how to hold a conversation [108].
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