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Abstract

Big data, specifically Telecom Metadata, opens new opportunities for hu-
man behavior understanding, applying machine learning and big data
processing computational methods combined with interdisciplinary knowl-
edge of human behavior.

In this thesis new methods are developed for human behavior predictive
modeling based on anonymized telecom metadata on individual level and
on large scale group level, which were studied during research projects
held in 2012-2016 in collaboration with Telecom Italia, Telefonica Re-
search, MIT Media Lab and University of Trento. It is shown that human
dynamics patterns could be reliably recognized based on human behavior
metrics derived from the mobile phone and cellular network activity (call
log, sms log, bluetooth interactions, internet consumption).

On individual level the results are validated on use cases of detecting
daily stress and estimating subjective happiness. An original approach
is introduced for feature extraction, selection, recognition model train-
ing and validation. Experimental results based on ensemble stochastic
classification and regression tree models are discussed.

On large group level, following big data for social good challenges, the
problem of crime hotspot prediction is formulated and solved. In the pro-
posed approach we use demographic information along with human mo-
bility characteristics as derived from anonymized and aggregated mobile
network data. The models, built on and evaluated against real crime data
from London, obtain accuracy of almost 70% when classifying whether
a specific area in the city will be a crime hotspot or not in the follow-
ing month. Electric energy consumption patterns are correlated with
human behavior patterns in highly nonlinear way. Second large scale
group behavior prediction result is formulated as predicting next week
energy consumption based on human dynamics analysis derived out of
the anonymized and aggregated telecom data, processed from GSM net-
work call detail records (CDRs). The proposed solution could act on
energy producers/distributors as an essential aid to smart meters data
for making better decisions in reducing total primary energy consumption
by limiting energy production when the demand is not predicted, reduc-
ing energy distribution costs by efficient buy-side planning in time and
providing insights for peak load planning in geographic space.

All the studied experimental results combine the introduced methodol-
ogy, which is efficient to implement for most of multimedia and real-time
applications due to highly reduced low-dimensional feature space and re-
duced machine learning pipelines. Also the indicators which have strong
predictive power are discussed opening new horizons for computational
social science studies.



Keywords: telecom metadata, call detail records, supervised learning,
individual characteristics, affective states, crime hotspots, electric energy
consumption, human behavior understanding, social good, human dynam-
ics, big data, machine learning, artificial intelligence
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Chapter 1

Introduction
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1.1 Motivation - The Problem of Human Be-

havior Computation

Since the beginnings in the 1930s, computation has been primarily approached from
the tradition of engineering (which seeks to build practical systems using computa-
tions) and mathematics (which seeks to prove theorems about computation). And
starting from 1970s, computing has been described as being at the crossroads of
mathematical, engineering, and empirical traditions[Denning, 2003].

Recent advancements in artificial intelligence and machine learning open
new frontiers for computation, specifically for human behavior understanding
on personal and group level, thus fuel up Computational Social Science and
Social physics – the new interdisciplinary fields of science which attract growing
academic, government and business interest.

Big data, specifically Telecom Metadata, opens new opportunities for human be-
havior understanding, combining machine learning and big data processing compu-
tational methods multiplied by the interdisciplinary knowledge of human behavior.

The computer hardware capable for terabyte-scale computing is becoming
affordable for mid-sized companies and universities. Cloud computing and
hardware virtualization delivers simplicity, availability and scalability at a
fraction of the cost. High Performance Computing is shifting from expensive
supercomputers and specialized HPC clusters to commodity servers, running
as GPU-accelerated and heterogeneous computing.

How human could create companies and government agencies that are efficient,
cooperative and creative? These are the questions of social physics, and they are
especially important in global competition, environmental challenges, economic and
political crises and government failures. The first engine that drives social physics
is big data. Specifically, data driven modeling is the second wave of New Kind of
Science, exploiting the nature of computation to be explored experimentally. The
results of these experiments have great relevance to understanding the world than
traditional modelling by mathematical functions or simulation.

In modern science Social physics refers to using big data analysis and the math-
ematical laws to understand the behavior of human crowds [George et al., 2014].
The core idea is that data about human activity, such as phone call records, sms
records, geo location data from mobile phone, credit card transactions, social net-
works and web activity logs, contain mathematical patterns that are characteristic
of the way how social interactions evolve in time and space. These mathematical
models could serve as a filter for analysis of behavior change and for detecting emerg-
ing behavioral patterns for a bunch of filed of science, such as Economics, Finance,
Psychology, City Science, Architecture, Law, Public Security, Criminology, Politics,
Ecology, Energy Efficiency, Biology, Medicine, etc.

The new ubiquitous digital data from the smart phone and telecommunication
network is becoming available for understanding all the aspects of human life. By
using these data to build predictive models, computational theory of human be-
havior we could engineer better social systems.
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1.2 Research Goals

At the highest level, our goal is to evaluate and improve upon the state-of-the-art
scholar results of software-enabled human behavior understanding derived from be-
havioral big data. We focus specifically on telecom metadata, since this is obviously
cheap and ubiquitous source of behavioral information.

Since we are interested in practical and applied data driven results rather
than theoretical solutions, we implement our machine learning algorithms in a
state-of-the-art way, featuring the possibility to define and measure the impact
of the actual predictive variables in a human interpretable way. For that, deep
learning, convolutional neural networks and automated feature autoencoders
techniques are out of scope of this research.

We are interested in predicting human behavior, overreaching characterization or
recognition. This approach requires that the response variable that we predict for our
use case problems is shifted in the future. Concerning this point, the key research
goal is to test, if human behavior could be predicted on historical data and develop
appropriate algorithmic methods for solving this type of problems.

Our approach starts with individual behavior recognition and prediction and ex-
tends to large scale group behavior prediction.

We explore use cases in affective computing, such as daily happiness and
stress recognition, and extend our methodolody and computational approach
to crime hotspots prediction and energy consumption prediction based on
telecom and multimodal data.

These applications in machine learning are interesting both because they
tend to suffer from noise, limited data quality, unpredictable latency during
data collection, data privacy limitations, due to the large size of the arrays
of source data with wide separation between different data providers, also be-
cause the data logging could be not regular and predictable based on internal
policies of telecom companies in different countries.

By handling all of these cases, our methodology could cover a significant frac-
tion of scientific and engineering limitations.

The next key research goal is maximizing the performance of computation for
the cases that are covered. Since feature engineering involves huge labour costs as
well as a benefit of human interpretability, we balance our solution minimizing these
overheads while maximizing the time-to-solution benefits and computational speed
to achieve the best overall performance for deploying such systems in real life setting.
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1.3 Contribution and Structure

In this thesis we address several important problems related to the processing and
analysis of complex, multi dimentional, structured and semi-structured data.

First, we do algorithmic recognition of individuals’ affective states based
on the data collected on their smart phones.

Second, we are the first who formulated and algorithmically solved the problem
of predicting crime hot spots from telecom metadata in a city.

Third, we propose new methods for learning the intrinsic relationships
between the characteristics given observations (logs) framed as machine learn-
ing problems with reduced and highly compactified feature space for energy
consumption prediction problem.

Finally, the research effort presented in this thesis provides insight into
developing novel signal processing and machine learning techniques for
human behavior understanding.

The main scientific contributions of the thesis include the computational algo-
rithms for supervised learning of human individual characteristics based on affective
computing use cases, such as (1) happiness recognition from telecom metadata, and
(2) daily stress recognition from mobile phone data and algorithms for modeling of
large scale group behavior, such as (3) predicting crime hotspots based on aggre-
gated and anonymized people dynamics, and (4) electric energy consumption using
aggregated telecom network data. These contributions include feature engineering,
problem formulation using machine learning approach and optmization algorithms
development for non-linear classification and regression problems.

Also we show the benefit to the real world applications in social psychology, city
science, criminology, energy efficiency and telecommunications.

The outline of this thesis is as follows.
In chapter 1 we summarize motivation for this research, show the nature

of the problem of Human Behavior Computation. Next we show the research
goals, scientific contribution and thesis structure. Finally, we list the main
publications published during this research work.

In chapter 2 we go into details of state-of-the-art literature on affective states
recognition, investigate the automatic recognition of people’s happiness and daily
stress from three different sets of data, such as people activity, as detected through
their smartphones (data pertaining to transitory properties of individuals), weather
conditions (data pertaining to transitory properties of the environment); and per-
sonality traits (data concerning permanent dispositions of individuals). Taken to-
gether, and despite the discussed limitations, our results not only provide evidence
that individual happiness and daily stress can be reliably predicted, but they also
point to the necessity of considering at the same time people’s transitory proper-
ties (smartphone activity), transitory properties of the environment and information
about stable individual characteristics. For the sake of transitory individual proper-
ties, mobile phone usage patterns have important advantage over alternative meth-
ods: they are less unobtrusive and raise limited privacy problems as compared to,
e.g., voice analysis or the exploitation of data from physiological sensors. Moreover,
and importantly, automatic stress detection based on mobile phone data can take
advantage of the extensive usage and diffusion of these devices, it can be applied
in several real world situations and it can be exploited for a variety of applications
that are delivered by means of the same mobile device.

In chapter 3 we formulate the machine learning problems and discuss the solutions
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for predictive modeling of large scale group behavior, specifically we are (1) predicting
crime hotspots based on aggregated anonymized people dynamics and (2) predicting
electric energy consumption using aggregated telecom data.

We show that daily average and peak energy consumption prediction metrics
by our approach for the next 7 days are much better than the normal time se-
ries forecasting baselines used in the industry. Our results prove that human dy-
namics, extracted from aggregated and anonymized mobile phone data, are good
proxies for modelling crime hostpots and energy consumption. Also we discuss
the practical implications for our results.

In chapter 4 we summarize the research results, propose future work and anal-
yse challenges connected with predictive human behavior understanding based on
telecom metadata and multimodal data.
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Chapter 2

Supervised Learning of Individual
Characteristics:
Affective States
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Supervised learning in Computer Science is an approach of creating a
model from data, i.e. “learn from data”, such that is implies the existance of
prior etalon labels or values, which directly characterize the explored process
or states. Supervised Learning of Individual Characteristics of a human is a
complex interdisciplinary problem, involving knowledge of machine learning,
psychology, neuroscience and software engineering.

2.1 Happiness Recognition from Telecomuni-

cations Metadata

“Life, Liberty and the pursuit of Happiness” are described by Thomas Jefferson,
the principal author of the Declaration of Independence, and the third President
of the United States, as ”self-evident” and is among the basic rights of every per-
son. Also the term “happiness” appears in several drafts of the European Union
constitution. To be happy is one of the major goals, if not the ultimate goal, of
human beings. During the last decades, the consequences and benefits of happiness
have also come into the focus of research. Happiness might not only be a goal of
life but also a means for reaching other goals and for facilitating desirable behaviors
and outcomes. In a recent review, Lyubomirsky et al. [Lyubomirsky et al., 2005]
showed that happy people are successful in many life domains and that this success
is at least partly due to their happiness. Happy people are more social, altruistic,
active, like themselves and others more, have strong bodies and immune systems,
and have better conflict resolution skills. Moreover, pleasant moods promote cre-
ative thinking. For this reason, there was an explosion of research on happiness and
subjective well-being. Several theories have been proposed to identify the causes of
this elusive state (see for a general review [Myers and Diener, 1995]). At the same
time, several studies dealt with the problem of measuring happiness. Researchers
have generally relied on self-reports which are sometimes coupled with informant
data, interviews by trained clinicians, unobtrusive observations of nonverbal expres-
sions, and physiological assessments (see [Diener, 1994]). Respondents typically are
asked to rate their levels of positive and negative affect over a particular period
of time or to make a judgment of their overall life quality. Moreover, Zajonc and
McIntosh [Zajonc and McIntosh, 1992] showed the current inadequateness of using
psychophysiological measures or brain techniques for this task.

The development of the mobile phones and other mobile smart devices in re-
cent years created new alternatives. Some digital applications have started to replace
paper-based questionnaires to collect happiness data. For example, Track your Happi-
ness [app, 2013b] is a web based platform for tracking and visualizing user’s happiness.
It was created as part of Matt Killingsworths doctoral research at Harvard University.
Three times a day the user is notified by email or text message to report on his smart
phone what he is doing and how he is feeling during that activity. After 50 samples, a
happiness report is created with details about how user’s happiness varies depending
on a variety of factors, such as weekday or location. The main weakness of this tool
is that the measuring method at the end is still based on self-reported surveys.

Instead, our approach proposes using smartphone usage patterns and the social in-
teractions captured by these devices to automatically recognize users’ daily happiness.
Nowadays, smartphones allow for unobtrusive and cost-effective access to previously
inaccessible sources of data related to daily social behavior [Lane et al., 2010a]. These
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devices are, in fact, able to sense a wealth of behavioral data: i) location, ii) other
devices in physical proximity through Bluetooth scanning, iii) communication data,
including both metadata (logs of who, when, and duration) of phone calls and text
messages (sms) as well as their actual contents, iv) scheduled events, v) operational
status, vi) movement patterns, vii) usage information, etc. Recently, the social psy-
chologist Geoffrey Miller wrote ”The Smartphone Psychology Manifesto” in which
he argues that the smartphone should be taken seriously as new research tools for
psychology. In his opinion, these tools could revolutionize all fields of psychology and
other behavioral sciences making these disciplines more powerful, sophisticated, in-
ternational, applicable, and grounded in real-world behavior [Miller, 2012]. Muaremi
et al. [Muaremi et al., 2012] suggested to use smartphones to measure the level of
happiness of a person and of an entire community. Along similar lines, recent works
have started using smartphone data to automatically infer users’ personality traits
[Chittaranjan et al., 2013], [Staiano et al., 2012b], [Montjoye et al., 2013].

In this work we formulated the automatic recognition of daily happiness as a
3-class classification problem based on information concerning: a) peoples activity,
as detected through their smartphones; b) weather conditions; c) personality traits.
The first information type is represented by features extracted from call and sms
logs and from Bluetooth hits, able to capture (i) amount of call, sms and prox-
imity; (ii) diversity of call, sms, and proximity; and (iii) regularity in user behav-
iors. Concerning weather conditions, the commonsense and the literature suggest,
that they can have an important impact on daily happiness states. Finally, in-
dividual dispositions (as captured by personality traits) are expected to interact
with situational and contextual aspects (including weather conditions) to play a
role in determining daily happiness states.

Classification experiments are performed through a variety of approaches,
including support vector machines, neural networks and random forests,
yielding an accuracy up to 80.81%.

2.1.1 Related Work

The majority of works in affect recognition focuses on the recognition of emotional
states using the visual and acoustic signals found in the speech [Schuller et al., 2005]
in the gestures and in the faces of people [Cohn, 2007] [Pantic, 2009] (see
[Zeng et al., 2009] for a survey of acoustic and visual approaches). While the authors
sometimes use emotion, mood, and happiness interchangeably, they usually measure
transient affective states and not moods or daily happiness. One of the most recent ex-
amples is the Mood Meter system that detects smiles using video cameras distributed
around the MIT campus [Hernandez et al., 2012]. These momentary smiles, the
momentary facial expressions or the momentary spoken expressions, usually studied
in affective computing, tell little about long-term states such as daily happiness.

Recently, some researchers have started to investigate the relationships between
social media data and dimensions related to happiness and social well-being (e.g.
Satisfaction with Life). In particular, Quercia et al. [Quercia et al., 2012] studied
the relationship between the sentiments expressed in tweets and community socio-
economic well-being and they found that the higher the normalized sentiment score of
a community’s tweets, the higher the community’s socio-economic well-being. Again,
Quercia et al. [Quercia, 2013] collected Satisfaction With Life (SWL) test results from
a Facebook application and showed that aggregate country-level results significantly
vary across twelve rich countries and strongly correlate with official well-being scores.
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To our knowledge the automatic recognition of happiness using smart phones
has not been the main target of the research community so far. Some previous
works tried to estimate only some possible determinants of happiness. BeWell
[Lane et al., 2012] monitors three daily behaviors (activity, social interaction, and
sleep patterns), describes the effect of the behavior on well-being, and provides
some feedback to the user. Another similar example was proposed by Rabbi et al.
[Rabbi et al., 2011] that tries to estimate the mental and physical health based on
the amount of speech occurring in natural settings and the overall physical activity
performed during a day. Moreover, Muaremi et al. [Muaremi et al., 2012] in a
position paper proposed to use smartphones to automatic measure the happiness
level of an individual and of an entire community.

Some previous papers tried to focus on mood assessment using mobile phones.
Moturu, et al. [Moturu et al., 2011] explored the associations between sleep, mood
and sociability by analyzing mobile-phone-generated social communication data and
self-reported mood and sleep data. Rachuri et al. [Rachuri et al., 2010] proposed
EmotionSense, a novel system for social psychology study of user emotion based on
mobile phones. They also showed how the information collected by EmotionSense
can be used by social scientists in order to understand the patterns of interaction
and the correlation of emotions with places, groups, and activity. More recently, Ma
et al. [Ma et al., 2012] proposed a novel framework called MoodMiner for assessing
and analyzing mood in daily life. MoodMiner uses mobile phone datamobile phone
sensor data and communication data (including acceleration, light, ambient sound,
location, call log, etc.) to extract human behavior pattern and assess daily mood.
The authors reported a not impressive performance of 50% of accuracy. A significant
work is the one conducted this year by LiKamWa et al. [Robert LiKamWa, 2013], in
which the authors reported a smartphone software system, called MoodScope, able
to infer the mood of its user based on how the smartphone is used.

2.1.2 Dataset: Living Laboratory

We exploited a dataset, called ”Friends and Family”, capturing more than eight
complete weeks in the lives of 117 subjects living in a married graduate student res-
idency of a major US university, collected between 21 February, 2010 and 16 July,
2011. During this period, each participant was equipped with an Android-based
cellular phone incorporating a sensing software explicitly designed for collecting mo-
bile data. Such software runs in a passive manner and does not interfere with the
normal usage of the phone [Aharony et al., 2011].

The data collected consisted of: i) call logs, ii) SMS logs, iii) proximity
data, obtained by scanning near-by phones and other Bluetooth devices every
five minutes, and iii) data from surveys administered to participants, which
provided self-reported information about personality (”Big Five”) and self
reported information about daily happiness.

More specifically, social interactions were derived from Bluetooth proximity de-
tection data in a manner similar to those in previous reality mining studies

[Eagle and Pentland, 2006], [Madan et al., 2010]. The FUNF phone sensing plat-
form [app, 2013a] was used to detect Bluetooth devices in the user’s proximity. The
Bluetooth scan was performed periodically, every five minutes, in order to keep from
draining the battery while achieving a high resolution for social interaction.

With this approach, the Bluetooth log of a given smartphone would con-
tain the list of devices in its proximity, sampled every 5 minutes. Knowing
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the Bluetooth identifiers of each smartphone in the study, we could thus infer
when 2 participants’ phones were in proximity.

In total, the dataset consisted of 33497 phone calls, 22587 SMS, and 1460939 Blue-
tooth hits.

2.1.3 Happiness data

The participants were also asked to fill daily surveys about their self-perceived hap-
piness. The happiness information was reported by the participants filling a seven
items scale with 1 = ”being very unhappy”, 4 = ”being neither unhappy, nor happy”,
and 7 = ”being very happy”. The distribution of the happiness score in the sample is
provided in Table 2.1. The distribution of daily happiness is visualized in Fig. 1. We
see that it has a negative skew – the density is moved to the higher region of happiness
score. The distribution has negative excess kurtosis which is called platykurtic. In
our case, that means that the focus group reported specific daily happiness score more
often, than neutral. In our sample 91 subjects have the highest score, 43 – low score,
112 – neutral scores at least one day. Within person and between-subject variance for
happiness scores (Fig. 2) show, that within-person daily happiness vary much higher
than between-person. This property shows the possibility to reliably understand daily
emotional states of the same person for each variety ground-truth class from the data.

As can be seen, most of the people for most of the time described themselves as
having been from moderately to quite happy during the day.

Table 2.1: Recorded Daily Happiness
number of records 12991

mean 4.84
standard deviation 1.26

median 5.00
mean average deviation 1.48

min 1.00
max 7.00

range 6.00
skew -0.39

kurtosis -0.07
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Figure 1: Recorded Happiness Scores Density
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Figure 2: Within Person and Between-subject Variance for Happiness Recognition
Problem

2.1.4 Personality Data

Several studies in social psychology highlighted the impact of personality traits on
happiness: in particular, these studies showed the role played by extraversion and
neuroticism [Vitters, 2001], [Lyubomirsky et al., 2006].

Costa and McCrae have also found evidence of a positive relationship between ex-
traversion and happiness, whereas negative affect was more strongly correlated with
neuroticism [Costa and McCrae, 1980]. In an effort to more fully explicate the re-
lationship between extraversion and happiness, several studies have emerged. One
of them conducted by Gray suggests that extraverts are more sensitive to rewarding
stimuli (social and not) than introverts [Gray, 1991]. Numerous studies have shown
that subjective well-being is related to the Five-Factor Model (FFM) of personality,
especially the domains of Neuroticism, Extraversion, and Conscientiousness, and that,
although subjective well-being is not subsumed by personality, the two constructs
are reliably correlated [DeNeve and Cooper, 1998]. At a psychological level, several
plausible mechanisms have been proposed to explain the relationship between per-
sonality and subjective well-being. For example, some researchers [Sanderson, 1999],
[Carver and Scheier, 1990] have emphasized the roles of Extraversion and Neuroti-
cism in reward and punishment systems, respectively. Others have proposed that
the relationship arises from indirect, instrumental effects of personality on the expe-
riences an individual encounters [McCrae and Costa, 1991].

Big Five personality traits were measured by asking subjects to use 1-5 point scale
to answer the online version of the 44 questions Big Five questionnaire developed by
John et al. [John and Srivastava, 1999] . The Big Five questionnaire owes its name
to the five traits, that it takes as a constitutive of people’s personality: Extraversion
vs. Introversion (sociable, assertive, playful vs. aloof, reserved, shy); Emotional sta-
bility vs. Neuroticism (calm, unemotional vs. insecure, anxious); Agreeableness vs.
Disagreeable (friendly, cooperative vs. antagonistic, faultfinding); Conscientiousness
vs. Unconscientiousness (self-disciplined, organized vs. inefficient, careless); Open-
ness to experience (intellectual, insightful vs. shallow, unimaginative). The scores
of the five traits were computed by summing the (inverted when needed) raw scores
of the items, i.e. questions, pertaining to each trait.

12



2.1.5 Weather data

Weather is widely believed to influence people’s mood and daily happiness. For
example, the majority of people think they feel happier on days with a lot of sun-
shine as compared to rainy days. However, the number of studies investigating the
associations between daily weather and happiness or between daily weather and
mood is relatively small [Keller et al., 2005].

More recently, Denissen et al. [Denissen et al., 2008] investigated the effects of six
daily weather variables (temperature, wind power, sunlight, precipitation, air pres-
sure, photoperiod) on three mood variables (positive affect, negative affect, and tired-
ness). Furthermore, they examined also individual differences in sensitivity to weather
fluctuations including personality and demographic characteristics. Their results re-
vealed main effects of temperature, wind power, and sunlight on negative affect. Sun-
light had a main effect on tiredness and mediated the effects of precipitation and air
pressure on tiredness. Finally, the authors found that individual differences in weather
sensitivity could be not explained by the personality traits, the gender or the age.

More specifically on happiness, Tsutsui [Tsutsui, 2012] found that subjective hap-
piness is related to temperature. The effects of other meteorological variables –
humidity, wind speed, precipitation, and sunshine – were not significant. More-
over, happiness is more strongly affected by current temperature than by average
temperature over the day. While enjoyment (a positive affect measure) is affected
by weather in a similar way to happiness, sadness and depression (negative af-
fect measures) behave somewhat differently.

In our experiments we used the following weather parameters: mean temperature,
pressure, total precipitation, humidity, visibility and wind speed metrics.

2.1.6 Feature Extraction

Several cross-sectional studies have documented that happy people are usually in-
volved in more social and active behavior. Moreover, several works highlighted an
association between happiness and the actual number of friends or companions peo-
ple report they can rely on [Lee and Ishii-Kuntz, 1987].

Friendship has been found to have one of the highest positive correlations with
self-rated happiness [Campbell et al., 1976]. For example, the happiest college
students (the top 10%) have been shown to have high quality social relationships
[Diener and Seligman, 2002]. Happy people also report being more satisfied with
their friends and their social activities [Lyubomirsky et al., 2006]. Not surpris-
ingly, loneliness is negatively correlated with happiness, especially in older adults
[Lee and Ishii-Kuntz, 1987]. As shown by Eagle et al. [Eagle et al., 2009a] and by
Dong et al. [Dong et al., 2011a], data collected from mobile phones (call logs, sms
and Bluetooth hits) can provide insights into the relational dynamics of individuals,
in particular those concerning friendship. It makes, therefore, sense to address
the discussed relationships between happiness and friendship by addressing social
communication as mediated by, or detected through, the smartphone.

Based on these considerations, on previous works attempting to characterize
social interactions by means of mobile phone data and taking inspirations from
works on personality prediction using mobile phone data [Chittaranjan et al., 2013],
[Montjoye et al., 2013], we derived the 25 call and sms features reported in Table 2.13
and the 9 proximity features reported in Table 2.14.

For each feature from our basic subset we calculated mean, median, min, max,
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quantiles with a linear step of 0.05, quantiles for the cases of 0.5, 1, 1.5 and 2 standard
deviations from the mean (applying Chebyshev’s inequality), variance and standard
deviation functions. Moreover, to capture the possible influence of the previous hap-
piness states on the current one we computed each basic subset of features using
backward moving windows of different size, more specifically of 2, 3, 4 and 5 days.

Finally, in order to get bias corrected empirical entropy estimates we ap-
plied Miller-Madow correction for entropy calculation [Miller, 1955], which
is explained in Equation 2.13.

ĤMM(θ) ≡ −
p∑
i=1

θML,i log θML,i +
m̂− 1

2N
, (2.1)

where m̂ is a number of bins with nonzero θ-probability. The likeli-
hood function is given as the product of probability density functions
P (θ) = f(x1; θ)f(x2; θ) · · · f(xn; θ) for a random sample X1, · · · , Xn . θML is
the maximum likelihood estimate of θ, which maximizes P (θ).

2.1.7 Call and SMS Features

The features reported in Table 2.13 fall under four broad categories: (i) general
phone usage, (ii) diversity, (iii) active behaviors and (iv) regularity.

Features for general phone usage (Table 2.13) capture the total number of out-
going, incoming and missed calls, and the total number of sent and received sms.
Moreover, they also capture the duration of the calls the user has performed, re-
porting about the total duration of the calls, the total duration of outgoing calls,
the total duration of incoming calls and the average of each feature. Finally, we
also extracted the Outgoing to Incoming Calls Ratio, Missed to (Outgoing + In-
coming) Calls Ratio, and SMS Sent/Received Ratio.

Concerning regularity features, we measured the time elapsed between calls,
the time elapsed between sms exchanges and the time elapsed between call and
sms. More precisely, we consider both the average and variance of the inter-
event time of ones’ call, sms, call+sms. A thing to note is that even though
two users have the same inter-event time for both call and sms, their mean
inter-event times for call+sms can be very different.

Diversity measures how evenly an individual’s time is distributed among others.
In our case, the diversity of user behavior is addressed by means of three kinds of
features: (i) entropy of contacts, (ii) unique contacts to interactions ratio, (iii) number
of unique contacts. We compute the diversity features both for calls and sms.

In particular, the entropy of an individual is the ratio between his/her
total number of contacts and the relative frequency at which he/she inter-
acts with them. The more one interacts equally often with a large number
of contacts the higher the entropy will be.

2.1.8 Proximity Features

Starting from the Bluetooth hits collected inside the Friends and Family dataset, we
filtered the events where RSSI = 0, assuming this case being the best proxy for close
social proximity in space. RSSI is an 8-bit integer that denotes whether the received
power level is within the Golden Receiver Power Range (GRPR). The lower and upper
thresholds of GRPR are loosely bound, leaving them to be device specific. That means
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Table 2.2: List of Basic Features for Happiness Recognition Problem
General Phone Usage
1. Total Number of Calls (Outgoing+Incoming)
2. Total Number of Incoming Calls
3. Total Number of Outgoing Calls
4. Total Number of Missed Calls
5. Number of SMS received
6. Number of SMS sent
Diversity
7. Number of Unique Contacts Called
8. Number of Unique Contacts who Called
9. Number of Unique Contacts Communicated with (Incoming+Outgoing)
10. Number of Unique Contacts Associated with Missed Calls
11. Entropy of Call Contacts
12. Call Contacts to Interactions Ratio
13. Number of Unique Contacts SMS received from
14. Number of Unique Contacts SMS sent to
15. Entropy of SMS Contacts
16. Sms Contacts to Interactions Ratio
Active Behaviors
17. Percent Call During the Night
18. Percent Call Initiated
19. Sms response rate
20. Sms response latency
21. Percent SMS Initiated
Regularity
22. Average Inter-event Time for Calls (time elapsed between two events)
23. Average Inter-event Time for SMS (time elapsed between two events)
24. Variance Inter-event Time for Calls (time elapsed between two events)
25. Variance Inter-event Time for SMS (time elapsed between two events)

that RSSI is merely a relative parameter. The RSSI parameter is intended to be used
for power control purpose. The receiver sends increase or decrease transmission power
request to the transmitting side depending on whether the perceived RSSI level. A
positive or negative RSSI, measured in dB, means the received power level is above
or below the GRPR, respectively. A zero implies that it is ideal.

From the filtered Bluetooth proximity data we extracted the following basic
Bluetooth proximity features (Table 2.14).

In this case, the extracted features fall under three broad categories: (i) general
proximity information, (ii) diversity, and (iii) regularity.

2.1.9 Methodology and Experimental Results

We formulated the automatic recognition of daily happiness as a classification problem
with 3 classes (happy, neutral, not happy). The ground truth labels for classification
problem were set to −1 for ”not happy” class, when the (score < 4), 0 for ”neutral”
(score = 4) and 1 for ”happy” daily mood (score > 4).

We separated all the data at random following uniform distribution in a training
and a control test set in proportion of 80:20. To let optimization algorithms converge
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Table 2.3: List of Basic Bluetooth Proximity Features for Happiness Recognition
Problem

General Bluetooth Proximity
1. Number of Bluetooth IDs
2. Times most common Bluetooth ID is seen
3. Bluetooth IDs accounting for n% of IDs seen
4. Bluetooth IDs seen for more than k time slots
5. Time interval for which a Bluetooth ID is seen
6. Entropy of Bluetooth contacts
Diversity
7. Contacts to interactions ratio
Regularity
8. Average Bluetooth interactions inter-event time
(time elapsed between two events)
9. Variance of the Bluetooth interactions inter-event time
(time elapsed between two events)

more efficiently the feature matrix was normalized by each column to [−1, 1] interval
and centered to 0. Then, we trained a three families of classifiers: (i) Support Vector
Machines, (ii) Neural Networks and (iii) Random Forests.

For support vector machines model[Vapnik, 1995] we used the following
decision function for each class:

D(x) = sign(
l∑

i=1

yiαiK(xi, x) + b) (2.2)

Our multi-class classification problem is solved as a one-versus-all case
by a winner-takes-all strategy, in which the classifier with the highest out-
put function is assigned to the class.

We used the kernel functions provided in Table 2.1.9.
Linear kernel did not provide accurate enough results thus only Gaussian radial

basis [Buhmann and Buhmann, 2003] kernel results are reported in this chapter.
The second family of statistical models used to solve our classification prob-

lem is based on random forest algorithm.
Random forests is a combination of tree predictors, such that each tree is de-

pendent on the values of a random vector sampled independently with the same
distribution for all the classification trees in the forest[Breiman, 2001]. The decision
boundary is formed according to the margin function. Given an ensemble of tree
classifiers h1(x), h2(x), ..., hK(x) and if the training set is drawn at random from the
empirical distribution of the random vector Y,X the margin function is defined as:

mg(X, Y ) = avgkI(hk(X) = Y )−
maxj!=Y avgkI(hk(X) = j),

(2.3)

where I(·) is the characteristic function. The margin function measures the distance
between the average votes at (X, Y ) for the right class and the average vote for any
other class. For this model the generalization error function is:

PE∗ = PX,Y (mg(X, Y ) < 0), (2.4)
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Table 2.4: Top-30 Features for Happiness Recognition
-1 0 1 MeanDecreaseAccuracy MeanDecreaseGini

meanTemperature 0.0099 0.0033 0.0094 0.0082 154.8379
humidity 0.0047 -0.0033 0.0115 0.0074 149.7668
pressure -0.0002 0.0008 0.0015 0.0011 149.0302

windSpeed 0.0028 0.0017 0.0051 0.0040 142.7727
visibility 0.0024 -0.0009 0.0051 0.0034 120.8683

neuroticism 0.0690 0.0288 0.0399 0.0419 90.5721
conscientiousness 0.0659 0.0480 0.0668 0.0627 90.2708

extraversion 0.0511 0.0357 0.0472 0.0454 76.9467
openness 0.0656 0.0340 0.0406 0.0429 73.9181

totalPrecipitation 0.0007 -0.0000 0.0012 0.0009 73.5273
agreeableness 0.0536 0.0282 0.0235 0.0289 70.7261

bluetoothQ95TimeForWhichIdSeen 0.0233 0.0120 0.0149 0.0155 22.4018
bluetoothQ90TimeForWhichIdSeen 0.0161 0.0082 0.0141 0.0131 19.8364

smsRepliedEventsLatencyMedian 0.0093 0.0085 0.0096 0.0093 18.7719
bluetoothIdsMoreThan04TimeSlotsSeen 0.0114 0.0066 0.0124 0.0110 15.6738

bluetoothMaxTimeForWhichIdSeen 0.0141 0.0072 0.0095 0.0097 15.2546
bluetoothTotalEntropyMillerMadow 0.0058 0.0017 0.0035 0.0035 13.9000

bluetoothTotalEntropyShannon 0.0065 0.0009 0.0060 0.0050 13.1826
callMeanInterEventTimePerDay -0.0003 -0.0000 0.0014 0.0009 13.1180

incomingAndOutgoingCallsPerDay -0.0000 -0.0002 0.0024 0.0015 12.3962
bluetoothQ50TimeForWhichIdSeen 0.0104 0.0104 0.0091 0.0095 12.2270

callStandardDeviationInterEventTimePerDay 0.0004 -0.0005 0.0007 0.0004 10.1723
bluetoothIdsMoreThan19TimeSlotsSeen 0.0087 0.0033 0.0089 0.0077 9.7388

incomingCallsPerDay 0.0003 -0.0005 0.0009 0.0005 9.6572
outgoingContactsToInteractionsRatioPerDay 0.0005 -0.0004 0.0013 0.0009 9.2016

callsInitiatedRatioPerDay -0.0001 -0.0001 0.0014 0.0008 9.0245
entropyMillerMadowCallsOutgoingWindow3Days 0.0001 -0.0008 0.0014 0.0008 8.7199

bluetoothIdsMoreThan09TimeSlotsSeen 0.0074 0.0046 0.0040 0.0046 8.6006
bluetoothQ75TimeForWhichIdSeen 0.0027 0.0018 0.0032 0.0028 8.4454

outgoingCallsPerDay -0.0001 -0.0001 0.0012 0.0007 8.3368

Table 2.5: SVM Kernel Functions
Name Kernel Parameters
Linear u>v -

Radial Basis Function exp{−γ|u− v|2} γ

where PX,Y is the probability over 〈X, Y 〉 space. For any event A ⊂ Ω of the fea-
ture space the characteristic function I(·) of A is:

IA(x) =

{
1 ⇐⇒ (x ⊂ A)

0 otherwise

}{
1 ⇐⇒ ∃x
0 otherwise

}
(2.5)

Random Forests classifiers were trained with a stepwise increase of the number
of trees equal to the upper limit of 211. Optimal number of trees for model gen-
eralization as measured by mean misclassification rate for 10-fold cross validation
strategy is estimated to be 100 (Fig. 3).

The third approach for a solution is based on multi-layer perceptron neural net-
work. In a parametric functional form it is expressed as:

fθ(x) = S(〈w, x̃〉+ b), (2.6)

where
x̃ = S(Whiddenx + bhidden), (2.7)

with parameters

θ =
{
Whidden,bhidden,w, b

}
, (2.8)
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Figure 3: Misclassification Error vs Number of Tree Classifiers in Ensemble Model
for Happiness Recognition Problem

and the decision function is a sigmoid function

S =
1

1 + e−x
(2.9)

The happiness recognition problem was solved as the following optimization problem:

θ̂ = arg min
θ

R̂θ(fθ, Dn), (2.10)

where the sum of empirical risk and regularization term is expressed

R̂θ(fθ, Dn) =
n∑
i=1

L(fθ(x
(i)), t(i)) + λΩ(θ). (2.11)

Neural network training was performed using classical backpropagation algorithm.
Neural network topology was iteratively searched, based on the assumptions inferred
from the data, for the best balance between empirical error minimization and max-
imum κ metric validated using 10-fold cross validation technique.

In order to select the final approach and the model, we compared these three
families by means of a set of accuracy and κ metrics. The κ measures pairwise
agreement among a set of functions which are making classification decisions with
correction for an expected chance agreement [Cohen, 1960]:

κ =
P (A)− P (E)

1− P (E)
(2.12)

κ = 0 if there is no agreement more than expected by chance following the empirical
distribution. κ = 1 when there is a max agreement. κ is a state-of-the-art statistics
about how significantly the classification model is different from chance. More impor-
tantly, it makes the interpretation of the scale of what the model has learned as an
intuitive task. Also there is some critique in the literature of this metric, but we found
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it highly relevant for our classification model search and comparison task. κ statis-
tic has the properties of more robust measure than the simple percent agreement
measure taking into account the agreement occurring by chance.

During the learning and model selection process we used a random sampling with
replacement to generate a new set of data for each fold from the basic training set
following leave-one-out 10-fold cross validation scheme. We adopted this strategy
in order to deal with potential data loss in cases when calls, sms and Bluetooth
proximities existed in the real world but were not registered in the database.

Given the unbalanced classes of the ground truth daily happiness labels (that peo-
ple were more happy than unhappy during the experiment) we found a solution to
prevent data overfitting by the way we trained the models and searched in the possible
classifier’s space. Our structural risk minimization as opposed to empirical risk mini-
mization solution, to prevent the data overfitting, was incorporated by working with a
regularization penalty into the learning process, by balancing the model’s complexity
against its fitting the training data and by sampling of the model training sets in the
way they mimic the empirical distributions without most probable erroneous outliers.

Accuracy and κ metrics comparison for each model type using 10-fold cross valida-
tion strategy are provided in Table 2.6 and Table 2.7. Random Forest classifier showed
an average accuracy for this classification problem better than the best SVM-based
model with radial basis kernel for 10.09% and better than neural network classifier for
5.56%. The conservative measure of agreement κ comparison explains the problem of
unbalanced classes for an SVM classifier. SVM did good only for majority classes. As
κ has a tendency to take the observed categories’ frequencies as given, which causes
the effect of underestimating agreement for a category that is most commonly used.
Neural network classifier captured relations between the variables in a pretty stable
manner among the unbalanced classes, comparing to SVM. This best tradeoff be-
tween generalization capabilities of a neural network and high overfitting for a neural
network is still less efficient in comparison to the Random Forest classifier results.

We found that distribution of the estimated performance metrics does
not vary substantially among each fold, leading to a good generalization de-
spite of possible existence of heterogeneous data in each fold and the “noise”
coming from the resampling procedure.

Given the reason discussed above, as we trained the models on artifitially gen-
erated data from each fold of the training sample, we have lower accuracy and κ
results for the cross validation reported results (Table 2.8) than we get on the na-
tive data (training and test feature subsets).

Table 2.6: 10-fold CV Model Comparison for Happiness Recognition Problem: Accu-
racy

Min. 1st Qu. Median Mean 3rd Qu. Max.
SVM 0.6404 0.6417 0.6434 0.6432 0.6442 0.6462

NeuralNetwork 0.6529 0.6606 0.6718 0.6708 0.6810 0.6865
RandomForest 0.6891 0.7000 0.7093 0.7081 0.7162 0.7247

The final model is based on a Random Forests algorithm and uses a
111-dimensional feature vector. We identified the variables that have more
predictive power for the Random Forest model by calculating mean de-
crease in Gini index (Table 2.4).

This model shows 80.81% accuracy on the training set and 80.36% accuracy on
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Table 2.7: 10-fold CV Model Comparison for Happiness Recognition Problem: Kappa
Min. 1st Qu. Median Mean 3rd Qu. Max.

SVM 0.0012 0.0056 0.0133 0.0115 0.0162 0.0226
NeuralNetwork 0.1381 0.1708 0.2055 0.1963 0.2173 0.2570
RandomForest 0.3094 0.3358 0.3565 0.3533 0.3733 0.3950

Table 2.8: 10-fold Cross Validation Happiness Recognition Metrics for Each Fold
Comparison

Accuracy Kappa AccuracySD KappaSD
1 0.6489 0.0370 0.0041 0.0154
2 0.7077 0.3424 0.0054 0.0141
3 0.7081 0.3533 0.0111 0.0275
4 0.7057 0.3525 0.0131 0.0322
5 0.7055 0.3527 0.0114 0.0274
6 0.7022 0.3458 0.0131 0.0325
7 0.7026 0.3479 0.0136 0.0339
8 0.6996 0.3432 0.0118 0.0263
9 0.6994 0.3417 0.0131 0.0313

the test set (Table 2.11). It this table the final happiness recognition model per-
formance metrics and statistical estimates comparison are provided. In contrast, to
show generalization power of the model, we provide detailed metrics for each fold
during 10-fold cross validation process (Table 2.8).

The confusion matrices for this model for each training and test sets are provided
in Table 2.9 and Table 2.10. These matrices show in details that there is a major
agreement between classes. But Table 2.10 shows that there are still a lot of mis-
classified samples as “unhappy” (152 out of 2597 samples) which are, in fact, the
happy state for the actual class. 243 samples are classified as “neutral” being actu-
ally “happy”. The best result we have for the majority “happy” class (1616 correctly
classified). These tables prove us good generalization capabilities of the model – for
each the training and the test sets we have similar results in detail.

To show our result visually in a simple form, that actually the final proposed model
delivers better results than “by chance”, we report the multi-class area under the ROC
curve [Wandishin and Mullen, 2009], [Hand and Till, 2001]. The final model ROC
curve plotted for the test subset is provided in Fig. 4. The multi-class area under the
ROC curve (AUC) = 0.844 means a good reduction of missclassification error for each
class combination [Krzanowski, 2005]. The area between the ROC curve and the diag-
onal is, in fact, what our model does better then “by change”. The area between the
ROC curve and the perpendicular lines going to the upper left corner [1.0, 1.0] is the
measure of what is not explained by our model, what causes the misclassification error.

Table 2.9: Final Classifier Happiness Recognition Model Confusion Matrix for Train-
ing Set

-1 0 1
-1 782 119 75
0 153 1170 145
1 600 903 6448
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Table 2.10: Final Classifier Happiness Recognition Model Confusion Matrix for Test
Set

-1 0 1
-1 197 30 14
0 34 274 37
1 152 243 1616

Table 2.11: Final Classifier Happiness Recognition Model Performance Metrics Com-
parison

Training set Test set
Accuracy 0.8081 0.8036

Kappa 0.5879 0.5743
AccuracyLower 0.8004 0.7878
AccuracyUpper 0.8156 0.8187

AccuracyNull 0.6415 0.6419
AccuracyPValue 2.139e-303 8.826e-73
McnemarPValue 5.647e-208 1.738e-57

2.1.10 Discussion

The present study provides the first evidence that daily happiness of individuals
can be automatically predicted using a set of indicators obtained from mobile phone
data (call logs, sms logs and Bluetooth interactions) and additional indicators related
to weather factors and individuals’ personality traits. Our final model based on a
Random Forest classifier using 111-dimensional feature vector obtains an accuracy
measure of 80.81% for a 3-class classification problem.

An investigation of the most important features to predict daily happiness revealed
interesting associations. Indicators linked to the weather factors were really useful
to predict daily happiness. Our results confirm some of the results obtained by
a previous study done by [Tsutsui, 2012]. In our study, we found a confirmatory
association between subjective happiness and temperature. Additionally, we found
significant effects of other meteorological variables – humidity, wind speed, pressure,
total precipitation and visibility – for predicting daily happiness.

We also found interesting associations between personality traits and daily hap-
piness. All the traits contribute significantly the prediction of daily happiness re-
sponse variable. These results are interesting because the previous studies in so-
cial psychology focus their analyses mainly on the associations between happiness
or subjective well-being and Extraversion or Neuroticism. Instead, our work shows
the important contribution played also by Conscientiousness, Openness and Agree-
ableness for the automatic classification of daily happiness. Moreover, these results
open us the possibility of creating a multi-step stochastic model in which first we
estimate the personality and then we use the estimated variables as independent
variables for a happiness recognition problem.

Regarding the role played by mobile phone data in predicting daily happiness,
it’s interesting to note the significant contribution of the proximity features. Among
the top 30 features used for happiness recognition, 10 features are proximity ones
calculated from the Bluetooth data. In particular, an interesting predictive role is
played by the time intervals for which an id is seen.

Social proximity, measured by Bluetooth interactions, has strong predictive
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power for daily happiness recognition based on median, 0.75, 0.9 and 0.95
quantiles from the distribution of the time intervals, measured in seconds,
for which a Bluletooth identifier is seen.

Moreover, features capturing the diversity in co-location interactions are in the
top 30 list (e.g. entropy of proximity contacts). This result seem to confirm previous
studies in social psychology that found associations between people’s happiness and
the richness in terms of the amount and the diversity of people’s social interactions.

For call interactions, we can infer the role played by general phone usage fea-
tures such as the number of incoming calls and the number of outgoing calls. This
result is consistent with previous studies on happiness showing that happy people
are usually more social and have more interaction and exchange. In addition, a
role of the regularity in call patterns (average and standard deviation values of the
time elapsed between two calls) and active behavior of an individual (the ratio of
calls initiated by the individual) also play predictive role. The latter indicator could
be easily explained making reference to the standard definition of happy people as
more active people given by social psychologists.

The role of sms interactions is less evident from our investigation. The only feature
related to sms interactions among the top 30 predictive features is a feature related
to an active behavior of the individual and more specifically is the latency in replying
to a text message that we define as the median value that people take to answer a
text. The predictive power of the sms data needs further investigations.

Among the limitations of the present study we list the following: our sample comes
from a population living in the same environment (our subjects were all married grad-
uate students living in a campus facility of a major US university); the non-availability
of proximity data concerning the interaction with people not participating in the data
collection, a fact that is common to many other studies of this type. The first two
problems are at least partially attenuated by the large variability of the sample in
terms of provenance and cultural background, which can be expected to correspond to
a wide palette of interaction behaviors that efficaciously counterbalance the effects of
living-place homogeneity. Moreover, the Funf framework used for collecting this data
did not account for the data loss in cases when calls, sms and Bluetooth proximities
existed in the real world but were not registered in the database as not available.
The source data loss, when the battery is out, was also not registered and was un-
predictable during the data collection. In order to solve these potential problems, we
proposed and used a random sampling with replacement for each fold of our learning
task and we used it to generate better datasets from the separate training set.

2.1.11 Conclusion

The goal of this chapter is to investigate the feasibility of automatic recognition of
people’s daily happiness from mobile phone data. To achieve this goal, we formu-
lated the automatic recognition of daily happiness as a 3-class classification problem
based on the information concerning: a) peoples activity, as detected through their
smartphones; b) the weather conditions; c) personality traits. The first information
type is represented by features extracted from call and sms logs and from Bluetooth
hits, able to capture (i) amount of call, sms and proximity; (ii) diversity of call, sms,
and proximity; (iii) user active behaviors; and (iv) regularity in user behaviors.

Despite the limitations of this study discussed above, we believe that our results
(80.81% for a 3-class classification problem) have provided compelling evidence that
individual daily happiness can be reliably predicted from smartphone usage data and
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Figure 4: Final Model ROC Curve for Happiness Recognition Problem

from additional indicators related to the weather factors and individual dispositions
(personality traits). Hence, on a practical side our results are a first important step
towards automatic systems able to predict people’s daily happiness and towards en-
gineering a construct that is not only a goal of people’s life but also a means for
reaching other goals and for facilitating the desirable behaviors and outcomes.
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2.2 Daily Stress Recognition from Mobile Phone

Data

2.2.1 Introduction

Nowadays, the number of mobile phones in use worldwide is about 5 billion,
with millions of new subscribers everyday 1. Mobile phones allow for unobtrusive
and cost-efficient access to huge streams of previously inaccessible data related
to daily social behavior [Lane et al., 2010b]. These devices are able to sense
a wealth of behavioral data such as (i) location, (ii) other devices in physical
proximity through Bluetooth scanning, (iii) communication data, including both
metadata (logs of who, when, and duration) of phone calls and text messages
(sms), etc. Correspondingly, the availability is continuously growing of huge
streams of personal data related to activities, routines and social interactions
[Lane et al., 2010b, Dong et al., 2011a] which represent a novel opportunity to
address fundamental problems of our societies in different fields, such as mobility and
urban planning [Gonzalez et al., 2008], finance [Singh et al., 2013], healthy living
and subjective well-being [Madan et al., 2012, LiKamWa et al., 2013].

In this work, we focus on one of the most widespread problem of subjective well-
being and society – the stress. Stress is a well-known condition in modern life and
research has shown that the amount of cumulative stress plays a role in a broad range
of physical, psychological and behavioural conditions, such as anxiety, low self-esteem,
depression, social isolation, cognitive impairments, sleep and immunological disorders,
neurodegenerative diseases and other medical conditions [Cohen et al., 1997], while
also significantly contributing to healthcare costs. Hence, measuring stress in daily
life situations has become an important challenge [Plarre et al., 2011]. Today, the
availability of huge and diverse streams of pervasive data produced by and about
people allows for automatic, unobtrusive, and fast recognition of daily stress levels.
An early prediction of stress symptoms can indeed help to prevent situations that
are risky for human life[Healey and Picard, 2005].

Several studies have produced interesting results that support the feasibility of
detecting stress levels through physiological sensors (see [Healey and Picard, 2005],
[Jovanov et al., 2003]). However, the use of physiological sensors is limited by several
shortcomings. Stress detection systems based on physiological measurement such
as heart-rate variability or skin conductance are intrusive and need to be easily
wearable to be exploited in natural settings; the data they produce can be con-
founded by daily life activities such as speaking or drinking; they exhibit important
between-person differences [Plarre et al., 2011].

Recently, social psychologist Miller wrote “The Smartphone Psychology Mani-
festo” in which he argued that the smartphones should be seriously considered as
new research tools for psychology. In his opinion, these tools could revolution-
ize all fields of psychology and other behavioral sciences making these disciplines
more powerful, sophisticated, and grounded in real-world behavior [Miller, 2012] and
[Lathia et al., 2013]. Indeed, several works have started to use smartphone activ-
ity data in order to detect and predict personality traits [de Oliveira et al., 2011,
Staiano et al., 2012b, Chittaranjan et al., 2013, Montjoye et al., 2013], mood states
[LiKamWa et al., 2013], and daily happiness [Muaremi et al., 2012]. Stopczynski et
al. [Stopczynski et al., 2014] described the Copenhagen Networks Study, a large-scale

1http://www.ericsson.com/ericsson-mobility-report
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study designed to measure human interactions spanning multiple years.
Smartphones data can be used to detect stress levels as well. Indeed, stress levels

are associated with the type of activities people engage in, including those executed
at/through their smartphone (for instance, a high number of phone calls and/or
e-mails from many different people could be associated with higher stress levels).
Weather conditions – an environmental transitory property – in turn, have been
argued [Howarth and Hoffman, 1984], [Sanders and Brizzolara, 1982] to be often as-
sociated with stress, acting either directly (as stressors) or indirectly (by affecting
individual sensitivity to stressors). Finally, the impact of all these transitory factors
– (smartphone) activities and weather conditions – on stress induction can be ex-
pected to be modulated by personal characteristics and differences [Suls et al., 1998],
[Vollrath and Torgersen, 2000]. For example, a neurotic person could react with
higher levels of stress to a high number of interactions (call, sms or proximity in-
teractions) than an emotionally stable person; an extrovert or agreeable person, in
turn, might well find him/herself at ease with a high number of interactions.

In this chapter, we approach the automatic recognition of daily stress as a 2-
class classification problem (non-stressed vs stressed) based on information concerning
different types of data: a) people activities, as detected through their smartphones;
b) weather conditions; c) personality traits. The information about people activities
is represented by features extracted from call and sms logs and from Bluetooth hits,
are able to capture (i) the amount of calls, of sms and of proximity interactions; (ii)
the diversity of calls, of sms, and of proximity interactions; and (iii) regularity in
user behaviors. In addition, we use weather conditions (environmental and transitory
factors) along with personality traits (internal and stable factors); the latter are
mediating factors that can modulate people responses to stressors (e.g., weather, daily
activity). This multifactorial approach will be compared to approaches based only on
a family of features (personality, weather conditions, mobile phone features) or simpler
combinations of families of features (personality and weather conditions; personality
and mobile phone features; weather conditions and mobile phone features).

Classification experiments are performed using a variety of approaches and the
best solution for our classification problem was found using an ensemble of tree clas-
sifiers based on a Random Forest algorithm. Our multifactorial approach obtains
an accuracy score of 72.28% for a 2-class daily stress recognition problem, provid-
ing evidence that individual daily stress can be reliably predicted from the com-
bination of smartphone usage data, weather conditions and individual dispositions
(personality traits). Interestingly, if one of these information sources is dropped,
the recognition performances decrease drastically.

The main contributions of this chapter are as follows:

1. We propose a multi-factorial data-driven approach to the prediction of individ-
ual daily stress;

2. We validate our approach with a seven-months dataset collected from 111 sub-
jects;

3. We provide a comprehensive analysis of the predictive power of the proposed
approach and a comparison with approaches based only on single families of
features (personality, weather conditions, mobile phone features) or pairwise
combinations thereof (personality and weather conditions, personality and mo-
bile phone features, weather conditions and mobile phone features).
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2.2.2 Related Work

A large body of research on stress detection focused on physiological measure-
ments to infer stress levels (see [Healey and Picard, 2005], [Majoe et al., 2010],
[Plarre et al., 2011]). Heart-rate variability, galvanic skin response, respiration,
muscle activity and temperature are among the most relevant features. How-
ever, despite providing reliable insights on stress levels, this approach has major
limitations because it comprises wearable sensors that need to be carried at
all times to allow for continuous monitoring.

Among the different changes in physiological parameters that happen during
stressful situations, variation in speech production has inspired a number of studies
using acoustic sensing on smartphones. Research on stress detection based on
voice analysis considered different speech characteristics such as pitch, glottal
pulse, spectral slope and phonetic variations. For example, Lu and colleagues
[Lu et al., 2012] proposed StressSense, an Android application for stress detection
from human voice in real-life conversation, and they achieved 81% and 76%
accuracy for indoor and outdoor environments.

However, these methods depend on sound quality, which is not granted in
natural settings (e.g., crowded public places, noisy outdoor), and the correla-
tion between speech and emotion is subjected to large individual differences
[Scherer et al., 2002]. Hence, our performance of 72.28% is a good and reliable
alternative to stress detection. Other studies focused on the video analysis of
behavioural correlates of psychological stress [Giakoumis et al., 2012]. These
systems, despite providing an unobtrusive method for stress monitoring, cannot
be employed in a large variety of real world and mobile environments and pose
privacy concerns related to the recording of people’s behaviour.

A promising approach that can overcome the major shortcomings of stress
detection based on physiological measures and on audio/video analysis is activity
recognition from smartphone usage patterns. Studies in this field have been mainly fo-
cused on the understanding of relational dynamics of individuals [Eagle et al., 2009b].
Recently studies have started to investigate how smartphone usage habits can pro-
vide insights into users’ affective state [LiKamWa et al., 2013] and stress levels
[Bauer and Lukowicz, 2012]. LiKamWa and colleagues [LiKamWa et al., 2013]
proposed MoodScope, a mobile software system that recognizes the users’ mood, but
not stress states, from smartphone usage analysis. They collected usage data and
self-reported mood in a two months longitudinal study and used them to train mood
models. Smartphone usage data consisted in phone calls, SMSes, e-mail messages,
application use, web browsing histories and location changes, while self-reported
mood was collected from users’ input at least four times a day. MoodScope reached a
66% accuracy of participants’ daily-average mood, with phone calls and categorized
applications as the most useful features for mood discrimination.

Bauer and Lukowicz [Bauer and Lukowicz, 2012] focused on mid-term stress de-
tection, monitoring 7 students during a two week exam session followed by two weeks
of non-stressful period. The recorded data were related to participants’ mobility
patterns and social interactions, and included users’ location, Bluetooth proximity,
phone calls and SMSes. These features allowed to detect an average behaviour mod-
ification of 53% for each user during the exam session. A limitation of this study is
the small number of subjects. Our multifactorial approach outperforms the approach
proposed by [Bauer and Lukowicz, 2012] although a direct comparison may be not ad-
equate given the different focus: our approach tends to classify people daily as ”not
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stressed” or ”stressed”, while Bauer and Lukowicz try to detect stressful situations.
In 2013, Sano and Picard [Sano and Picard, 2013] reported an accuracy

performance in stress recognition of 75% using a combination of features ob-
tained from mobile phones and wearable sensors. However, the limited number
of subjects used in their experiments (18) and the limited number of days
(5) make preliminary the results of this study.

2.2.3 Data Collection

From November 12, 2010 to May 21, 2011, we collected a dataset capturing the
lives of 117 subjects living in a married graduate student residency of a major US
university. Our sample of subjects has a large variety in terms of provenance and
cultural background: we have subjects from 16 countries such as USA, China, Israel,
India, Iran, Russia, etc. During this period, each participant was equipped with
an Android-based cellular phone incorporating a sensing software explicitly designed
for collecting mobile data. Such software runs in a passive manner and does not
interfere with the every day usage of the phone. The data collected consisted of: (a)
call logs, (b) sms logs, (c) proximity data, obtained by scanning nearby phones and
other Bluetooth devices every five minutes, and (d) data from surveys administered to
participants, which provided self-reported information about personality traits (“Big
Five”) and self reported information about daily stress.

Proximity interaction data were derived from Bluetooth hits in a similar way as
in previous reality mining studies [Eagle and Pentland, 2006]. Bluetooth scans were
performed every 5 minutes in order to keep the battery from draining while achieving
a high enough temporal resolution. The Bluetooth log of a given smartphone was then
used to extract the list of the other participants’ phones which were in proximity.

In total, the dataset consisted of 33497 phone calls, 22587 SMS, and 1460939 Blue-
tooth hits.

2.2.4 Stress data

At the evening, the participants were also asked to fill daily surveys about their daily
self-perceived stress level. The stress information was reported by the participants
filling a seven items scale with 1 = “not stressed”, 4 = “neutral” and 7 = “extremely
stressed”. In our experiments we used the data only for the subjects (111 subjects)
who had provided at least 2 weeks of consecutive data.

The distribution of daily stress is visualized in Fig. 5. We see that it has a
small negative skew – the density is moved to the higher region of stress score. The
distribution has negative excess kurtosis, which in our case means that the sam-
ple reported a specific daily stress score more often than the neutral. Fig. 6 shows
that within-person daily stress variance is more spread than between-person, but
the density of between-person variance is higher.

2.2.5 Personality Data

Several studies in social psychology investigated the relationships between person-
ality traits and psychological stress. Personalities that tend to be more negative
are usually associated with greater distress, while outgoing and positive personalities
generally experience less distress [Suls et al., 1998], [Vollrath and Torgersen, 2000].
The majority of the studies that have examined the relationship between personality
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Table 2.12: Selected Features Ranked by Mean Decrease in Accuracy for Daily Stress
Recognition Problem

Rank Feature 0 1 Mean Decrease in Accuracy Mean Decrease in Gini Index
1 personality.Conscientiousness 13.65 18.04 23.35 159.96
2 personality.Agreeableness 14.22 19.73 22.92 167.30
3 personality.Neuroticism 15.96 21.04 22.56 183.87
4 personality.Openness 14.20 14.18 21.38 139.23
5 personality.Extraversion 15.75 15.02 21.07 158.51
6 weather.MeanTemperature 14.50 6.34 17.44 322.27
7 sms.RepliedEvents.Latency.Median 8.83 13.85 15.63 48.74
8 weather.Humidity 15.33 2.10 15.45 298.13
9 sms.AllEventsPerDay 8.61 0.56 10.50 42.91

10 bluetooth.Q95TimeForWhichIdSeen 4.99 6.05 9.94 32.47
11 bluetooth.MaxTimeForWhichIdSeen 6.24 7.23 9.47 32.12
12 sms.IncomingAndOutgoingPerDay 7.45 1.26 9.38 41.59
13 weather.Visibility 9.94 1.26 9.22 251.27
14 weather.WindSpeed 8.77 1.30 8.67 282.10
15 bluetooth.Q90TimeForWhichIdSeen 4.24 6.75 8.64 28.41
16 bluetooth.TotalEntropyShannon 5.04 3.51 8.56 31.37
17 call.EntropyMillerMadowOutgoingTotal 4.25 4.10 8.54 27.49
18 call.EntropyShannonOutgoingAndIncomingTotal 4.23 4.86 8.53 26.28
19 bluetooth.TotalEntropyMillerMadow 5.06 4.22 8.50 32.09
20 bluetooth.IdsMoreThan09TimeSlotsSeen 6.11 5.85 8.43 27.88
21 bluetooth.IdsMoreThan04TimeSlotsSeen 6.34 4.59 8.04 24.64
22 call.EntropyShannonMissedOutgoingTotal 3.13 4.92 7.85 24.34
23 bluetooth.IdsMoreThan19TimeSlotsSeen 2.97 5.16 7.78 20.87
24 call.EntropyShannonOutgoingTotal 3.10 6.45 7.78 24.79
25 bluetooth.Q75TimeForWhichIdSeen 5.16 4.70 7.76 22.07
26 call.EntropyMillerMadowMissedOutgoingTotal 4.09 5.45 7.55 24.64
27 call.EntropyMillerMadowOutgoingAndIncomingTotal 3.87 6.29 7.51 28.63
28 sms.OutgoingAndIncomingTotalEntropyMillerMadow 4.68 3.84 7.19 17.63
29 sms.OutgoingTotalEntropyMillerMadow 5.22 1.49 7.19 18.88
30 bluetooth.Q50TimeForWhichIdSeen 1.53 7.29 7.08 18.91
31 bluetooth.Q68TimeForWhichIdSeen 2.36 5.96 6.68 19.05
32 sms.OutgoingTotalEntropyShannon 2.53 2.77 5.13 17.59

and distress focused on the Big Five traits [John and Srivastava, 1999], a personality
model owing its name to the five traits it takes as a constitutive of people’s per-
sonality: Extraversion, Neuroticism, Agreeableness, Conscientiousness, and Open-
ness to experience. Researchers showed significant associations between psycholog-
ical stress, on the one hand, and Neuroticism, Extraversion and Conscientiousness,
on the other. Duggan et al. [Duggan et al., 1995] found that individuals high in
Neuroticism may be more vulnerable to experiencing distress as they respond more
negatively to daily stressors and report more daily stressful events and higher lev-
els of daily stress. When people with high scores in Neuroticism encounter stress-
ful events, they tend to experience them as more aversive than those low in this
trait [Bolger and Schilling, 1991], [Gunthert, 1999]. Finally, in a study with univer-
sity students, Volrath and Torgensen [Vollrath and Torgersen, 2000] showed that stu-
dents with more adaptive personalities such as Extraversion and Conscientiousness
are more positive and sociable and hence less affected by daily stress.

In our study, Big Five personality traits were measured by asking subjects to
answer the online version of the 44 questions Big Five questionnaire developed
by John et al. [John and Srivastava, 1999], by means of 5-point likert scales.
The scores on the five traits were the average over the raw scores (inverted
when needed) of the items pertaining to each trait.

2.2.6 Weather data

The question about the relationship between mood, health and weather has been
extensively debated [Hardt and Gerbershagen, 1999],[Sanders and Brizzolara, 1982].
Studies in environmental psychology investigated the role of weather as a stressor
and showed significant effects of temperature, hours of sunshine and humidity on
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Figure 6: Within- and Between-Subject Variance for Daily Stress Recognition Prob-
lem

mood [Howarth and Hoffman, 1984], [Sanders and Brizzolara, 1982]. A large-scale
study by Faust and colleagues [Faust et al., 1974] on 16,000 students in Switzerland
showed an association between weather and sleep disorders, depressed mood and
irritability. More recently, Denissen et al. [Denissen et al., 2008] investigated the ef-
fects of six daily weather variables (temperature, wind power, sunlight, precipitation,
air pressure, photoperiod) on three mood variables (positive affect, negative affect,
and tiredness). Their results revealed main effects of temperature, wind power, and
sunlight on negative affect, while sunlight had also a main effect on tiredness and
mediated the effects of precipitation and air pressure on tiredness.

In our experiments, we used the following weather variables: (i) mean tempera-
ture, (ii) pressure, (iii) total precipitation, (iv) humidity, (v) visibility and (vi) wind
speed (measured in m/s) metrics. The source weather data were collected from Wol-
fram Alpha 2. All weather metrics are computed on a daily scale for the same day
that is under investigation and the source data are extracted from the Boston area
weather stations (e.g. KBOS) located on the same relative elevation as the cam-
pus where the data collection was performed.

2http://www.wolframalpha.com
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2.2.7 Feature Extraction

Based on previous works that characterize social interactions by means of
mobile phone data and use social interactions data to predict people’s be-
haviors, states [Bogomolov et al., 2013a, LiKamWa et al., 2013], and traits
[de Oliveira et al., 2011, Chittaranjan et al., 2013, Montjoye et al., 2013], we
derived the 25 call and sms basic features reported in Table 2.13 and the 9
proximity basic features reported in Table 2.14.

For each basic feature, we calculated second order features, such as mean, me-
dian, min, max, 99%, 95% quantiles, quantiles corresponding to 0.5, 1, 1.5 and 2
standard deviations (applying Chebyshev’s inequality), variance and standard devi-
ation functions. Moreover, for each basic feature we calculated the same functions
as above for 2 and 3 days backward-moving window to account for the possibility
that past events influenced the current stress state.

In the following subsections we will describe more in detail the 25 call and sms
basic features and the 9 proximity basic features.

2.2.8 Call and Sms Features

The features reported in Table 2.13 fall under four broad categories: (i) general
phone usage, (ii) active behaviors, (iii) regularity, and (iv) diversity.

Table 2.13: List of Basic Features for Daily Stress Recognition Problem
General Phone Usage
1. Total Number of Calls (Outgoing+Incoming)
2. Total Number of Incoming Calls
3. Total Number of Outgoing Calls
4. Total Number of Missed Calls
5. Number of SMS received
6. Number of SMS sent
Diversity
7. Number of Unique Contacts Called
8. Number of Unique Contacts who Called
9. Number of Unique Contacts Communicated with (Incoming+Outgoing)
10. Number of Unique Contacts Associated with Missed Calls
11. Entropy of Call Contacts
12. Call Contacts to Interactions Ratio
13. Number of Unique Contacts SMS received from
14. Number of Unique Contacts SMS sent to
15. Entropy of SMS Contacts
16. Sms Contacts to Interactions Ratio
Active Behaviors
17. Percent Call During the Night
18. Percent Call Initiated
19. Sms response rate
20. Sms response latency
21. Percent SMS Initiated
Regularity
22. Average Inter-event Time for Calls (time elapsed between two events)
23. Average Inter-event Time for SMS (time elapsed between two events)
24. Variance Inter-event Time for Calls (time elapsed between two events)
25. Variance Inter-event Time for SMS (time elapsed between two events)

Features for general phone usage consist of: the total number of outgoing, in-
coming and missed calls and the total number of sent/received sms. Moreover, we

30



also computed the following ratios: outgoing to incoming calls, missed to (outgo-
ing + incoming) calls, sent to received sms.

Then, we captured the active behaviors of an individual computing the following
features: (i) percentage of calls done during the night, (ii) percentage of initiated
calls during the night, (iii) the sms response rate, (iv) the sms response latency, and
(v) the percentage of initiated sms. In particular, we consider a text from a user (A)
to be a response to a text received from another user (B) if it is sent within an hour
after user A received the last text from user B. The response rate is the percentage
of texts people respond to. The latency is the median time it takes people to answer
a text. Note that by definition, latency will be less or equal to one hour.

Diversity and regularity have been shown to be important for the characterization
of different facets of human behavior. In particular, entropy, used as a measure
of diversity, has been successfully applied to predict mobility [Song et al., 2010],
spending patterns [Krumme et al., 2013, Singh et al., 2013], online behavior
[Sinatra and Szell, 2014] and personality traits [Montjoye et al., 2013]. Concerning
regularity features, we measured the time elapsed between calls, the time elapsed be-
tween sms exchanges and the time elapsed between call and sms. More precisely, we
consider both the average and the variance of the inter-event time of one’s call, sms
and sum thereof (call+sms). Noticeably, in fact, even when two users have the same
inter-event time for both call and sms, that quantity can be different for their sum.

Diversity measures how evenly an individual’s time is distributed among others. In
our case, the diversity of user behavior is addressed by means of three kinds of features:
(i) entropy of contacts, (ii) unique contacts to interactions ratio, (iii) number of unique
contacts, all computed both on calls and on sms. In particular, the entropy of an indi-
vidual is the ratio between his/her total number of contacts and the relative frequency
at which he/she interacts with them. The more one interacts equally often with a
large number of contacts, the higher the entropy will be. For entropy calculation, we
applied Miller-Madow correction[Miller, 1955], which is explained in Equation 2.13.

ĤMM(θ) ≡ −
p∑
i=1

θML,i log θML,i +
m̂− 1

2N
, (2.13)

where m̂ is a number of bins with nonzero θ-probability. The likeli-
hood function is given as the product of probability density functions
P (θ) = f(x1; θ)f(x2; θ) · · · f(xn; θ) for a random sample X1, · · · , Xn . θML

is the maximum likelihood estimate of θ, which maximizes P (θ). Miller-
Madow correction was applied, dealing with the data quality problems, to
get bias-corrected empirical entropy estimate.

2.2.9 Proximity Features

Starting from the Bluetooth hits collected, we filtered out all the cases withRSSI < 0.
From the filtered Bluetooth proximity data we extracted the following basic Bluetooth
proximity features (Table 2.14). In this case, the extracted features fall under three
broad categories: (i) general proximity information, (ii) diversity, and (iii) regularity.
As for call and sms, we applied Miller-Madow correction for entropy calculation.

2.2.10 Methodology

We formulated the automatic recognition of daily stress as a binary classification prob-
lem (“not stressed” vs “stressed”), with labels 0 for “not stressed” and label 1 for
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Table 2.14: List of Basic Bluetooth Proximity Features for Stress Recognition Problem
General Bluetooth Proximity
1. Number of Bluetooth IDs
2. Times most common Bluetooth ID is seen
3. Bluetooth IDs accounting for n% of IDs seen
4. Bluetooth IDs seen for more than k time slots
5. Time interval for which a Bluetooth ID is seen
6. Entropy of Bluetooth contacts
Diversity
7. Contacts to interactions ratio
Regularity
8. Average Bluetooth interactions inter-event time
(time elapsed between two events)
9. Variance of the Bluetooth interactions inter-event time
(time elapsed between two events)

“stressed”. The two classes included all the cases with scores <= 4 and scores > 4, re-
spectively. The sizes of the resulting two classes are 36.16% for ”stressed” and 63.84%
for ”not stressed”. The inclusion of the cases with stress=4 in the 0 class meant to pro-
vide a more clearcut distinction between the “stressed” and the “non-stressed” cases.

The data set was then randomly split into a training (80% of data) and a testing
(20% of data) dataset, carefully avoiding that data for the same subjects appeared in
both the training- and in the test-set. In order to accelerate the convergence of the
models, we normalized each dimension of the feature vector [Box and Cox, 1964].

Additionaly, we also used a leave-one-subject-out cross-validation strategy. Hence,
111 models for each personality trait were trained on 110-subject subsets, evaluat-
ing them against the remaining ones and finally averaging the results. The results
obtained are not significantly different from the ones obtained using the random
split 80% vs 20%. In the rest of this chapter, we will discuss only the results ob-
tained with the random split 80% vs 20%.

2.2.11 Feature Selection

As an initial step, we carried out a Pearson correlation analysis to visualize and
better understand the relations between variables in the feature space. We found
quite a large subset of features with strong mutual correlations and another subset
of uncorrelated features. Hence, there was room for feature space reduction. We
excluded using principal component analysis (PCA) because the transformation it is
based on produces new variables that are difficult to interpret in terms of the original
ones making the interpretation of the results more complex.

Therefore, we turned to a pipelined variable selection approach, based on fea-
ture ranking and feature subset selection, which was perfomed using only data from
the training set. The metric used for feature ranking was the mean decrease in the
Gini coefficient of inequality. This choice was motivated because it outperformed
other metrics, such as mutual information, information gain and chi-square statistic
with an average improvement of approximately 28.5%, 19% and 9.2% respectively
[Singh et al., 2010]. The Gini coefficient ranges between 0, expressing perfect equal-
ity in predictive power and 1, expressing maximal inequality in predictive power. The
feature with maximum mean decrease in Gini coefficient is expected to have the max-
imum influence in minimizing the out-of-the-bag error. It is known in the literature
that minimizing the out-of-the-bag error results in maximizing common performance
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metrics used to evaluate models (e.g. accuracy, F1, AUC, etc.) [Tuv et al., 2009].
The feature selection procedure produced a reduced subset of 32 fea-

tures from an initial pool of about 500 features. Hence, we obtained a
low-dimensional feature space that makes our approach efficient to implement
into mobile and multimedia applications.

2.2.12 Model Building

We formulated the automatic recognition of daily stress as a classification problem
with two classes (“not stressed” or “stressed”). The ground truth labels for clas-
sification problem were set to 0 for “not stressed”, where label score <= 4 and
1 for “stressed”, where label score > 4.

We separated all the data at random, following an uniform distribution, in a
training set and in a control test set fixing the proportion of 80:20. To let opti-
mization algorithms converge more efficiently the feature matrix was centered and
normalized by each column [Box and Cox, 1964].

Applying a grid search approach we trained a number of sets of classifiers:
support vector machines, neural networks, ensemble of tree classifiers based on a
Breiman’s Random Forest (RF) and Friedmans Generalized Boosted Model (GBM)
[Freund and Schapire, 1997] algorithms with different parameters.

Multiple regression models, support vector machines model[Vapnik, 1995] with lin-
ear and Gaussian radial basis [Buhmann and Buhmann, 2003] kernels and multi-layer
perceptron neural network did not provide good classification results or required build-
ing separate models for each personality type and weather conditions.

Random forest algorithm produces a combination of tree predictors, such that
each tree is dependent on the values of a random vector sampled independently with
the same distribution for all the classification trees in the forest[Breiman, 2001]. The
decision boundary is formed according to the margin function. Given an ensemble of
tree classifiers h1(x), h2(x), ..., hK(x) and if the training set is drawn at random from
the empirical distribution of the random vector Y,X the margin function is defined as:

mg(X, Y ) = avgkI(hk(X) = Y )−
maxj!=Y avgkI(hk(X) = j),

(2.14)

where I(·) is the characteristic function. The margin function measures the distance
between the average votes at (X, Y ) for the right class and the average vote for any
other class. For this model the generalization error function is:

PE∗ = PX,Y (mg(X, Y ) < 0), (2.15)

where PX,Y is the probability over 〈X, Y 〉 space. For any event A ⊂ Ω of the fea-
ture space the characteristic function I(·) of A is:

IA(x) =

{
1 ⇐⇒ (x ⊂ A)

0 otherwise

}{
1 ⇐⇒ ∃x
0 otherwise

}
(2.16)

For the second ensemble model (GBM-based) we adopted a greedy function ap-
proximation and the stochastic gradient boosting strategy, which are described in
[Friedman, 2001] and [Friedman, 2002]. The optimization problem was formulated as
finding a function, f̂(x), that minimizes the loss function Ψ(y, f):

f̂(x) = arg min
f(x)

y|x [Ψ(y, f(x))|x] (2.17)
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The algorithmic implementation for this chapter solution is described in Algorithm 1.
In order to find the best model, we trained a number of models and selected the

best one based on κ metrics for the 10-fold validation strategy. The Cohen’s κ mea-
sures pairwise agreement among a set of functions which are making classification
decisions with correction for an expected chance agreement [Cohen, 1960]. κ = 0 if
there is no agreement more than expected by chance following the empirical distribu-
tion. κ = 1 when there is a max agreement. κ is a state-of-the-art statistics about how
significantly the classification model is different from chance. More importantly, it
makes the interpretation of the scale of what the model has learned to be an intuitive
task. κ statistic has the properties of more robust and conservative measure to show
what we have learned from the data than F1 and area under the ROC curve metrics.

During the learning and model selection process we followed a leave-one-out 10-
fold cross validation strategy. We adopted this strategy in order to prevent data
overfitting and to deal with potential data loss in cases when calls, sms and Bluetooth
proximities existed in the real world but were not registered by the mobile application.

The performance metrics used to evaluate the models are: accuracy, sensitivity,
specificity and Cohen’s κ. For detailed analysis we provide model confusion matrix
[Stehman, 1997]. The significance of the results is supported by the proper statistical
tests [Garcia and Herrera, 2008] and is shown in the tables.

We trained a variety of classifiers: (i) an ensemble of tree classifiers based on
a Random Forest algorithm [Breiman, 2001], (ii) a Generalized Boosted Model
(GBM) [Freund and Schapire, 1997], (iii) Support Vector Machines with linear
and Gaussian radial basis kernels, and (iv) Neural Networks. The best solution
of the classification problem was found using an ensemble of tree classifiers
based on Random Forest algorithm. In the rest of this chapter, we report
the performance results only for Random Forest.

Random forest algorithm produces a combination of simple decision tree predic-
tors, such that each tree is dependent on the values of a random vector sampled
independently with the same distribution for all the classification trees in the forest
[Breiman, 2001]. The decision boundary is formed according to the margin func-
tion. Given an ensemble of tree classifiers h1(x), h2(x), ..., hK(x) and if the train-
ing set is drawn at random from the empirical distribution of the random vec-
tor Y,X the margin function is defined as:

mg(X, Y ) = avgkI(hk(X) = Y )−
maxj!=Y avgkI(hk(X) = j),

(2.18)

where I(·) is the characteristic function. The margin function measures the distance
between the average votes at (X, Y ) for the right class and the average vote for any
other class. For this model the generalization error function is:

PE∗ = PX,Y (mg(X, Y ) < 0), (2.19)

where PX,Y is the probability over 〈X, Y 〉 space. For any event A ⊂ Ω of the fea-
ture space the characteristic function I(·) of A is:

IA(x) =

{
1 ⇐⇒ (x ⊂ A)

0 otherwise

}{
1 ⇐⇒ ∃x
0 otherwise

}
(2.20)

Random Forests classifiers were trained with a stepwise increase of the
number of trees equal to the upper limit of 211. Optimal number of trees for
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model generalization as measured by mean misclassification rate for 10-fold
cross-validation strategy is estimated to be 112 trees.

In order to find the final model, we trained a number of models and selected
the best one based on κ metrics for the 10-fold validation strategy. The Cohen’s κ
measures pairwise agreement among a set of functions which are making classification
decisions with correction for an expected chance agreement [Cohen, 1960]:

κ =
P (A)− P (E)

1− P (E)
(2.21)

κ = 0 if there is no agreement more than expected by chance following the empirical
distribution; while κ = 1 when there is a max agreement. κ is a state-of-the-art
statistics about how significantly the classification model is different from chance.
Importantly, κ is a more robust measure than the simple percent agreement, given
that it takes into account chance agreement occurring without being too conservative.

During the learning and model selection process we used a random sampling with
replacement to generate a new set of data for each fold from the basic training
set, and followed leave-one-out 10-fold cross validation scheme. We adopted this
strategy in order to prevent data overfitting and to deal with potential data loss
in cases where calls, sms and Bluetooth proximities existed in the real world but
were not registered by the smartphone logger software. Our structural risk minimiza-
tion, as opposed to empirical risk minimization solution to prevent data overfitting,
was incorporated by working with a regularization penalty into the learning pro-
cess, balancing the model’s complexity against training data fitting and by sampling
the model training sets in such a way that they mimic the empirical distributions
without most probable erroneous outliers.

Model parameter estimation selection was done iteratively on the basis of our
exploratory analysis, inferred knowledge of the relationships between variables and
model performance metrics (κ and Accuracy). Confounding variables are identified
but not removed from the dataset during training and test phases.

2.2.13 Experimental Results

The performance metrics used to evaluate our approach are: accuracy, κ, sensitiv-
ity, and specificity. The recognition model based on random forest algorithm shows
90.68% accuracy on the training set and 72.28% accuracy on the test set. In Ta-
ble 2.15 we provide the final stress recognition model performances on the test set
along with their statistical significance [Garcia and Herrera, 2008].

Information about accuracy and κ metrics distribution using 10-fold cross val-
idation strategy is provided in Table 2.16. As we can see, the distribution of the
estimated performance metrics does not vary substantially among folds, signaling a
good generalization despite the possible existence of heterogeneous data in each fold
and the “noise” coming from the resampling procedure.

We also compared our approach based on combining multiple indicators with
simpler approaches using as predictors (i) only personality traits, (ii) only weather
conditions, (iii) only activities inferred from mobile phone data, (iv) a combination
of personality traits and weather conditions, (v) a combination of personality traits
and activities inferred from mobile phone data, (vi) a combination of weather con-
ditions and activities inferred from mobile phone data. Table 2.17 reports accuracy,
κ, sensitivity, specificity and F1 for each approach. In this table we also report the
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Metric Value
Accuracy 0.7228

95% CI (0.7051, 0.7399)
No Information Rate 0.6384
P-Value [Acc > NIR] ¡ 2.2e-16

Kappa 0.3752

Sensitivity 0.5272
Specificity 0.8335

’Positive’ Class “stressed”

Table 2.15: Stress Recognition Model Performance Metrics

Accuracy Kappa
Min. 0.6959 0.2995

1st Qu. 0.7156 0.3535
Median 0.7282 0.3817

Mean 0.7232 0.3684
3rd Qu. 0.7312 0.3869

Max. 0.7404 0.4010

Table 2.16: 10-fold Cross-Validation Metrics for Stress Recognition Problem

performance of (vii) a simple majority classifier, which always returns the majority
class as prediction (accuracy = 63.84%). Finally, we also ran experiments with three
classes (”not stressed”, ”neutral”, ”stressed”), with labels −1 for ”not stressed”, la-
bel 0 for ”neutral”, and label 1 for ”stressed”. The class ”not stressed” included
all the cases with scores < 4, the class ”neutral” included all the cases with scores
= 4, and the class ”stressed” included all the scores > 4. The sizes of the result-
ing three classes are 42.83% for ”not stressed”, 20.98% for ”neutral”, and 36.15%
for ”stressed”. The global accuracy obtained by our multifactorial model, 59.57%,
significantly outperformed the performance of simple majority classifier, which al-
ways returns the class ”not stressed” as prediction.

2.2.14 Discussion

The comparison among the performance of the various models in Table 2.17 pro-
vides convincing evidence that none of the features sets (personality, weather, smart-

Table 2.17: Stress Recognition Model Metrics Comparison for Feature Subsets
Model Accuracy Kappa Sensitivity Specificity F1
Our Multifactorial Model 72.28 37.52 52.72 83.35 57.89
Baseline Majority Classifier 63.84 0.00 100.00 0.00 0.00
Weather Only 36.16 0.00 100.00 0.00 0.00
Personality Only 36.16 0.00 100.00 0.00 0.00
Bluetooth+Call+Sms 48.59 6.80 73.80 34.32 50.94
Personality+Weather 43.55 2.96 81.90 21.83 51.20
Personality+Bluetooth+Call+Sms 46.40 7.01 83.17 25.57 52.88
Weather+Bluetooth+Call+Sms 49.60 -5.45 38.45 55.91 35.55
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phone activity) considered alone is endowed with a good enough predictive power.
This conclusion applies also to pairwise combinations of the same features sets to
the extent that neither personality+smartphone activity, nor personality+weather,
nor weather+smartphone activity do any better than the majority classifier (accu-
racy=63.84%). Interestingly, significant improvements over the latter can only be
obtained by the simultaneous usage of the three features sets: our final model based
on a Random Forest classifier using 32-dimensional feature vectors obtained a 72.28%
accuracy for our 2-class classification problem.

As pointed out in Section 2, some recent works have used mobile phones data
for stress recognition [Bauer and Lukowicz, 2012, Sano and Picard, 2013]. Bauer and
Lukowicz [Bauer and Lukowicz, 2012] reported a 53% of accuracy in detecting the
transition from stressful periods (a two week exam session) to non-stressful peri-
ods (two weeks after the exam session). Our multifactorial approach outperforms
the approach proposed by [Bauer and Lukowicz, 2012] altough a direct comparison
may be not adequate given the different task. More recently, Sano and Picard re-
ported an accuracy performance of 75% using a combination of features from mo-
bile phones and more obtrusive wearable sensors. However, the limited number of
subjects (only 18) and the limited number of days (only 5) make the results pre-
liminary. Other approaches used video and audio features for stress recognition
[Giakoumis et al., 2012, Lu et al., 2012]. For instance, StressSense, an application
for stress detection from human voice, achieved a 76% of accuracy in outdoor en-
vironments. However, this method depends on sound quality and it may pose pri-
vacy concerns for people perceiving voice recording and analysis as a threat to their
privacy. Hence, our performance of 72.28 shows that the proposed multifactorial
approach is a reliable and less obtrusive alternative.

An investigation of the most important predictors of daily stress reveales inter-
esting associations. Table 1 reports the 32 features selected and used in our model
ranked by their mean reduction in accuracy. All the personality traits contributes
significantly in predicting the daily stress variable. These results are interesting be-
cause the previous studies in social psychology focused their analyses mainly on the
associations between stress and Neuroticism, Extraversion and Conscientiousness.
Instead, our work shows the important contribution played also by Agreeableness
and Openness to Experience to the automatic classification of daily stress. More-
over, these results open us the possibility of creating a multi-step stochastic model in
which we first estimate the personality and then we use those estimates as indepen-
dent variables for the daily stress recognition problem. Our current approach uses
self-reported information on personality and this strategy could be a limitation for
scaling to larger sample of users. However, recent studies showed that personality
traits may be reliable recognized from mobile phone data [de Oliveira et al., 2011,
Staiano et al., 2012b, Chittaranjan et al., 2013, Montjoye et al., 2013].

With regard to weather, we found confirmation for the association between tem-
perature and stress. Moreover, significant effects of other meteorological variables –
humidity, visibility, and wind speed – for predicting daily stress were also found.

Regarding the mobile phone data, it is interesting to note the contribution of
proximity features. Out of the selected 32 features, 11 features are proximity ones,
6 comes from call data and 6 from sms data. In particular, an interesting predic-
tive role is played by the number of time intervals for which an id is seen. The
results obtained using proximity features seem to confirm previous findings in so-
cial psychology: in particular, the relevant role played by face-to-face interactions
and by interactions with strong ties in determining the stress level of a subject
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[Krackhardt, 1992]. For sure, this result requires further investigation. In addition,
two features capturing the entropy in proximity interactions are among the selected
ones. This finding seems to confirm results available in the social psychological lit-
erature about the associations between stress and the richness/diversity of social
interactions [Goode, 1960]. Further confirmation to this conclusion comes from the
similalry important role played by entropy-based call and sms features.

The remaining selected features related to sms interactions are (i) the latency in
replying to a text message, defined as the median time to answer a text message and
(ii) the amount of sms communications (outgoing+incoming).

2.2.15 Implications and Limitations

Stress has become a major problem in our society. Ubiquitous connectivity, infor-
mation overload, increased mental workload and time pressure are all elements con-
tributing to increase general stress levels. While in some cases people may realize
that they are undergoing stressful situations, severe and chronic stress may be more
difficult to detect. Moreover, stress may be considered the norm in a modern and
demanding society. Nonetheless, while slightly increased stress levels may be func-
tional for productivity, prolonged and severe stress can be at the source of several
physical dysfunctions like headache, sleep or immunological disorders, unhealthy be-
haviours such as smoking and bad eating habits, as well as of psychological and rela-
tional problems. Beside manifest social costs, stress also entails considerable financial
costs for our economies, which are estimated by the World Health Organization in
300 billion dollars a year for American enterprises, and 20 billion euro for Europe
ones, in terms of absenteeism and low productivity.

Our technology provides a cost-effective, unobtrusive, widely available and reli-
able tool for stress recognition. It detects daily stress levels with a 72.28% accuracy
combining real life data from different sources, such as personality traits, social re-
lationships (in terms of calls, sms and proximity interactions), and weather data.
The development of a reliable stress recognition system is a first but essential step
toward wellbeing and sustainable living, and its scope can be extended to differ-
ent areas of applicability. Providing people with a tool capable of gathering rich
data about real life, and transforming them into meaningful insights about stress
levels, paves the way to a new generation of context-aware technologies that can
target therapists, enterpises and common citizens.

This technology can inform the design of automatic systems for the assessment
and treatment of psychological stress. With such a tool, therapists could monitor
and record patients’ daily stress levels, access longitudinal data, identify recurrent
or significant stressors and modulate treatment accordingly.

In work environments, where stress has become a serious problem affecting pro-
ductivity, leading to occupational issues and causing health diseases, our system could
be extended and employed for early detection of stress-related conflicts and stress con-
tagion, and for supporting balanced workloads. Awareness is a first but crucial step
to motivate people to change their behaviour and take informed and concrete steps
toward a healthy lifestyle and appropriate stress coping strategies. Mobile applica-
tions developed on the basis of our technology could provide feedback to increase
people’s awareness of their stress levels, alerts when they reach a warning threshold,
and suggest stress management and relaxation techniques when appropriate.

However, our study has also some limitations. We can list the following ones:
(i) our sample comes from a population living in the same environment. Our sub-
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jects were all married graduate students living in a campus facility of a major US
university; and (ii) the non-availability of proximity data concerning the interaction
with people not participating in the data collection, a fact that is common to many
other relevant studies and that has been also pointed out by [Quercia et al., 2012].
The first problem is at least partially attenuated by the large variability of the
sample in terms of provenance and cultural background (in our sample we have
subjects from 16 countries and from all the continents), which can be expected
to correspond to a wide palette of interaction behaviors that efficaciously counter-
balance the effects of living-place homogeneity.

Conclusion

The goal of this chapter was to investigate the automatic recognition of people’s daily
stress from three different sets of data: a) people activity, as detected through their
smartphones (data pertaining to transitory properties of individuals); b) weather
conditions (data pertaining to transitory properties of the environment); and c) per-
sonality traits (data concerning permanent dispositions of individuals). The problem
was modeled as a 2-way classification one. The results convincingly suggest that all
the three types of data are necessary for attaining a reasonable predictive power.
As long as one of those information sources is dropped, performances drop below
those of the baselines. Moreover, the distributional data for accuracy and κ show the
robustness and generalization power of our multifactorial approach.

Taken together, and despite the limitations discussed above, our results not only
provide evidence that individual daily stress can be reliably predicted, but they also
point to the necessity of considering at the same time people’s transitory proper-
ties (smartphone activity), transitory properties of the environment and information
about stable individual characteristics. For the sake of transitory individual proper-
ties, mobile phone usage patterns have important advantage over alternative methods:
they are less unobtrusive and raise limited privacy problems as compared to, e.g., voice
analysis or the exploitation of data from physiological sensors. Moreover, and impor-
tantly, automatic stress detection based on mobile phone data can take advantage of
the extensive usage and diffusion of these devices, it can be applied in several real
world situations and it can be exploited for a variety of applications that are delivered
by means of the same device. For example, applications used to inform the design
of clinical decision support systems or self-monitoring applications of stress levels in
work settings and in other daily life situations, which allows people to identify per-
sonal stressors and enforces their proactive role in stress prevention and management.
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Chapter 3

Predictive Modeling of Large Scale
Group Behavior
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3.1 Predicting Crime Hotspots

Based on Aggregated Anonymized Peo-

ple Dynamics

3.1.1 Introduction

Crime, in all its facets, is a well-known social problem affecting the quality of
life and the economic development of a society. Studies have shown that crime
tends to be associated with slower economic growth at both the national level
[Mehlum et al., 2005] and the local level, such as cities and metropolitan areas
[Cullen and Levitt, 2009]. Crime-related research always attracted attention of
criminal law and sociology scholars. Dating back to the beginning of the 20-th
century, studies have focused on the behavioral evolution of criminals and its
relations with specific characteristics of the neighborhoods in which they grew
up, lived, and acted, and on behavioral development of factors like exposure to
specific peer networks, neighborhood characteristics (e.g. presence/absence of
recreational/educational facilities) and poverty indexes, has provided a wealth
of knowledge from both individual and collective standpoints [Weinberg, 1954].
Existing works in the fields of criminology, sociology, psychology and economics
tend to mainly explore relationships between criminal activity and socio-economic
variables such as education [Ehrlich, 1975], ethnicity [Braithwaite, 1989], income
level [Patterson, 1991], and unemployment [Freeman, 1999].

Several studies in criminology and sociology have provided evidence of significant
concentrations of crime at micro geographical areas [Brantingham and Brantingham, 1999,
Weisburd and Green, 1994]. It is important to note that such clustering of crime
in small geographic areas (e.g. streets), commonly referred to as hotspots,
does not necessarily align with trends that are occurring at a larger geographic
level, such as communities. Research has shown, for example, that in what are
generally seen as good parts of town there are often streets with strong crime
concentrations, and in what are often defined as bad neighborhoods, many places
are relatively free of crime [Weisburd and Green, 1994].

In 2008, criminologist David Weisburd proposed to switch the popular people-
centric paradigm of police practices to a place-centric one [Weisburd, 2008], thus
focusing on geographical topology and micro-structures rather than on criminal pro-
filing. In our result, crime prediction is used in conjunction with a place-centric defi-
nition of the problem and with a data-driven approach: we specifically investigate the
predictive power of aggregated and anonymized human behavioral data derived from
a multimodal combination of mobile network activity and demographic information
to determine whether a geographic area is likely to become a scene of crime or not.

As the number of mobile phones actively in use worldwide approaches the
6.8 billion mark1, they become a very valuable and unobtrusive source of human
behavioral data: mobile phones can be seen as sensors of aggregated human activity
[Dong et al., 2011b, Laurila et al., 2013] and have been used to monitor citizens’
mobility patterns and urban interactions [Gonzalez et al., 2008, Zheng et al., 2014a],
to understand individual spending behaviors [Singh et al., 2013], to in-
fer people’s traits [Montjoye et al., 2013, Staiano et al., 2012a] and states
[Bogomolov et al., 2013b], to map and model the spreading of diseases such

1http://www.itu.int
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as malaria [Wesolowski et al., 2012] and H1N1 flu [Frias-Martinez et al., 2011],
and to predict and understand socio-economic indicators of territories
[Eagle et al., 2010, Soto et al., 2011, Smith-Clarke et al., 2014]. Recently, Zheng
et al. proposed a multi-source approach, based on human mobility and geo-
graphical data, to infer noise pollution [Zheng et al., 2014b] and gas consumption
[Shang et al., 2014] in large metropolitan areas.

In this chapter, we use human behavioral data derived from a combination of
mobile network activity and demography, together with open data related to crime
events to predict crime hotspots in specific neighborhoods of a European metropolis:
London. The main contributions of this work are:

1. The use of human behavioral data derived from anonymized and aggregated
mobile network activity, combined with demographics, to predict crime hotspots
in a European metropolis;

2. A comprehensive analysis of the predictive power of the proposed model and a
comparison with a state-of-the-art approach based on official statistics;

3. A discussion of the theoretical and practical implications of our proposed ap-
proach.

3.1.2 Related Work

Researchers have devoted attention to the study of criminal behavior dynamics
both from a people- and place- centric perspective. The people-centric perspective
has mostly been used for individual or collective criminal profiling. Wang et al.
[Wang et al., 2013] proposed Series Finder, a machine learning approach to the
problem of detecting specific patterns in crimes that are committed by the same
offender or group of offenders. In [Short et al., 2008], it is proposed a biased random
walk model built upon empirical knowledge of criminal offenders behavior along
with spatio-temporal crime information to take into account repeating patterns
in historical crime data. Furthermore, Ratcliffe [Ratcliffe, 2006] investigated the
spatio-temporal constraints underlying offenders’ criminal behavior.

An example of a place-centric perspective is crime hotspot detection and analysis
and the consequent derivation of useful insights. A novel application of quantitative
tools from mathematics, physics and signal processing has been proposed by Toole
et al. [Toole et al., 2011] to analyse spatial and temporal patterns in criminal offense
records. The analyses they conducted on a dataset containing crime information from
1991 to 1999 for the city of Philadelphia, US, indicated the existence of multi-scale
complex relationships both in space and time. Using demographic information statis-
tics at community (town) level, Buczak and Gifford [Buczak and Gifford, 2010] ap-
plied fuzzy association rule mining in order to derive a finite (and consistent among US
states) set of rules to be applied by crime analysts. Other common models are the ones
proposed by Eck et al. [Eck et al., 2005] and by Chainey et al. [Chainey et al., 2008]
that rely on kernel density estimation from the criminal history record of a geograph-
ical area. Similarly, Mohler et al. [Mohler et al., 2011] applied the self-exciting point
process model (previously developed for earthquake prediction) as a model of crime.
The major problem of all these approaches is that they relies on the prior occurrence of
crimes in a particular area and thus cannot generalize to previously unobserved areas.

More recently, the proliferation of social media has sparked interest in using
this kind of data to predict a variety of variables, including electoral outcomes
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[Tumasjan et al., 2010] and market trends [Bollen et al., 2011]. In this line,
Wang et al. [Wang et al., 2012] proposed the usage of social media to predict
criminal incidents. Their approach relies on a semantic analysis of tweets using
natural language processing along with spatio-temporal information derived from
neighborhood demographic data and the tweets metadata.

In this chapter, we tackle the crime hotspot forecasting problem by leveraging
mobile network activity as a source of human behavioral data. Our work hence
complements the above-mentioned research efforts and contributes to advance the
state-of-the-art in quantitative criminal studies.

3.1.3 Datasets

The datasets we exploit in this chapter were provided during a public com-
petition - the Datathon for Social Good - organized by Telefónica Digital,
The Open Data Institute and MIT during the Campus Party Europe 2013 at
the O2 Arena in London in September 2013.

Participants were provided access to the following data, among others:

• Anonymized and aggregated human behavioral data computed from mobile net-
work activity in the London Metropolitan Area. We shall refer to this data as
the Smartsteps dataset, because it was derived from Telefonica Digital’s Smart-
steps product2. A sample visualization of the Smartsteps product can seen in
Figure 7.

• Geo-localised Open Data, a collection of openly available datasets with varying
temporal granularity. This includes reported criminal cases, residential property
sales, transportation, weather and London borough profiles related to homeless-
ness, households, housing market, local government finance and societal well-
being (a total of 68 metrics).

We turn now to describing the specific datasets that we used to predict crime
hotspots.

3.1.4 Smartsteps Dataset

The Smartsteps dataset consists of a geographic division of the London Metropolitan
Area into cells whose precise location (lat,long) and surface area is provided. Note
that the actual shape of the cell was not provided. In total, there were 124119 cells.
We shall refer to these cells as the Smartsteps cells.

For each of the Smartsteps cells, a variety of demographic variables were provided,
computed every hour for a 3-week period, from December 9th to 15th, 2012 and
from December 23rd, 2012 to January 5th, 2013.

In particular:
(1) Footfall, or the estimated number of people within each cell. This estimation is

derived from the mobile network activity by aggregating every hour the total number
of unique phonecalls in each cell tower, mapping the cell tower coverage areas to
the Smartsteps cells, and extrapolating to the general population – by taking into
account the market share of the network in each cell location; and

(2) an estimation of gender, age and home/work/visitor group splits.

2http://dynamicinsights.telefonica.com/488/smart-steps
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That is, for each Smartsteps cell and for each hour, the dataset contains an esti-
mation of how many people are in the cell, the percentage of these people who are at
home, at work or just visiting the cell and their gender and age splits in the following
brackets: 0-20 years, 21-30 years, 31-40 years, etc..., as shown in Table 3.1.

Table 3.1: SmartSteps Data Description
Type Data

4*Origin-based total # people
# residents
# workers
# visitors

2*Gender-based # males
# females

6*Age-based # people aged up to 20
# people aged 21 to 30
# people aged 31 to 40
# people aged 41 to 50
# people aged 51 to 60
# people aged over 60

Figure 7 shows a sample visualization of the information made available from
the SmartSteps platform by the Challenge Organizers. The data refers to 1-hour
intervals and to each Smartsteps cell. By combining aggregated and anonymized
demographics and mobility data, fine-grained spatio-temporal dynamics can be ex-
ploited to derive valuable insights for the scenario of interest.

Figure 7: Sample Visualization of Anonymized Data by Smartsteps Platform

3.1.5 Criminal Cases Dataset

The criminal cases dataset includes the geo-location of all reported crimes
in the UK but does not specify their exact date, just the month and year.
The data provided in the public competition included the criminal cases
for December 2012 and January 2013.

In detail, the crime dataset includes: the crime ID, the month and year when the
crime was committed, its location (longitude, latitude, and address where the crime
took place), the police department involved, the lower layer super output area code,
the lower layer super output area name and its type out of 11 possible types (e.g.
anti-social behavior, burglary, violent crime, shoplifting, etc.).
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Crimes reported for the UK include geolocation but no specific date (just
month and year). The crime data included: crime ID, month when the crime
was commited, police department, longitude, latitude, address where the crime
happend, lower layer super output area code, lower layer super output area
name, crime type and last outcome type.

Super Output Areas (SOAs) are geographical boundaries for the collection and
publication of small area statistics, which represent spatial neighbourhoods. They are
a statistical geography and their key aspects are stability and uniformity of size. SOAs
avoid the problems caused by the inconsistent and unstable population geography.
They are considered to be better for statistical comparison as they have consistent
size and each layer has a specified minimum population to avoid the risk of personal
reidentification. SOAs are not subject to frequent boundary changes, and therefore
are more suitable for comparison over time. In addition they build on the existing
availability of data for output areas (OAs). The SOA layers form a hierarchy based on
aggregations of Output Areas. Lower Layer Super Output Areas (LSOAs) were first
built using 2001 Census data from groups of Output Areas and have been updated
following the 2011 Census. Middle Layer Super Output Areas (MSOAs) are larger
areas created by zone-design software using census data from groups of LSOAs. They
fit within local authority boundaries. Upper Layer Super Output Area (USOAs)
were not used in the datasets analyzed. There are 181,408 OAs and 34,753 LSOAs
in England and Wales. Only the LSOAs that correspond to London’s Metropolian
area were used in the experiments reported in this chapter.

Their aim is to define spatial areas, based on population levels, whose
boundaries would not change over time. LSOAs are the smallest type of
output areas used for official statistics, have a mean population of 1,500 and
a minimum population threshold of 1,000.

The ground truth crime data used in our experiments corresponds to the crimes
reported in January 2013 for each of the Smartsteps cells.

3.1.6 London Borough Profiles Dataset

The London borough profiles dataset is an official open dataset containing 68 different
metrics about the population of a particular geographic area. The spatial granularity
of the bourough profiles data is at the LSOA level.

In particular, the information in this dataset includes statistics about the
population, households (census), demographics, migrant population, ethnicity,
language, employment, NEET (Not in Education, Employment, and Training)
people, earnings, volunteering, jobs density, business survival, house prices,
new homes, greenspace, recycling, carbon emissions, cars, indices of multiple
deprivation, children in out-of-work families, life expectancy, teenage conceptions,
happiness levels, political control (e.g. proportion of seats won by Labour, Liberal
Democrats and Conservatives), and election turnout.

3.1.7 Methodology

We cast the problem of crime hotspot forecasting as a binary classification
task. For each Smartsteps cell, we predict whether that particular cell will be
a crime hotspot or not in the next month. In this section we provide details
of the experimental setup that we followed.
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3.1.8 Data Preprocessing and Feature Extraction

Starting from the bulk of data described in Section 3.1.3, we performed
the following preprocessing steps.

Referencing all geo-tagged data to the Smartsteps cells

As the SmartSteps cell IDs, the borough profiles and the crime event locations are not
spatially linked in the provided datasets, we first geo-referenced each crime event by
identifying the Smartsteps cell which is the closest to the location of the crime. We
carried out a similar process for the borough profile dataset. As a result, each crime
event and the borough profile information were linked to one of the Smartsteps cells.

Smartsteps features

Diversity and regularity have been shown to be important in the characterization
of different facets of human behavior and, in particular, the concept of entropy has
been applied to assess the predictability of mobility [Song et al., 2010] and spending
patterns [Krumme et al., 2013, Singh et al., 2013], the socio-economic characteristics
of places and cities [Eagle et al., 2010] and some individual traits such as person-
ality [Montjoye et al., 2013]. Hence, for each Smartsteps variable (see Table 3.1)
we computed the mathematical functions which characterize the distributions and
information theoretic properties of such variables, e.g. mean, median, standard de-
viation, min and max values and Shannon entropy.

In order to be able to also account for temporal relationships inside the
Smartsteps data, the same computations as above were repeated on sliding
windows of variable length (1-hour, 4-hour and 1 day), producing second-order
features that help reduce computational complexity and the feature space
itself, while preserving useful data properties.

London borough profile features

No data preprocessing was needed for the London borough profiles. Hence, we used
the original 68 London borough profile features.

Crime hotspots ground-truth data

The distribution of the criminal cases data is reported in Table 3.2.

Table 3.2: Number of Crime Hotspots in January
Min. Q1 Median Mean Q3 Max.

1 2 5 8.2 10 289

Given the high skewness of the distribution (skewness = 5.88, kurtosis = 72.5,
mean = 8.2, median = 5; see Table 3.2) and based on previous research on urban
crime patterns [Boggs, 1965], we split the criminal dataset with respect to its median
into two classes: a low crime (class ’0’) when the number of crimes in the given
cell was less or equal to the median, and a high crime (class ’1’) when the number
of crimes in a given cell was larger than the median.

Following the empirical distribution, the two resulting classes are approximately
balanced (53.15% for the high crime class).
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3.1.9 Feature Selection

We randomly split all data into training (80% of data) and testing (20% of data)
sets. In order to accelerate the convergence of the models, we normalized each di-
mension of the feature vector [Box and Cox, 1964].

Due to similarity of human behavior understanding tasks we followed
the same methodology for feature selection as we introduced and dis-
cussed in the previous chapters.

The feature selection process produced a reduced subset of 68 features (from
an initial pool of about 6000 features), with a reduction in dimensionality of
about 90 times with respect to the full feature space. The top 20 features
selected by the model are included in Table 3.3.

3.1.10 Model Building

We trained a variety of classifiers on the training data following 5-fold cross
validation strategy: logistic regression, support vector machines, neural net-
works, decision trees, and different implementations of ensembles of tree
classifiers with different parameters.

The decision tree classifier based on the Breiman’s Random Forest (RF) algorithm
yielded the best performance when compared to all other classifiers. Hence, we report
the performance results only for the the best model, based on this algorithm.

We took advantage of the well-known performance improvements that are obtained
by growing an ensemble of trees and voting for the most frequent class. Random
vectors were generated before the growth of each tree in the ensemble, and a random
selection without replacement was performed [Breiman, 1996].

The consistency of the random forest algorithm has been proven and the algorithm
adapts to sparsity in the sense that the rate of convergence depends only on the num-
ber of strong features and not on the number of noisy or less relevant ones [Biau, 2012].

3.1.11 Experimental Results

In this section we report the experimental results obtained by the Random Forest
trained on different subsets of the selected features and always on the test set, which
was not used during the training phase in any way.

The performance metrics used to evaluate our approach are: accuracy,
F1, and AUC score. As can be seen on Table 3.4, the model achieves al-
most 70% accuracy when predicting whether a particular Smartsteps cell will
be a crime hotspot in the following month or not. Table 3.4 includes all
performance metrics obtained by our model.

A spatial visualisation of our results is reported on a map of the Lon-
don metropolitan area in Figure 9 and compared with a similar visualisation
of the ground truth labels in Figure 8. In the maps, green represents ”low
crime level” and red ”high crime level”.

Second order features, which we introduced to capture intertemporal dependencies
for our problem, not only made the feature space more compact, but also yielded a
significant improvement in model performance metrics.

In order to understand the value added by the Smartsteps data, we compared
the performance of the Random Forest using all features with two different mod-
els trained with (i) only the subset of selected features derived from the borough
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profiles dataset (Borough Profiles) and (ii) only the subset of selected features de-
rived from the Smartsteps dataset (Smartsteps).

Table 3.4 reports accuracy, F1, and the area under the ROC curve met-
rics for each of the models. In this Table, we also report the performance
of (iii) a simple majority classifier, which always returns the majority class
(”High Crime”) as prediction (accuracy=53.15%).

As can be seen on Table 3.4, the borough-only model yields an accuracy of
62.18%, over 6% lower than the accuracy obtained with the Smartsteps model
(68.37%). The Smartsteps+Borough model yields an increase in accuracy of
over 7% when compared with the borough profiles model (69.54% vs 62.18%
accuracy) while using the same number of variables.

Table 3.3: Crime Hotspots Prediction Top-20 Selected Features Ranked by Mean
Decrease in Accuracy

Rank Features 0 1 MeanDecreaseAccuracy MeanDecreaseGini
1 smartSteps.daily.ageover60.entropy.empirical.entropy.empirical 4.48 5.43 9.02 18.75
2 smartSteps.daily.athome.mean.sd 3.20 7.60 8.91 27.13
3 smartSteps.daily.age020.sd.entropy.empirical 5.69 3.97 8.85 16.88
4 smartSteps.daily.age020.mean.entropy.empirical 3.09 5.88 8.85 17.26
5 smartSteps.daily.age020.mean.sd 4.50 5.27 8.65 16.03
6 smartSteps.daily.athome.min.entropy.empirical 6.39 2.32 8.61 15.99
7 smartSteps.daily.athome.sd.sd 3.22 8.58 8.60 45.82
8 smartSteps.daily.athome.sd.mean 3.35 5.83 8.57 24.93
9 smartSteps.daily.ageover60.entropy.empirical.sd 4.62 4.95 8.56 20.45

10 smartSteps.daily.athome.sd.median 5.41 5.04 8.50 26.48
11 smartSteps.daily.age3140.entropy.empirical.max 2.33 5.79 8.44 16.24
12 smartSteps.daily.age3140.min.sd 6.81 4.06 8.31 36.52
13 smartSteps.daily.athome.min.sd 4.36 6.85 8.29 34.26
14 smartSteps.daily.athome.sd.max 4.13 6.87 8.27 34.89
15 smartSteps.monthly.athome.max 3.92 5.42 8.26 29.86
16 smartSteps.monthly.athome.sd 4.43 4.17 8.21 39.70
17 smartSteps.daily.age5160.entropy.empirical.entropy.empirical 4.74 4.11 8.13 16.64
18 smartSteps.daily.age020.sd.sd 3.67 5.88 8.12 16.86
19 smartSteps.daily.athome.entropy.empirical.entropy.empirical 5.13 4.82 8.08 18.55
20 smartSteps.daily.athome.max.sd 2.83 6.29 8.07 26.85

3.1.12 Discussion

The results discussed in the previous section show that usage of human behavioral
data (at a daily and monthly scale) significantly improves prediction accuracy when
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compared to using rich statistical data about a borough’s population (households
census, demographics, migrant population, ethnicity, language, employment, etc...).
The borough profiles data provides a fairly detailed view of the nature and living
conditions of a particular area in a city, yet it is expensive and effort-consuming
to collect. Hence, this type of data is typically updated with low frequency (e.g.
every few years). Human behavioral data derived from mobile network activity
and demographics, though less comprehensive than borough profiles, provides sig-
nificantly finer temporal and spatial resolution.

Next, we focus on the most relevant predictors of crime level which show inter-
esting associations. We first take a look at the top-20 variables in our model, which
are sorted by their mean reduction in accuracy (see Table 3.3).

Table 3.4: Crime Hotspots Prediction Problem Metrics Comparison

Model Acc.,% Acc. CI, 95% F1,% AUC
Baseline Majority Classifier 53.15 (0.53, 0.53) 0 0.50
Borough Profiles Model (BPM) 62.18 (0.61, 0.64) 57.52 0.58
Smartsteps 68.37 (0.67, 0.70) 65.43 0.63
Smartsteps + BPM 69.54 (0.68, 0.71) 67.23 0.64

The naming convention that we used for the features shown in Table 3.3 is: the
original data source (e.g. ”smartSteps”) is followed by the temporal granularity T
(e.g. ”daily”), the semantics of the variable (e.g. ”athome”), and its statistics at
T (e.g. ”mean”). Note that second order features where we computed statistics
across multiple days appear after the first statistics. For example, feature 2 in the
Table, ”smartSteps.daily.athome.mean.sd”, is generated by computing the standard
deviation of the daily means of the percentage of people estimated to be at home.

As shown in the Table, the Smartsteps features have more predictive power than
official statistics coming from borough profiles. No features listed in the top-20 are
actually obtained using borough profiles. Moreover, Table 3.3 shows that higher-
level features extracted over a sequence of days from variables encoding the daily
dynamics (all features with the label smartSteps.daily.*) have more predictive power
than features extracted on a monthly basis. For example, feature 2 in Table 3.3.
This finding points out at the importance of capturing the temporal dynamics of a
geographical area in order to predict its levels of crime.

Furthermore, features derived from the percentage of people in a certain cell
who are at home (all features with .athome. in their label) both at a daily and
monthly basis seem to be of extreme importance. In fact, 11 of the top 20 fea-
tures are related to the at home variable.

It is also interesting to note the role played by diversity patterns captured by
Shannon entropy features [Shannon, 1948]. The entropy-based features (all features
with .entropy. in their label) in fact seem useful for predicting the crime level of
places (8 features out of the top 20 are entropy-based features). In our study, the
Shannon entropy captures the predictable structure of a place in terms of the types of
people that are in that area over the course of a day. A place with high entropy would
have a lot of variety in the types of people visiting it on a daily basis, whereas a place
with low entropy would be characterised by regular patterns over time. In this case,
the daily diversity in patterns related to different age groups, different use (home vs
work) and different genders seems a good predictor for the crime level in a given area.
Interestingly, Eagle et al. [Eagle et al., 2010] found that Shannon entropy used to
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capture the social and spatial diversity of communication ties within an individual’s
social network was strongly and positively correlated with economic development.

As previously described, borough profile features (official statistics) have lower
predictive power with respect to accuracy than features extracted from aggregated
mobile network activity data. Six borough profile features were selected in the final
feature vector, including the proportion of the working age population who claim out
of work benefits, the largest migrant population, the proportion of overseas nation-
als entering the UK and the proportion of resident population born abroad –metrics
based on 2011 Census Bureau data. The predictive power of some of these variables
is in line with previous studies in sociology and criminology. For example, several
studies show a positive association among unemployment rate and crime level of an
area [Raphael and Winter-Ebmer, 2001]. Still under debate is the positive association
among number of immigrants and crime level [Ellis et al., 2009]. However, our exper-
imental results show that the static nature of these variables makes them less useful
in predicting crime level’s of a given area when compared with less detailed but daily
information about the types of people present in a same area throughout the day.

3.1.13 Implications and Limitations

We have outlined and tested a multimodal approach to automatically predict with
almost 70% accuracy whether a given geographical area will have high or low crime
levels in the next month. The proposed approach could have clear practical impli-
cations by informing police departments and city governments on how and where
to invest their efforts and on how to react to criminal events with quicker response
times. From a proactive perspective, the ability to predict the safety of a geographical
area may provide information on explanatory variables that can be used to identify
underlying causes of these crime occurrence areas and hence enable officers to in-
tervene in very narrowly defined geographic areas.

The distinctive characteristic of our approach lies in the use of features computed
from aggregated and anonymized mobile network activity data in combination with
some demographic information. Previous research efforts in criminology have tackled
similar problems using background historical knowledge about crime events in specific
areas, criminals’ profiling, or wide description of areas using socio-economic and de-
mographic indicators. Our findings provide evidence that aggregated and anonymized
data collected by the mobile infrastructure contains relevant information to describe
a geographical area in order to predict its crime level.

The first advantage of our approach is its predictive ability. Our method pre-
dicts crime level using variables that capture the dynamics and characteristics of the
demographics and nature of a place rather than only making extrapolations from
previous crime histories. Operationally, this means that the proposed model could be
used to predict new crime occurrence areas that are of similar nature to other well
known occurrence areas. Even though the newly predicted areas may not have seen
recent crimes, if they are similar enough to prior ones, they could be considered to be
high-risk areas to monitor closely. This is an important advantage given that in some
areas people are less inclined to report crimes [Tarling and Morris, 2010]. Moreover,
our approach provides new ways of describing geographical areas. Recently, some
criminologists have started to use risk terrain modeling [Caplan and Kennedy, 2010]
to identify geographic features that contribute to crime risk, e.g. the presence of
liquor stores, certain types of major stores, bars, etc. Our approach can identify
novel risk-inducing or risk-reducing features of geographical areas. In particular, the
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features used in our approach are dynamic and related to human activities.
Our study has several limitations due to the constraints of the datasets used.
First of all, we had access only to 3 weeks of Smartsteps data collected between

December 2012 and the first week of January 2013. In addition, the crime data pro-
vided was aggregated on a monthly basis. Having access to crime events aggregated
on a weekly, daily or hourly basis would enable us to validate our approach with finer
times granularity, predicting crimes in the next week, day or even hour.

3.1.14 Conclusion

In this chapter we have proposed a novel approach to predict crime hotspots from
human behavioral data derived from mobile network activity, in combination with
demographic information. Specifically, we have described a methodology to auto-
matically predict with almost 70% of accuracy whether a given geographical area of
a large European metropolis will have high or low crime levels in the next month.
We have shown that our approach, while using a similar number of variables, signifi-
cantly improves prediction accuracy (6%) when compared with using traditional, rich
– yet expensive to collect – statistical data about a borough’s population. Moreover,
we have provided insights about the most predictive features (e.g. home-based and
entropy-based features) and we have discussed the theoretical and practical implica-
tions of our methodology. Despite the limitations discussed above and the additional
investigations needed to validate our approach and the robustness of our indicators,
we believe that our findings open the door to exciting avenues of research in compu-
tational approaches to deal with a well-known social problem such as crime.

3.2 Predicting Electric Energy Consumption

Using Aggregated Telecom Data

Energy efficiency is a key challenge for building sustainable societies. Due to
growing populations, increasing incomes and the industrialization of develop-
ing countries, the world primary energy consumption is expected to increase
annually by 1.6%. Hence, this scenario raises issues related to the increasing
scarcity of natural resources, the accelerating pollution of the environment,
and the looming threat of global climate change.

Recently, several computational works have started in focusing on energy
and sustainability problems. In particular, they have targeted energy issues
with two main objectives: (i) modeling and predicting energy consumption
behaviors [Kolter and Ferreira Jr, 2011] and (ii) inducing behavioral changes in
energy consumption [Allcott and Mullainathan, 2010].

This chapter targets the energy consumption prediction task but adopting a novel
approach. We use aggregated and anonymized human behavioral data, derived from
mobile network activity, in order to predict the energy consumption of a given geo-
graphical area. More specifically, we deal with two different tasks: (i) average daily
energy consumption and (ii) peak daily energy consumption. The method we propose
has several advantages: (i) it is cheap in the sense that it uses existing data generated
by telecom infrastructure. No modification to mobile phones or telecom equipment
is required, and (ii) it has good scalability and so it is suitable for large populations,
which is desirable for city planning and energy management.
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3.2.1 Methodology

We built our approach on a dataset spanning over a period of 2 months and a ter-
ritory of 6000 square kilometers in the Northern Italy. The telecommunication and
the energy consumption datasets have the same spatio-temporal aggregation. The
temporal aggregation is ten minute intervals while the spatial one is obtained by
partitioning the territory using a regular square grid, called partitioning grid. Each
square of the grid measures approximately 1 square kilometer.

The telecommunication dataset is obtained from the Call Detail Records (CDRs)
generated by the cellular network of a telecommunication operator offering its services
on the territory under analysis. For the generation of this dataset CDRs recording sent
SMSs, received SMSs, issued calls, received calls, and events related with Internet con-
nections have been considered. The energy consumption dataset provides information
about the structure of the electrical grid and the electrical current flowing through the
180 primary distribution lines serving the majority of the users living in the territory
under analysis. Primary lines (medium voltage) are managed by a local company and
bring energy from the national grid (high voltage) in order to distribute it among all
the users. The dataset is composed by two sub-datasets: (i) the structure of the elec-
trical grid, each line is described by providing the number of customer sites it serves
in each square of the partitioning grid (customer sites often provide energy to more
than one customer and they can also serve structures like condominiums, businesses
and government organizations), and (ii) the line measurement grid that provides the
instantaneous current flowing through each primary line every ten minutes.

Looking at the amount of electric current passing a point in an electric circuit per
unit of time for each power line, we found that it has a number of cyclic character-
istics and trends. We found predictable changes that repeat over daily and weekly
periods. Based on these regularities we separated all power lines into 3 clustered
areas: residential, touristic and city center/industrial area (see Fig. 14).

Then, we hypothesised that cellular communication patterns, which represent hu-
man dynamics in space and time, could be a good proxy for energy consumption
prediction. To this end, we computed, from the anonymized and aggregated mobile
network activity, a number of features characterizing diversity, regularity and gen-
eral mobile phone usage in each part of the territory spatially aggregated by square
grid. The discovered regularities, described above, were explicitly coded into the
feature space by extracting of the number of hour in a day and the number of a
weekday for each data source being processed.

The prediction tasks were solved for the next 7 days interval for each electric
line ID and were designed as non-linear multiple regressions. We used the Ran-
dom Forest algorithm proposed by Breiman [Breiman, 1999]. The consistency of
this algorithm has been proven: the algorithm adapts to sparsity in the sense that
the rate of convergence depends only on the number of strong features and not on
the number of noisy or less relevant ones.

To solve the problem of computational complexity of the huge amount of data
samples (>600 millions of CDRs) we moved from time domain of communication
patterns to the frequency domain, applying fast Fourier transform algorithm for each
group of daily time series. Then, we computed second-order features by mathematical
functions, such as mean, median, sum, variance, skewness, kurtosis, entropy, charac-
terising the distributions and it’s properties. Also we found that only a small set of
harmonics in Fourier domain explains the response variable variance for each type of
first-order feature space time series, which reduces the computational complexity by
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Table 3.5: Mean Daily Consumption
Model Metrics for Energy Prediction Prob-
lem

Metric Baseline Model
MAE 20.8468 12.3683
RAE 98.9169 58.6869
MSE 790.6041 325.2679

RMSE 28.1177 18.0352
RSE 100.9551 41.5346

R2 -0.0096 0.5847

Table 3.6: Peak Daily Consumption Model
Metrics for Energy Prediction Problem

Metric Baseline Model
MAE 186.1440 17.3112
RAE 621.7292 57.8201
MSE 36062.7851 601.7531

RMSE 189.9020 24.5307
RSE 2551.8602 42.5810

R2 -24.5186 0.5742

a number of orders. Finally, the computed second-order feature space for each spatial
had a reduced number of dimensions (>3000), but still represented the temporal and
spatial characteristics (i.e. diversity and regularity) of communication patterns.

A feature selection step was performed before the model building. The feature
selection was done on a reduced sample of the training data, which was one week
long. The metric used was the decrease in Gini index, which is the impurity measure
of a decision tree node. This method is proven to be superior than correlation-based
measures or information gain criteria. The feature selection step reduced the feature
space to 32 dimensions for each of the two models without losing much accuracy.

For each variable from CDRs we computed the mathematical functions, which
characterize the distributions and measure the information theoretic and statistical
properties of such variables, e.g. mean, median, standard deviation, min and max
values and Shannon entropy. Moreover, the same computations were repeated on
sliding windows of variable length (1-hour, 4-hour and 1 day), producing second-
order features that capture temporal relationships (see Table B.1 and Table B.2).

3.2.2 Results and Discussion

Prediction metrics for daily average energy consumption for the next 7 days are
2.43 times better than the baseline, which is the training set mean value (MSE =
325.2679 compared to the baseline MSE = 790.6041). Prediction metrics for daily
peak energy consumption model for the next 7 days prediction interval are 59.93
times better than the baseline, which is the training set maximum value (MSE =
601.7531 vs baseline MSE = 36062.7851).

In Table 3.5 and Table 3.5 we report Mean Absolute Error (MAE), the Mean
Squared Error (MSE), the Root Mean Squared Error (RMSE), the Relative Squared
Error (RSE), the Relative Absolute Error (RAE), R2.

Our results prove that human dynamics, extracted from aggregated and
anonymized mobile phone data, are good proxies for modelling energy consumption.
The introduced models technically do not account for seasonality on a yearly
scale due to the 2-months limitation of the data sample. However, this limitation
could easily be solved by training the model on more data.

Our results have several practical implications. Our approach could help to op-
timize the economy of energy producers/distributors value chain, also acting as an
efficient tool for meeting peak electrical energy demand. Hence, could help to re-
duce total primary energy consumption and ecological footprint including climate
change still meeting the people’s energy needs.
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Chapter 4

Summary and Future Work
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4.1 Computing Human Behavior: The New

Kind of Science

An important trend is the availability of more and more data, often collected with
mobile phones, or internet of things sensors, or generated by other automated way.
In many areas of Computational Social Science and Social Physics experiments
on personal data and large group aggregated data are tantalizing regularities
in the data. But the challenge that exists is to choose the right data and find
good models out of it. Sometimes these models are important for theoretical
science. More often they have practical purpose of human behavior understanding,
i.e. characterization, prediction, anomaly detection, regularities extraction and
algorithmization. These techniques open new business models, new competitive
advantages and the new way how traditional offline processes are changed for
telecommunications, energy distribution, government, etc.

In the past, one might find a model from data by using statistics or machine learn-
ing in order to fit parameters of a mathematical formula or an algorithm. The new
kind of science that we believe suggests that instead of trying to find in the computa-
tional universe the parameters of a mathematical formula but a set of underlying algo-
rithmic rules that can be run to simulate the essence of whatever generates the data.
At present, the methods we have for finding models in the computational universe are
still fairly ad hoc, we are working with the consequences but not with the source rea-
sons, not with the core generating processes. With the future development of artificial
intelligence and machine learning, it will be possible to streamline such process, and to
develop some kind of highly systematic methodology, some algorithmic representation
of the source processes that drive the data generation that we tend to analyze now.

The second important consequence of the AI-inspired new kind of science, is the
effect on everyday world perception by humans. Existing mathematical approach
to science and the way of systematic thinking is having a profound effect on how
we think about all thing in the world, i.e. now we are using words like “linear de-
pendency”, “exponential growth”, “correlation”, “game theory”, which come directly
from such an approach. Inside the paradigm of the new kind of science we will be
using the new way of thinking, the keywords like “computationally irreducible”, “in-
trinsically random”, “heterogeneous parallel computations”, “compressed represen-
tation”, “deep neural representation”, “antifragile systems”. And as such concepts
will become more widespread they will inform thinking about more and more deep
and intrinsic things – whether they are describing the operation of an organization,
a society, a technical process, or working out what could conceivably be predictable
for purposes of human behavior understanding in general sense.

4.2 Supervised Learning of Individual Character-

istics

Understanding affective and social behavior of humans with computational machine
learning tools is receiving increased interest. Researchers seek to analyze patterns
emanating from interactions between humans, as well as between humans and com-
puters or mobile phones, with the goal of designing more responsive and natural
interfaces, better product and services offered to individuals on personalized basis.
Supervised Learning of human behavior in science involves understanding of body
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motion, gestures and signs recognition, analysis of facial expressions, and interpre-
tation of affective signals. These signals are usually integrated with the contextual
properties of an application specific domain. Social signal processing deals with in-
teractions between humans. Social interaction could be tracked and measured in a
relatively cheap and concise way by telecom patterns. It integrates verbal cues with
rich sets of non-verbal behavioral cues to deep analysis of social interactions. Am-
bient intelligence deals with smarter environments, which are more costly to build.
In ambient environments, the living space is equipped with many sensors that ob-
serve the behavior of humans. More specific, perceptual user interfaces are concerned
with more responsive human-computer interfaces. In this domain the computer is
given the capacity to detect behavioral changes of its user. The analysis of spatio-
temporal dynamics of human actions, observed through different sensory modalities,
allows inference and customization on many levels.

Which types of messages are communicated by the data driven behavioral sig-
nals? This question is related to psychological issues pertaining to the nature of
behavioral signals and the best way to interpret them from computer science per-
spective. Which human communication patterns and human dynamics cues convey
information about a certain type of behavioral signals? Our findings shape the choice
of different modalities to be included into an automatic analysis of human behavior.
Supervised learning of individual characteristics of human behavior today is the best
practical way to formulate the problems of human behavior understanding, given the
modern maturity level of machine learning and inferential statistics. How are various
behavioral characteristics could be combined in order to optimize inference about the
known human behavior? This question is related to issues such as how to distinguish
between different types of features, how best to integrate information across modali-
ties, which learning pipeline and which machine learning models to choose, and what
data representations and algorithms should we take into account in order to realize
context-aware interpretations of individual human behavior?

We show that emotions are important modifiers of human behavior, serving to
enrich the response patterns, allowing more predictable and contextualized decisions.
Part of the importance of emotions also comes from the fact that humans are adept
at recognizing emotional influence by others and it forms the core of a social commu-
nication. Our study confirms that social interaction between humans cannot ignore
the affective dimension derived from communication patterns.

Specifically, we test our machine learning approach on affective states recognition,
such as happiness and daily stress recognition, and show that it is practically appli-
cable to create intrinsically data driven models of individual human behavior based
on communication patterns extracted from telecom metadata.

4.3 Supervised Learning of Large Scale Group Be-

havior

Behavior recognition literature mostly focuses on network dynamics or on simple ac-
tions, performed by a single actor. A broad class of actions, however, are social in
nature, and require either the detailed analysis of multiple actors performing in tan-
dem, or even when the distinction of very fine personal behavior that can not be
tracked individually based on legal limitations, privacy of data concerns, or seman-
tically uninterpretable, or technically too costly to compute. Social signal process-
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ing arose from the need of intelligent systems interacting with humans to interpret
and reproduce social signals, and to increase the sensitivity of the human behavior
understanding performed by computer. Group social signals are characterized by
what “directly or indirectly provides information about social facts”, such as reg-
ularity and diversity of group behavior, group social interactions, social emotions,
social attitudes, social relations, social identities.

Our results prove that human dynamics, extracted from aggregated and
anonymized mobile phone data, are good proxies for modelling energy consumption
and crime hotspots prediction. Multimodal data adds the value to the human
dynamics models that we find to perform the best. We show that large scale group
behavior predictive characteristics could be learned from data in human interpretable
way without using autoencoding techniques or neural feature representations and
are good in implementing computational approaches to deal with a well-known
social problems such as crime and energy efficiency, specifically, our approach
could help to optimize the economy of energy producers/distributors value chain,
also helping to meet peak electrical energy demand.

We show that supervised learning of large scale group behavior is feasible from
telecom metadata which is widely available and cheap to process in the most of urban
areas with existing GSM network coverage (2G, 3G and 4G as well).

4.4 Challenges

We found that the state-of-the-art research and industrial applications
of human behavior understanding from human communications data is
facing the following challenges.

1. Multimodal nature of human behavior understanding on individual and
group level is the most logical conclusion from the existing research and the
challenge by itself, because it requires collecting, processing, and learning from
unstructured and semi-structured noisy multimodal data. The new computation
methods, inspired by artificial intelligence and robotics, are to come in the near
future. Learning of the optimal compactified feature representation is another
part of this challenge. Existing deep learning methods provide a lot of oppor-
tinities to solve it, but are still uninterpretable by humans, thus could not be
a part of decision making process or policy making.

2. Adversarial nature of human behavior
Researchers found that humans could change their actions based on previous

known action of the adversary person, like in game theory, also there could be mis-
leading purposefully deceptive data, called adversarial examples. This could lead to
false discovery of data driven human dynamics. This problem is studied in many
other close to computer science disciplines, such as game theory, control theory, oper-
ations research, information theory, simulation-based optimization, multi-agent sys-
tems, statistics, and genetic algorithms. Thus, the techniques, such as adversarial
planning, multi-agent pathfinding, heuristic search for combat, opponent modelling
and exploitation plan, goal recognition, adversarial build-order optimization, game
balancing, state and action abstraction, including dealing with imperfect information
and learning states evaluations and playing policies, most likely will be studied in
the context of human dynamics on individual and group level.

Reinforcement learning open an efficient way to approach these set of prob-
lems, specifically, under stochastic, partially observable and adversarial conditions.
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This is a type of machine learning of how software agents take actions in the mod-
elled environment in order to maximize some notion of cumulative reward (pol-
icy). The possible research topics will include adaptive methods working with large-
scale empirical evaluations, fewer or zero parameters under a large number of condi-
tions, addressing the exploration problem in large Markov decision processes, learn-
ing and acting under partial information like predictive state representation, mod-
ular and hierarchical reinforcement learning, improving existing value-function and
policy search methods, algorithms that work well with large action spaces, transfer
learning. Multi-agent or distributed reinforcement learning will be the main inter-
est for the group level human behavior research.

Second technique is called inverse reinforcement learning, this is a type of learning
when no reward function is given. Instead, one tries to extract the reward function
given an observed behavior from an expert. The idea is to mimic the observed be-
havior which is often optimal or close to optimal.

Another emerging technique of machine-learning to tackle this class of problems
is a technique known as generative adversarial networks. Specifically, this is an al-
gorithmic way of estimating generative models via an adversarial process, in which
two models are trained simultaneously – a generative model, that captures the data
distribution, and a discriminative model, that estimates the probability that a sample
came from the training data rather than the first one. The training procedure for
generative model is to maximize the probability of discriminative model making a
mistake, corresponding to a minimax two-player game from game theory.

3. Partially observable data
The human behavior metrics are often stochastic and noisy. We apply state-of-

the-art signal processing, data aggregation and intelligent optimization techniques
to solve these problems. But the observations of human behavior typically involve
the scalar immediate reward associated with the last transition. In many works, the
agent is also assumed to observe the current state, which in practice is not true, and
assuming full observability we fail to predict a subset of human behavior. In such cases
we need to deal with partial observability. Sometimes the set of actions available to
the agent is logically restricted, thus could be filtered (the speed of changing locations
recorded as the base stations change on a telecom network for a pedestrian). Given
that a model of conditions, or the environment, is known, but an analytic solution is
not available, or only a simulation model of the environment could be given, – the
only way to collect information about such an environment is by interacting with
it. The first two of these problems could be considered planning problems (since
some form of the model is available), while the last one could be considered as a
genuine learning problem. However, under a reinforcement learning methodology
both planning problems would be converted to machine learning problems.

4. Big Data Privacy is a new challenge inspired by European legislation on per-
sonal privacy. The technical solutions include homomorphic encryption, verifiable
computation, and multi-party computation that can be used to achieve the goals
of data privacy, but still are lacking standartization, speed and ease of computation
and wide recognition among human behavior researchers.

Big data is analysed for bits of knowledge that leads to better decisions, and bet-
ter strategic moves, thus empowering government and businesses. Yet only a small
fraction of data is actually analysed. Privacy challenge in big data could be solved by
the trade-off between identifying privacy requirements and defining sufficiency of the
existing privacy-preserving techniques for specific type of data processing. Privacy
challenges in each phase of big data life cycle are presented along with the advan-
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tages and disadvantages of existing privacy-preserving technologies in the context of
concrete machine learning and analytical applications.

Now concepts of identity based anonymization and differential privacy focus on
scalable anonymization methods within the MapReduce framework – the ability to
be easily scaled up by horizontal increasing the number of mappers and reducers as
a data preprocessing pipeline. In practice, the quantity of data is big but the quality
is low, the pattern could not exist or there could be more random data than the
searched signal, also the data is heterogeneous, as structured, semi structured, and
unstructured. This poses new privacy challenges and open research issues.

We believe that cryptographic and semi-cryptographic techniques of making the
data private are in the context of cloud computing, heterogeneous computing high-
light the differences in performance cost associated with each. Thus we thing that
it should be a part of new intrinsic algorithms of machine learning, but not the
data preprocessing as is popular nowadays. So, new methods for privacy preserv-
ing data mining should be studied and implemented in future; as such, there ex-
ists a huge scope for further research in privacy preserving methods in supervised
learning of human behavior from big data.

Ethics of automated human behavior understanding could be considered as part of
personal privacy or as a separate ethical and regulatory problem. Humans or machines
are controlling human behavior? What if one group of people could accurately predict
human behavior of others? What are the socially oriented value systems?

5. Reverse engineering of the new kind of science – finding the possible simple
programs. or algorithms, that are in the basement of complex behavior of individuals
and the crowd is the major challenge for the future research in human behavior
understanding. As a young field of AI-enabled new kind of science has the potential
to take some novel approach in understanding the deep causal relations of human
behavior which could be represented in algorithmic form.
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Appendix A

Gradient Boosting Implementation
for Stress Recognition Problem
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Algorithm 1: Gradient Boosting Implementation
for Stress Recognition Problem

Input: ~X = ~xi
N
n=1 such that ~x1SDrfFpsH;

~Y = ~y1
N
n=1 such that ~y ∈ F2

Output: f̂(~x) such that f̂(~x) = arg minρ
∑N

i=1 Ψ(yi, ρ).

begin
Ψ←−Bernoulli
T ←−number of trees
K ←−terminal nodes limit
p←−subsampling rate

f̂(~x) ←−∅
for i ∈ T do

Compute gradient: zi = − ∂
∂f(~xi)

Ψ(yi, f(~xi))|
f(~xi)=f̂(~xi)

Select p×N observations from the feature space

Fit the tree, limited to K terminal nodes

Compute the optimal terminal node:
ρk = arg minρ

∑
~xi∈Sk

Ψ(yi, f̂(~xi) + ρ)

for j ∈ length(~x) do

Update f̂(~x), such that

f̂(~x)← f̂(~x) + λρj(~x)

end

end

return f̂(~x)
end
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Appendix B

Additional Visualizations
for Energy Consumption
Prediction Use Cases
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Figure 10: Spatially Mapped Max Energy Consumption vs Telecom Patterns for a
Weekday on a SET grid

The SET customers are spatially aggregated into the grid squares and the en-
ergy consumption is uniformly divided among the customers, hiding their different
type (e.g. houses, condominiums, business activities, industries). The following vi-
sualization is an example of spatially mapped max energy consumption vs Telecom
network patterns for a randomly sampled weekday.
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Figure 11: Energy Consumption Time Series Decomposition for a Residential Area

Figure 12: Energy Consumption Time Series Decomposition for a Touristic Area

Figure 13: Energy Consumption Time Series Decomposition for a City Center and
Industrial Areas

In Figure 11, Figure 12 and Figure 13 the x-axis shows the temporally sampled
electric current flowing through the distribution lines recorded every 10 minutes. The
y-axis reports the electric current passing through a given power line measured in
Ampere at a given time. Monday is the first day of the week.
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Figure 14: Spectral Characteristics of Typical Energy Consumption Response Vari-
ables

In Figure 14 the units reported in the temporal x-axis are days (the temporal scal-
ing was done starting from the 100 milliseconds initial resolution), while the vertical
axis represents frequency. The amplitude of a particular frequency at a given time
is given by the intensity and the color of each point in the plot.
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Table B.1: Mean Daily Energy Consumption Predictor Variables
Rank Feature Decrease in Decrease in

MSE Node Impurity
1 Number of consumers per grid powerline 19.64 69109.19
2 Variance of real numbers part of Fourier transform of area codes 4.43 6534.18
3 Variance of real numbers part of Fourier transform of outgoing sms activity 3.89 6811.37
4 Variance of calling direction area codes 3.56 7964.44
5 Variance of entropy of outgoing call activity in time domain 3.47 11568.62
6 Entropy of first harmonic of outgoing calls 3.47 3671.82
7 Entropy of internet activity summed in time domain 3.21 2750.14
8 Kurtosis of entropy distribution of outgoing calls 3.14 1472.87
9 Variance of skewness of temporal distribution of outgoing calls 3.10 2111.95

10 Entropy of fundamental frequency (first harmonic) of internet activity 3.03 1668.04
11 Standard deviation of frequencies distribution skewness of incoming sms 3.03 2848.24
12 Entrophy of sum in time domain of outgoing calls 2.98 3651.77
13 Variance of the kurtosis of outgpoung calls in time domain 2.98 2136.39
14 Kurtosis of time entropy of mobile internet activity 2.96 4409.30
15 Median of outgoing calls variance in frequiency domain 2.92 1317.35
16 Sum of 4 harmonic of incoming calls 2.88 5035.26
17 Sum of outgoing calls skewness in frequency domain 2.88 825.13
18 Median of outgoing sms temporal distribution kurtosis 2.88 1260.23
19 Kurtosis of outgoing calls 32 harmonic 2.81 947.15
20 Median of 11 harmonic of internet activity 2.72 185.14
21 Variance of 29 harmonic of outgoing sms 2.71 1243.93
22 Variance of outgoing sms fundamental frequnecy 2.69 5418.83
23 Sum of intertemporal mean of outgoing sms 2.67 182.93
24 Sum of calling direction area codes 2.63 4075.28
25 Kurtosis of skewness of internet activity frequencies 2.62 2290.58
26 Median of temporal distribution kurtosis of internet activity 2.61 1510.62
27 Sum of 5 harmonic of outgoing calls 2.60 4752.84
28 Sum of incoming calls tetmporal entropy 2.59 2494.76
29 Variance of internet activity temporal entropy 2.58 3569.25
30 Sum of 7 harmonic of outgoing calls 2.58 201.58
31 Skewness of 13 harmonic of incoming calls 2.55 751.57
32 Sum of 11 harmonic of incoming calls 2.55 1431.18
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Table B.2: Peak Daily Energy Consumption Predictor Variables
Rank Feature Decrease in Decrease in

MSE Node Impurity
1 Number of consumers per grid powerline 21.22 132035.53
2 Entropy of temporal sum of outgoung calls 5.86 24013.99
3 Kurtosis of temporal entropy of internet activity 4.33 15479.71
4 Entropy outgoing calls fundamental frequnecy 4.10 14650.13
5 Sum of 4 harmonic of incoming calls 3.96 11449.25
6 Skewness of 5 harmonic of incoming calls 3.66 9595.91
7 Skewness of temporal entropy of internet activity 3.51 9498.52
8 Sum of spectral distribution skewness of outgoing calls 3.47 2108.19
9 Sum of temporal distribution kurtosis of internet activity 3.35 2267.17

10 Spatial variance of spectral variance of incoming sms 3.30 3971.29
11 Sum of 5 harmonic of incoming calls 3.27 9468.86
12 Sum of calling direction area codes 3.25 6815.90
13 Spectral varince of outgoing sms activity total in time 3.20 13899.48
14 Spatial skewness spectral skewness distribution of internet activity 3.19 3512.42
15 Kurtosis of temporal mean distribition of outgoing sms 3.17 27704.10
16 Spectral varince of temporal median distribition of outgoing sms 3.02 15366.03
17 Spatial median of incoming temporal sum 2.99 2642.34
18 Spectral varince of outgoing sms fundamental frequency 2.96 11624.28
19 Skewness of incoming calls temporal entropy 2.92 4174.09
20 Sum of outgoing calls 5 harmonic 2.89 10251.36
21 Variance of internet activity temporal entropy 2.86 5382.14
22 Median of calling direction area codes 2.85 3591.92
23 Sum of outgoing calls 4 harmonic 2.84 4440.13
24 Median of incoming calls 16 harmonic 2.74 943.98
25 Spatial standard deviation of outgoing call temporal skewness 2.73 2502.05
26 Spatial standard deviation of outgoing call temporal kurtosis 2.72 2888.08
27 Skewness of incoming calls 4 harmonic 2.71 8041.38
28 Spectral distribution skewness of mean internet activity 2.69 1759.88
29 Spatial standard deviation of temporal internet activity entropy 2.68 4233.89
30 Variance of outgoing calls temporal distribution kurtosis 2.67 3283.40
31 Kurtosis of spectral distribution skewness. 2.67 5160.36
32 Sum of internet activity 4 harmonic 2.65 1695.49
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