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Abstract 

 

Forest management is an important and complex process, which has significant implications on the envi-

ronment (e.g. protection of biological diversity, climate mitigation) and the economy (e.g. estimation of 

timber volume for commercial usage). An efficient management requires a very detailed knowledge of 

forest attributes such as species composition, trees stem volume, height, etc. Hyperspectral and LIDAR 

remote sensing data can provide useful information to the identification of these attributes: hyperspectral 

data with their dense sampling of the spectral signatures are important for the classification of tree spe-

cies, while LIDAR data are important for the study and estimation of quantitative parameters of forests 

(e.g. stem height, volume). 

This thesis presents novel systems for the exploitation of hyperspectral and LIDAR data in forest applica-

tion domain. In particular, the novel contributions to the existing literature are on both the development 

of new systems for data processing and the analysis of the potentialities of these data in forestry. In 

greater detail the main contribution of this thesis are: i) an empirical analysis on the relationship be-

tween spectral resolution, classifier complexity and classification accuracy in the study of complex forest 

areas. This analysis is very important for the design of future sensors and the better exploitation of the 

existing ones; ii) a novel system for the fusion of hyperspectral and LIDAR remote sensing data in the 

classification of forest areas. The system proposed exploits the complementary information of these data 

in order to obtain accurate and precise classification maps; iii) an analysis on the usefulness of different 

LIDAR returns and channels (elevantion and intensity) in the classification of forest areas; iv) an empiri-

cal analysis on the use of multireturn LIDAR data for the estimation of tree stem volume. This study in-

vestigates in detail the potentialities of variables extracted from LIDAR returns (up to four) for the esti-

mation of tree stem volume; v) a novel system for the estimation of single tree stem diameter and volume 

with multireturn LIDAR data. A comparative analysis on the use of three different variable selection me-

thods and three different estimation algorithms is also presented; vi) a system for the fusion of hyperspec-

tral and LIDAR remote sensing data in the estimation of tree stem diameters. This system is able to ex-

ploit hyperspectral and LIDAR data combined and separated: this is very important as the experimental 

analysis carried out with this system shows that hyperspectral data can be used for rough estimations of 

stem diameters when LIDAR data are not available. 

The effectiveness of all the proposed systems is confirmed by quantitative and qualitative experimental 

results. 
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Chapter 1 

 

1 Introduction and thesis overview 

 

In this chapter an introduction to this dissertation will be given. In greater detail, we provide an overview 

on the remote sensing technology, on forest inventories and on the main issues related to analysis of for-

est areas with remote sensing data. The main objectives and the novel contributions of this thesis are also 

briefly presented. Finally, we describe the structure and the organization of this document. 

 

1.1 Introduction to remote sensing 

With the words “Remote Sensing” we represent a set of methods and techniques able to collect and inter-

pret information regarding an object without being directly in contact with the item under investigation 

(from a remote point). Remote Sensing was born with photography but it was with the invention of air-

planes and then of satellites that it assumed the meaning that has nowadays. Since the second World War 

remotely sensed images were widely used in the military field. It was in this domain that the main ener-

gies were used to develop the most efficient and reliable remote sensing systems. Since the 50s, when the 

first artificial satellites were launched, remote sensing started to be used also for civil operations, and in 

the recent years it became a key technology in many human activities. Thanks to the research in many 

fields of electronic, informatics and signal processing, there are now many kinds of sensors that are able 

to acquire different types of information for a great number of applications. 

The remote sensing sensors can be divided into two categories: passive and active sensors. Passive sen-

sors exploits the natural solar radiation, and in particular they collect: i) the energy coming from the sun 

and reflected by the Earth surface (that depends on the kind of land cover, the moisture content of vegeta-

tion and soil, the mineral content of the soil, etc), and ii) the energy spontaneously emitted by the Earth. 

The energy measured by the sensor is usually collected in several spectral bands (the spectral range of 

each single band defines the spectral resolution) in the range 0.4 – 15 µm, and over a certain elementary 

area (that defines the geometrical resolution). The number of spectral bands acquired ranges from very 

few to hundreds according to the kind of sensor. Sensors that acquire less than fifteen bands are usually 

called multispectral, while the others are called hyperspectral. Considering the spatial resolution we can 

divide the passive sensors into three categories: i) very high resolution (spatial resolution of less than one 

meter); ii) high resolution (spatial resolution of some meters); iii) medium resolution (spatial resolution of 

dozen meters); and iv) low spatial resolution (spatial resolution of hundreds meters). 

Contrarily to passive sensors active sensors measure the radiation reflected by the Earth emitted by the 

sensor itself. There are two main kinds of active sensors which work in two different regions of the elec-
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tromagnetic spectrum: i) Radio Detection and Ranging (RADAR) sensors; and ii) Light Detection and 

Ranging (LIDAR) sensors. These sensors measure intrinsically the same information: i) the distance be-

tween the sensor and the target; and ii) the power of the returned waveform (called backscatter in radar 

systems and intensity in LIDAR ones). Due to the different working wavelengths and their specific pecu-

liarities these two information are provided in different ways and they can be used in different application 

domains. 

Almost all these sensors can be mounted on both satellite and aerial platforms. The main issues in using 

satellite platforms are: i) possibility to have acquisition over large area with a reduced cost; ii) possibility 

to have multiple acquisitions over the same area; and iii) possibility to have high spatial resolution but at 

the cost of reducing the spectral one (and thus to have less spectral bands). Concerning the use of aerial 

platforms: i) they allow to have both high spatial and spectral resolution; ii) they give the possibility to 

have immediate acquisitions in case of emergencies; and iii) usually they have a higher cost per square 

meter compared to satellite ones. 

Due to the large amount of sensors available and their different peculiarities, remote sensing can be useful 

in many different applications: urban environment, agriculture, damage assessment, forestry, snow and 

ice monitoring, etc. In each of these applications each sensor has different potentialities allowing the user 

to retrieve different information from the data. 

Among the possible applications of remote sensing, in this thesis we focus our attention on forestry and in 

particular on forest inventories. We focus on two specific topics of forest inventories: tree species classi-

fication, and forest attributes estimation. 

 

1.2 Forest Inventories 

Historically forestry has been concerned mainly with the assessment of timber resources and the man-

agement and utilization of closed forests for the production of wood. Attention was occasionally given to 

the other aspects of forests such as the wildlife and environmental protection. Only in the 20th century fo-

rests acquired a double relevance. On the one hand, they are important for timber exploitation; on the oth-

er hand, they are important from an environmental viewpoint. Many areas in the world base their econ-

omy on the exploitation of timber, which can be used for the local market as well as for exportation all 

over the world. The timber market has to relate and to find a trade off with environmental protection. For-

est areas are the ecosystem for the living hood of wildlife species, and they preserve many plants that are 

important for the world biodiversity. From a different perspective, forests play a central role in the issues 

of greenhouse gasses and climate change, in particular in the context of the Kyoto protocol. Carbon cycle 

is a key point of the protocol and forests are strictly related to it, in particular concerning carbon stocks. 

Accurate estimates of carbon stocks are required to determine its role in the global carbon cycle, to esti-

mate the level of anthropogenic disturbance (i.e. land use/land cover change) in changes that occurs in 

that cycle, and for monitoring mitigation efforts due to reforestation. In order to estimate the carbon 

stocks of forests, it is important to have detailed knowledge of them, in particular concerning the species 



 

5 

composition, and the biomass volume. Forest inventories are the instruments usually adopted to make 

such estimations. They consist in systematic collection of data and information over forests for assess-

ment or analysis. Usually the following are important parameters to measure and note: species, diameter 

at breast height (DBH), height, site quality, age, and defects. From the data collected one can calculate the 

number of trees per hectare, the basal area, the stem volume and the value of the timber. Inventories can 

be done for other reasons than just calculating these parameters. The timber can be cruised to determine 

potential fire hazards and the risk of fire. The results of this type of inventory can be used in preventive 

actions and also awareness [1]. 

In the 18th century when forest inventories started to be carried out, they were done with visual inspection 

of the forest areas under investigation. Large forests were divided into smaller sections that were indi-

vidually estimated by visual inspection. The estimates were added together to figure out the entire forest’s 

resources. In the 19th century new relationships between diameter, height, and volume were discovered. 

These relationships allowed one for a quicker assessment of much larger forests. Thus, at the end of the 

19th century, forest inventories started to be conducted through sample-based methods involving statistics. 

In the subsequent years these methods were better established and more accurate methods arose in the 

20th century [1]. Nowadays the most common way to carry out a forest inventory is based on random 

sampling, statistics and only sometimes remote sensing. The area under analysis is divided into groups 

characterized by forests of the same age, stand structure, species, and location. Once these groups of for-

ests have been created, random sampling points of circular shape are distributed over them. All the attrib-

utes measured in these sample areas are used to estimate through statistical models the attributes of the 

whole area. In this framework remote sensing data, especially high spatial resolution orthophoto are used 

for the definition of the homogeneous areas in which forests are divided and to draw detailed borders of 

the forest areas. Usually in the standard forest inventory procedure they are not involved in the estimation 

process. Only in the recent years remote sensing started to be a key technology in this field allowing for-

esters to increase the accuracy of the inventories. In fact the use of remote sensing data in the estimation 

process allow one to have more accurate models for the spatial estimation of forest attributes. 

 

1.3 Remote sensing and forestry 

As stated before, remote sensing can be a very useful technology for studying forest areas, as it provides 

objective data over all the scene analyzed; moreover, classification and regression techniques based on 

advanced pattern recognition approaches can provide accurate estimation of species composition and dis-

tribution, and the retrieval of the parameters useful for forest inventories (e.g. stem volume, forest struc-

ture, tree heights, etc). At the present, many different sensors are available, each with its own peculiarities 

and potentialities. Concerning passive sensors, they range from high spectral and spatial resolution sen-

sors, to low spatial and spectral resolution ones. In the field of active sensors we can find Synthetic Aper-

ture Radar (SAR) data, and LIDAR (Light Detection and Ranging) data. 
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In the past years medium resolution multispectral sensors (as the Thematic Mapper of Landsat satellites) 

were widely used for the analysis and classification of forest areas. In particular, in the literature we can 

find studies on both classification and forest parameter estimation (e.g. [2]-[7]). Due to the different spec-

tral and spatial resolutions of these sensors, it is possible to find studies that analyzed the problem with 

different levels of detail. Considering low spatial resolution satellite sensors (e.g., NOAA AVHRR, SPOT 

VGT, etc), in the classification field, the discrimination ability is mainly limited to the distinction be-

tween forested and non forested areas. As an example, in [2] Sedano et al. makes a land cover map of an 

area in Africa, distinguishing between forested and non forested areas. In the context of forest attributes 

estimation Xiao et al. in [3] underlines how SPOT-4 VEGETATION sensor can be useful for both the 

classification of forest types (they distinguish seven categories of forest types), and the identification of 

distinct growing pattern of these forests.   

Regarding medium resolution sensors, they increase the level of spatial and spectral detail of the analysis 

respect to low resolution sensors. In the literature it is possible to find many studies with these kinds of 

data. Concerning classification, interesting results in the last years have been obtained with Landsat 

ETM+, like in [4] where eight different vegetation classes are analyzed with good results. These sensors 

can be useful also in the estimation of biophysical parameters, as detailed in many studies in the literature. 

As an example, in [5] Goodenough et al. compare different methods for the estimation of biophysical pa-

rameters necessary for Kyoto Protocol regulations, using multitemporal Landsat data. The results ob-

tained are very accurate and comparable to those obtained by ground inventories. 

High geometrical resolution multispectral sensors (e.g. Quickbird, Ikonos and SPOT5) provide more ac-

curate geometrical information thanks to their high spatial resolution, but due to their low spectral resolu-

tion they do not give a real added value in the analysis of forest areas. The limited number of spectral 

bands of these data does not permit a detailed distinction of tree species in a forest, even though some 

studies are present in this field. As an example, in [6] Kosaka et al. analyze six forest types using Quick-

bird images. Some studies exist on the possibility to delineate tree crowns from high resolution satellite 

data, like in [7] where IKONOS data were used to define the number and the shape of tree crowns of a 

forest. 

However, although interesting results have been obtained in forest analysis with multispectral data, when 

the number of species to distinguish increases, these sensors do not represent the best solution in order to 

achieve accurate results, as they acquire information in a relatively small number of large spectral inter-

vals. This problem can be faced with passive hyperspectral sensors that, thanks to their ability to make 

dense sampling of the spectral signature, collect valuable information for an accurate and detailed forest 

analysis. Concerning the estimation of biophysical parameters, these data can be used in many different 

applications, from the estimation of chlorophyll concentration to the estimation of biomass volume. As an 

example, in [8] Zarco-Tejada et al. estimate the leaf chlorophyll content in coniferous pine forests using 

an hyperspectral image acquired by a CASI sensor. In [9] Kalacska et al. estimate forest biomass from 

EO-1 Hyperion hyperspectral satellite imagery obtaining accurate results. Regarding the classification 
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task, hyperspectral data have been used to solve several different problems, from the distinction of forest 

from other land covers, to the distinction of very similar tree species. As an example, Goodenough et al. 

in [4] present an interesting analysis comparing classification results on a forest area obtained with three 

different sensors, two multispectral (i.e. the Landsat-7 ETM+ and the EO-1 ALI) and one hyperspectral 

(i.e. the EO-1 Hyperion). The results of this study confirmed that with hyperspectral data (even if at me-

dium spatial resolution) it is possible to reach much higher classification accuracies with respect to mul-

tispectral images. Moreover, as previously stated, the great potentialities of hyperspectral data in the clas-

sification step emerge when we have to distinguish very similar tree species. In [10], Clark et al. reached 

accuracies higher than 90% in distinguishing seven deciduous tree species with HYDICE sensor; in [11], 

Leckie et al. used the CASI sensor to separate five different coniferous species, obtaining promising re-

sults that demonstrate the importance of this kind of data in the classification of similar tree species. 

Active remote sensing sensors are also widely used in forest analysis, with reference to both SAR (Syn-

thetic Aperture Radar) and LIDAR systems. SAR systems are an important source of information for stu-

dies on forest environments, in particular concerning the estimation of biophysical parameters. SAR data 

allow one to estimate a wide range of forest parameters, from the forest structure to stem volume. In [12], 

Mannienen et al. estimate Leaf Area Index (LAI) using ENVISAT ASAR data, reaching very low estima-

tion errors. Concerning the classification domain, SAR data are mainly used for the distinction of forested 

from non-forested areas or in problems where classification is connected with tree parameters. In [13], 

Ranson et al. classify four vegetation classes in Siberia, according to the age of the trees and to some ma-

cro-species: young deciduous, old deciduous, young conifer and old conifer. Only few studies are used on 

the distinction of different tree species: an example of these kinds of studies is in [14], where the authors 

classify seven different vegetation classes (on a total of eight) using JPL-AIRSAR data. 

An active remote sensing sensor that has been recently widely used in the study of forest areas is LIDAR. 

This sensor is an effective instrument for the study of tree heights, the forest structure, the forest stem vo-

lume and all the parameters connected with the vertical dimension of the scene under analysis. As an ex-

ample, Andersen et al. in [15] analyze the potentialities of LIDAR in the estimation of some forest can-

opy fuel parameters, finding high correlation between LIDAR data and the biophysical parameters 

studied. In [17], Hyyppa et al. estimate the stem volume using segmented first return LIDAR data, obtain-

ing promising results. In the classification field, Holmgren et al. in [16] distinguish Scots pine from Nor-

way spruce using features extracted from LIDAR data which characterize their structure and shape. 

In the last years, the possibility to have acquisitions on the same area with different sensors resulted in 

studies focused on the combined use of multisensor data. In this context several papers have been pre-

sented on the joint use of multispectral (or hyperspectral) images and SAR data, for both classification 

and forest attributes estimation. In [18], Hyde et al. present a detailed study on the combined use of four 

different sensors (i.e. Landsat ETM+, Quickbird, SAR and LIDAR) for the analysis of the forest struc-

ture. In this work they underline that the combination of multispectral data (like Landsat ETM+) with 

LIDAR data provides good results. Regarding the joint use of LIDAR and hyperspectral data in the analy-
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sis of forest areas, at the present only few works investigated their combined use. In the context of classi-

fication, it is possible to recall the study of Siemental et al. in [19], where the joint use of these kinds of 

data is considered for the separation of vegetation classes. From this paper it emerges the importance of 

LIDAR technology for the distinction of shrubs from trees. 

On the bassi of this overview on the use of remote sensing data for forestry applications we can conclude 

that many remote sensing data can be used in this field. In this thesis we focus our attention only on two 

kinds of data: hyperspectral and LIDAR. These data represent the most advanced remote sensing sensors 

that can be used in forestry and they allow one to reach the best results in the classification of tree species 

and in the estimation of forest attributes. We refer the reader to the introduction of each chapter of this 

thesis for a more detailed state-of-the-art on the analyzed problems. 

 

 

1.4 Objectives of the thesis 

In this thesis we present novel systems for the exploitation of remotely sensed data for the analysis of for-

est areas. In particular we focus our attention on hyperspectral and LIDAR data that, as we underline in 

the following chapters with a detailed analysis of the literature, are of primary importance in the study of 

forest areas. Moreover, our attention is also devoted to the use of advanced pattern recognition and ma-

chine learning techniques for the exploitation of the information contained in such data acquired over for-

est areas. Forest analysis is a wide context that can cover various aspects and themes. In this thesis we fo-

cus our attention on two topics: i) the classification of tree species; and ii) the estimation of tree stem 

attributes. In greater detail, the main novel contribution of this thesis can be summarized as follows: 

A. an empirical analysis on the relationship between spectral resolution, classifier complexity and 

classification accuracy in the classification of complex forest areas; 

B. a novel system for the fusion of hyperspectral and LIDAR remote sensing data in the classifica-

tion of forest areas; 

C. an empirical analysis on the use of multireturn LIDAR data for the estimation of tree stem vol-

ume; 

D. a novel system for the estimation of single tree stem diameter and volume with multireturn LI-

DAR data 

E. a system for the fusion of hyperspectral and LIDAR remote sensing data in the estimation of tree 

stem diameters. 

In the next sub-sections the main objectives and novelties of this research work will be briefly described. 
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A. Empirical analysis on the relationship between spectral resolution, classifier complexity and 

classification accuracy in the classification of complex forest areas 

The processing of hyperspectral data is particularly complex both from a theoretical viewpoint (e.g. prob-

lems related to the Hughes phenomenon) and from a computational perspective. Despite many previous 

investigations have been presented in the literature on feature reduction and feature extraction in hyper-

spectral data, only few studies have analyzed the role of spectral resolution on the classification accuracy 

in different application domains. In this thesis, we present an empirical study aimed at understanding the 

relationship among spectral resolution, classifier complexity, and classification accuracy obtained with 

hyperspectral sensors for the classification of forest areas. In particular we analyze the behavior of the 

classification accuracy of different classifiers (based on different theoretical principles and characterized 

by different levels of complexity) versus: i) the spectral resolution of the sensor; and ii) the number of 

features acquired at the highest spectral resolution available with a given sensor. From the experimental 

results, important conclusions can be made about the choice of the spectral resolution of hyperspectral 

sensors as applied to forest areas, also in relation to the complexity of the adopted classification method-

ology. The outcome of these experiments are also applicable in terms of directing the user towards a more 

efficient use of the current instruments (e.g. programming of the spectral channels to be acquired) and 

classification techniques in forest applications, as well as in the design of future hyperspectral sensors. 

 

B. A novel system for the fusion of hyperspectral and LIDAR remote sensing data in the classifica-

tion of forest areas 

Hyperspectral and LIDAR remote sensing sensors are the most used in forest application. Usually hyper-

spectral data are used for the classification process, while LIDAR data are used in estimation problems. In 

this thesis we propose an analysis on the joint effect of hyperspectral and LIDAR data for the classifica-

tion of complex forest areas. At the time of this work no studies existed in the literature that analyze the 

possibility of the joint exploitation of these data in the forest domain. In greater detail, we present: i) a 

novel system for the joint use of hyperspectral and LIDAR data in complex classification problems; ii) an 

investigation on the effectiveness of the very promising Support Vector Machines (SVM) and Gaussian 

Maximum Likelihood with Leave-One-Out-Covariance algorithm (GML-LOOC) classifiers for the analy-

sis of complex forest scenarios characterized from a high number of species in a multisource framework; 

iii) an analysis on the effectiveness of different LIDAR returns and channels (elevation and intensity) for 

increasing the classification accuracy obtained with hyperspectral images, especially in relation to the 

discrimination of very similar classes. This novel system can be very useful for the exploitation of hyper-

spectral and LIDAR data in the classification domain. Moreover, it allows us to derive interesting conclu-

sions on the effectiveness and potentialities of the joint use of these data in the forest analysis. 
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C. Empirical analysis on the use of multireturn LIDAR data for the estimation of single tree stems 

volume 

Small footprint LIDAR data has been shown to be a very accurate technology to predict stem volume. In 

particular, most recent sensors can acquire multiple returns (more than 2) data at very high hit density, al-

lowing one to have a detailed characterization of the canopy. These data contain information about the 

vertical structure of forests and trees. However, in the literature no detailed analysis on the contribution of 

each LIDAR return to the estimation of single tree stem volume has been carried out. In this thesis we 

propose an empirical analysis on this topic, with the goal to investigate the information content of each 

return and to point out which are the variables that maximize the information of each return. In particular 

our approach is as follows: individual trees are first extracted from the LIDAR data and a series of vari-

ables from both the 1st and non-first (multiple) hits associated with each crown are extracted. These vari-

ables are then correlated with ground truth individual estimates of stem volume. 

The empirical analysis proposed provides useful information on the use of multireturn LIDAR data in the 

estimation task. In particular, the analysis presented on the exploitation of 2nd and 3rd return can drive fu-

ture studies on stem volume estimation with LIDAR data. 

 

D. A novel system for the estimation of single tree stem diameter and volume with multireturn 

LIDAR data 

The estimation of the tree stem attributes (like stem diameter and volume) is a key point of forest invento-

ries. In this thesis we present a system for the estimation of forest stem diameters and volume at individ-

ual tree level, which is based on multireturn LIDAR data and on Support Vector Regression (SVR). The 

system proposed is made up of a preprocessing module, a LIDAR segmentation algorithm (aimed at re-

trieving tree crowns), a variable extraction and selection procedure and an estimation phase. The variables 

derived from LIDAR data are computed from both the intensity and elevation channels of all available 

returns. Three different methods of variable selection are analyzed, and the sets of variables obtained are 

used in the estimation phase based on a multivariate linear regressor and a Support Vector Regression 

(SVR) technique. The stem volume is estimated with two approaches: i) estimation from the LIDAR vari-

ables; and ii) estimateion obtained by combining the diameters and heights estimated from LIDAR vari-

ables, and the species information derived from a classification map, in a standard height/diameters rela-

tionship. Experimental results show that the system proposed is effective providing good accuracies in 

both the stem volumes and diameters estimation. Moreover, it provides useful information on the use of 

SVR in these kinds of problems. 

 

E. A system for the fusion of hyperspectral and LIDAR remote sensing data in the estimation of 

tree stems diameters 

As pointed out in previous subsection single tree estimations of stem parameters (such as height, diameter 

and volume) are usually carried out with systems based on LIDAR data. In recent years many forest areas 
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have been covered by hyperspectral acquisition for classification purposes. Nevertheless,  no studies have 

been carried out on the possibility to use hyperspectral data (alone or combined with LIDAR ones) in the 

estimation of tree parameters at single tree level. In this thesis a system for the estimation of stem diame-

ters with LIDAR and hyperspectral data (both separately and combined in a data fusion framework) is 

presented. A preliminary analysis on the effectiveness of these data in the estimation process and on the 

accuracy and robustness of different estimation algorithms is presented. 

The system proposed and the preliminary analyses connected are important for the application of remote 

sensing in forestry. The possibility to exploit hyperspectral data in the context of tree parameters estima-

tion is relevant in practical applications. Hyperspectral data are much less expensive than LIDAR ones 

and they are widely used for classification purposes. 

 

1.5 Structure of the Thesis 

The thesis is organized into seven chapters. 

The present chapter pointed out the background and the motivations for this thesis, and highlighted the 

objectives as well as the novel contributions. Chapters 2 and 3 are focused on the classification of forest 

areas. Chapter 2 presents an empirical analysis on the role of the spectral resolution and classifier com-

plexity in the classification of complex forest areas. The analysis is carried out on data sets with images at 

different spectral resolution and considering three classifiers with different levels of complexity. Chapter 

3 describes a novel system for the fusion of hyperspectral and LIDAR data in the classification of forest 

areas. Different classifiers have been considered and experiments have been carried out with various fea-

tures extracted from both hyperspectral and LIDAR data. 

Chapters 4, 5 and 6 are focused on the estimation of physical parameters of trees, in particular tree height, 

diameter and stem volume. In chapter 4 an analysis on the use of multireturn LIDAR data for the estima-

tion of tree stem volume is presented. Many experiments have been carried out with different predicting 

variables and different combinations of them. In Chapter 5 a novel system for the estimation of tree stem 

attributes with multireturn LIDAR data is presented. Different variable selection methods and estimation 

algorithms have been analyzed. Chapter 6 presents a system for the fusion of hyperspectral and LIDAR 

data for the estimation of tree stem diameters and volume. 

In the final chapter of the thesis conclusions on the proposed systems and analysis are given. Further-

more, future developments of the dissertation are discussed. 
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Chapter 2 

 

2 The role of spectral resolution and classifier complexity in the 

study of complex forest areas     

 

Remote sensing hyperspectral sensors are important and powerful instruments for addressing classifica-

tion problems in complex forest scenarios, as they allow one a detailed characterization of the spectral 

behavior of the considered information classes. However, the processing of hyperspectral data is particu-

larly complex both from a theoretical viewpoint (e.g. problems related to the Hughes phenomenon [6]) 

and from a computational perspective. Despite many previous investigations have been presented in the 

literature on feature reduction and feature extraction in hyperspectral data, only a few studies have ana-

lyzed the role of spectral resolution on the classification accuracy in different application domains. In 

this chapter, we present an empirical study aimed at understanding the relationship among spectral reso-

lution, classifier complexity, and classification accuracy obtained with hyperspectral sensors for the clas-

sification of forest areas. We considered two different test sets characterized by images acquired by an 

AISA Eagle sensor over 126 bands with a spectral resolution of 4.6 nm, and we subsequently degraded its 

spectral resolution to 9.2, 13.8, 18.4, 23, 27.6, 32.2 and 36.8 nm. A series of classification experiments 

were carried out with bands at each of the degraded spectral resolutions, and bands selected with a fea-

ture selection algorithm at the highest spectral resolution (4.6 nm). The classification experiments were 

carried out with three different classifiers: Support Vector Machine, Gaussian Maximum Likelihood with 

Leave-One-Out-Covariance estimator, and Linear Discriminant Analysis. From the experimental results, 

important conclusions can be made about the choice of the spectral resolution of hyperspectral sensors as 

applied to forest areas, also in relation to the complexity of the adopted classification methodology. The 

outcome of these experiments are also applicable in terms of directing the user towards a more efficient 

use of the current instruments (e.g. programming of the spectral channels to be acquired) and classifica-

tion techniques in forest applications, as well as in the design of future hyperspectral sensors. 

 

2.1 Introduction 

In the study of forest environments, and in particular of complex forest areas, the choice of the most suit-

able spectral and spatial resolution for classification is a very important problem. Many studies have been 

                                                 
This chapter has been published on Remote Sensing of Environment, Vol. 113, pp. 2345 – 2355, November 2009, 
with the title:“The role of spectral resolution and classifier complexity in the analysis of hyperspectral images of fo-
rest areas”. Authors: Michele Dalponte, Lorenzo Bruzzone, Loris Vescovo and Damiano Gianelle. 
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carried out on the classification of forest areas with multispectral sensors (e.g. [1],[2]). However, satellite 

multispectral data are usually characterized by a low spectral resolution that decreases when the spatial 

resolution increases. Despite, a relatively low spatial resolution can be useful in the study of plantation 

forests (or of forests characterized by the presence of only one tree species), often it is not suitable in the 

study of dense natural forests with many mixed species. Thus, the requirement to have accurate maps at a 

high spatial resolution increases the need to use airborne hyperspectral data, which can acquire images 

having both high spectral and spatial resolutions. These sensors acquire images in hundreds of spectral 

channels, providing a huge amount of useful data on the analyzed area. As an example, Dalponte et al. in 

[3] studied a forest area in Italy characterized by 23 different classes reaching accuracies of about 90% 

with hyperspectral data acquired at a spectral resolution of 4.6 nm in 126 bands. In [4] Clark et al. studied 

seven deciduous tree species with the HYDICE sensor, using three different classifiers, reaching accura-

cies to the order of 90%. Martin et al. in [5] discriminated 11 forest classes with AVIRIS data, obtaining 

an overall kappa accuracy of 68% using 9 spectral bands. 

An important property of modern hyperspectral sensors (see Table 2-1 for a review of the most recent in-

struments) is that they have a programmable definition of the spectral resolution and of the distribution of 

the channels in the spectrum. This means that, within the boundaries of each sensor and depending also 

on the considered portion of the spectrum, it is possible to tune the channels acquired by the sensor to the 

characteristics of the specific problem under analysis. As an example, it is possible to have a denser sam-

pling of the spectral signature in a given region of the spectrum, and a sparser sampling in others regions. 

On the one hand, if the use of hyperspectral data allows one to face complex classification problems, on 

the other hand the hyperdimensionality of the feature space produces some drawbacks connected with the 

classification algorithm to use. Indeed, only a few classification algorithms are able to fully exploit the 

huge amount of data provided by hyperspectral sensors. One of the main problems in classification of hy-

perspectral data is the Hughes phenomenon (i.e. [6]). This phenomenon arises when the ratio between the 

number of input features (and thus of classifier parameters) to the number of training samples is small (ill-

posed problems), and so results in a decrease of the accuracy in the estimation of the classifier parameters 

when increasing the number of features used and thus in poor generalization ability of the classifier. This 

is the case for the Gaussian Maximum Likelihood classifier where estimations of the covariance matrices 

and mean vectors are affected by a small ratio between the number of training samples and the number of 

features used. Thus it becomes very critical in the hyperspectral case in which the number of features is 

higher than the number of training samples for each class, thus resulting in singular covariance matrices 

that cannot be used in the classification task. 

Another important variable to consider in the analysis of hyperspectral data is the “complexity” of the 

classification algorithm, which in this chapter is defined as the capability of a classifier to model highly 

nonlinear decision boundaries. Usually classifiers with higher complexity are potentially more effective 

than algorithms with smaller complexity, especially for difficult classification problems. However, effec-

tive distribution free classifiers require the estimation of a high number of parameters in the learning 



 

15 

phase, thus resulting intrinsically more vulnerable to the Hughes phenomenon. In this framework, it is 

very important, given a specific application, to identify the limit of the spectral resolution over which the 

discrimination between classes does not change significantly. This limit is also determined by the capabil-

ity of the classifier to exploit features with a very detailed characterization of the spectral signature, and 

thus it depends on the complexity of the classification algorithm. It is worth noting that by fixing the In-

stantaneous Field Of View (IFOV) and the radiometric resolution of the sensor, a decrease in the spectral 

resolution will produce a better signal-to-noise ratio (SNR) on the acquired signal. This means that rela-

tively simple classifiers could take advantage of a decrease in spectral resolution, especially if they cannot 

address the complexity of hyperdimensional classification problems. 

 

Table 2-1. Main recent hyperspectral sensors and their related spectral properties. 

Sensor name Manufacturer Platform 
Maximum  
Bands’ Number 

Maximum Spectral 
Resolution (nm) 

Spectral range (µm) 

Hyperion on EO-1 
NASA Goddard Space 
Flight Center 

satellite 220 10 0.4 – 2.5  

MODIS NASA satellite 36 40 0.4 – 14.3 

CHRIS Proba ESA satellite 63 1.25 0.415 – 1.05 

AVIRIS NASA Jet Propulsion Lab aerial 224 10 0.4 – 2.5 

HYDICE Naval Research Lab aerial 210 7.6 0.4 – 2.5 

PROBE-1 Earth Search Sciences Inc. aerial 128 12 0.4 – 2.45 

CASI 550 ITRES Research Limited aerial 288 1.9 0.4 – 1 

CASI 1500 ITRES Research Limited aerial 288 2.5 0.4 – 1.05 

SASI 600 ITRES Research Limited aerial 100 15 0.95 – 2.45 

TASI 600 ITRES Research Limited aerial 64 250 8 – 11.5 

HyMap Integrated Spectronics aerial 125 17 0.4 – 2.5 

ROSIS DLR aerial 84 7.6 0.43 – 0.85 

EPS-H GER Corporation aerial 133 0.67 0.43 – 12.5 

EPS-A GER Corporation aerial 31 23 0.43 – 12.5 

DAIS 7915 GER Corporation aerial 79 15 0.43 – 12.3 

AISA Eagle Spectral Imaging aerial 244 2.3 0.4 - 0.97 

AISA Eaglet Spectral Imaging aerial 200 - 0.4 - 1.0 

AISA Hawk Spectral Imaging aerial 320 8.5 0.97 - 2.45 

AISA Dual Spectral Imaging aerial 500 2.9 0.4 - 2.45 

MIVIS Daedalus aerial 102 20 0.43 – 12.7 

AVNIR OKSI aerial 60 10 0.43 – 1.03 

 

In the literature several studies have focused on the selection of the optimal sets of hyperspectral channels 

for use in the classification phase. Of these many focused on the development of algorithms for the selec-

tion of the optimal features, given a certain classification problem. In this context, we can recall the fea-

ture selection algorithms based on a search strategy and a separability measure. Common search strategies 

on hyperspectral data are the Sequential Forward Floating Selection (i.e.[7]) and the Steepest Ascent (i.e. 

[8]). As a separability measure, we find the Bhattacharyya distance (i.e. [9][10]), the Jeffries-Matusita 

distance (i.e. [11]), as well as the transformed divergence distance (i.e. [12]). Other studies have analyzed 
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the location of the most informative channels in the spectrum by considering the physical meaning of 

each band (e.g. [13][14]). Among them, we recall the study of Becker et al. [13], where the authors ana-

lyzed different band selection methodologies and different spectral resolutions on a CASI 2 image ac-

quired in 46 bands. 

Despite the aforementioned papers addressing the analysis and the selection of the spectral channels, little 

attention has been devoted to the study of the relationship among spectral resolution and classifier com-

plexity in forest applications. Nevertheless, given a certain classifier it is interesting to know the optimal 

spectral resolution to use in the classification of complex forest areas. Thus, the objective of this chapter 

is to present an empirical analysis on the relationship among spectral resolution, classifier complexity and 

classification accuracy on a complex forest area with hyperspectral data. In particular we analyzed the 

behavior of the classification accuracy of different classifiers (based on different theoretical principles) 

versus: i) the spectral resolution of the sensor; and ii) the number of features acquired at a high spectral 

resolution (4.6 nm). This analysis has practical applications in terms of directing more efficient applica-

tion of the current instruments (e.g. programming of the spectral channels to be acquired) and in terms of 

selection of classification techniques in forest applications, as well as being useful for the design of future 

hyperspectral sensors. Although this chapter is focused on forest application, the proposed analysis is 

quite general and can be easily extended to other domains. 

The chapter is organized into four sections. The next section presents the data sets used in the study, 

while the preprocessing procedures applied to the data, and the classifiers used in the analysis are pre-

sented in section 2.3. Section 2.4 illustrates and discusses in detail the empirical results obtained. Finally, 

section 2.5 draws the conclusions of the work. 

 

2.2 Data Sets Description 

In this study we considered two data sets related to forest areas with different properties. These data sets 

are described in the following two subsections.  

2.2.1  Data Set 1: Bosco della Fontana 

The first data set considered is the natural reserve of Bosco della Fontana, which is a Floodplain forest 

near the city of Mantua (Italy), and is one of the best preserved forest relicts on the Po Plain. The central 

point of the area has the following coordinates: 45° 12’ 1.68” N, 10° 44’ 35.53” E. This area extends 

across approximately 230 ha and its topography is almost perfectly flat. It can be considered a complex 

forest area as, thanks to the absence of a significant human impact in the last century, it exhibits the fol-

lowing interesting properties: i) it is a very dense forest area; ii) it contains a high number of different 

species; iii) it consists of several similar tree species, including Quercus cerris, Quercus robur and Quer-

cus rubra; iv) it does not exhibit a preordered spatial tree distribution. 
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In this area 19 tree species were identified, and four land cover types were considered in the classification 

procedure in order to have an exhaustive coverage of all the classes present in the image (see Table 2-2 

for a detailed description of the investigated classes). It is worth noting that among the 19 tree species un-

der analysis there are classes belonging to the same genus, which have very similar spectral signatures. 

Another important consideration with respect to this data set is that in the analyzed area the vegetation 

classes do not have the same relative frequency, and that there are some dominant species (e.g. Carpinus 

betulus, Quercus cerris, Quercus robur and Quercus rubra). 

The hyperspectral image (see Figure 2-1) was acquired on June 28th, 2006 between 9:04 AM and 9:36 

AM. It consists of six partially overlapping images acquired by an AISA Eagle sensor in 126 spectral 

bands, ranging from 400 nm to 990 nm, with a spectral resolution of about 4.6 nm and a spatial resolution 

of 1 m. The flight direction of the plane was the same for all the six images (from East to West) and the 

flight height was approximately 750 m.  

 

(a) 

 

(b) 

Figure 2-1. False color composition (channels 20, 70 and 110) of the hyperspectral image of Bosco della 
Fontana (a) and Val di Sella dataset (b). 

 

The reference data samples were collected during a ground survey in autumn 2006 (approximately 540 

trees). Samples were collated on field within an orthophoto (with a geometrical resolution of 0.20 m) of 

the area analyzed according to ground observations. We extracted these sample points from the entire 

study area, thus ensuring a precise matching between the ground observations and the aerial ones (e.g. we 

considered trees near roads, grassland, etc.). The samples were collected on the basis of: i) the species 

(the reference data was exhaustive, i.e. it represented all the species present in the area; furthermore, it 

took into account the relative frequency of each class); and ii) the spatial distribution (samples had a uni-
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form distribution across the scene). Starting from all the points collected we draw the Region of Interests 

(ROIs) of the tree crowns on the mosaicked hyperspectral data, and used them for the generation of the 

training and test sets. This means that at each tree corresponds more than one pixel. The total number of 

reference data samples (16,816 pixels) represented about 0.7% of the whole investigated area. 

 

Table 2-2. Distribution of Reference Data Samples (Pixels) Among Investigated Classes of the 
Bosco della Fontana dataset (in brackets the number of trees). 

Class Name 
Reference Data 
samples 

Class Name 
Reference Data 
samples 

Class Name 
Reference Data 
samples 

Acer campestris 170 (10) Juglans regia 1573 (35) Quercus rubra 1137 (21) 

Acer negundo 48 (3) Morus sp. 164 (5) Robinia pseudoacacia 1008 (40) 

Alnus glutinosa 507 (27) Platanus hybrida 2048 (68) Rubus 661 

Carpinus betulus 910 (68) Populus canescens 244 (5) Shadows 290 

Corylus avellana 58 (6) Populus hybrida 211 (7) Snags 205 (10) 

Fraxinus angustifolia 787 (28) Prunus avium 261 (19) Tilia cordata 507 (10) 

Grassland 496 Quercus cerris 1796 (47) Ulmus minor 403 (17) 

Juglans nigra 1283 (50) Quercus robur 2049 (63)   

 

 

2.2.2 Data Set 2: Val di Sella 

The second data set considered is Val di Sella, a forest area in the Italian Alps near the city of Trento. The 

central point of the area has the following coordinates: 46° 0' 55.06" N, 11° 25' 39.67" E. This area ex-

tends across approximately 1500 ha and its morphology includes both valleys and mountains.  

Differently from the first data set, in this case we have only 6 tree species, plus two other additional 

classes, i.e. shadows and grassland (see Table 2-3 for a description of the investigated classes). Also in 

this case the distribution of the species is random and the relative frequency differs among all the species. 

The hyperspectral data were acquired on July 2008. They consist of twelve partially overlapping images 

acquired by an AISA Eagle sensor in 126 spectral bands, ranging from 400 to 990 nm, with a spectral 

resolution of about 4.6 nm and a spatial resolution of 1 m. 

 

Table 2-3. Distribution of Reference Data Samples (Pixels) Among Investigated Classes of the 
Val di Sella dataset (in brackets the number of trees). 

Class Name Reference Data Samples Class Name Reference Data Samples 

Abies alba 179 (28) Grassland 1010 

Acer pseudoplatanus 146 (20) Picea abies 314 (42) 

Alnus incana 76 (7) Pinus sylvestris 239 (37) 

Fagus sylvatica 604 (57) Shadows 192 

 

The reference data samples (approximately 190 trees) were collected according to the same strategy used 

for the previous data set. Starting from all the points collected we draw the Region of Interests (ROIs) on 
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the mosaicked hyperspectral data, and we used them for the generation of the training and test sets. This 

means that at each tree corresponds more than one pixel. The total number of reference data samples 

(2,760 pixels) represents about 0.2% of the whole investigated area. 

 

2.3 Methods 

Before carrying out the analysis of the hyperspectral bands, we applied some pre-processing to the im-

ages. First of all, we mosaicked the available images, in order to obtain a single image for each study site. 

A relative radiometric normalization was applied to the single images in order to obtain a uniform mosaic 

image. Several algorithms have been proposed in literature to apply these corrections (e.g. [15][16]). In 

our study, we adopted a simple linear normalization based on the mean-standard deviation normalization 

algorithm ([16]). After that, data were de-noised with a simple low-pass filter. In the literature several 

studies have pointed out the usefulness of this method (e.g., [3][17]). In our case, given the high geomet-

rical resolution of the images, the spatial degradation caused by the filter was acceptable given both the 

reduction of the noise present in the images and the expected increase in the separability of analyzed 

classes ([17]). 

In our investigation we considered three supervised classification techniques characterized by different 

levels of complexity. There are different ways to define the level of complexity of a classifier. In this 

study we consider empirically the level of complexity of a classifier as its ability to define non linear de-

cision boundaries between the investigated classes. The supervised classifiers considered are: i) a non-

linear Support Vector Machines (high complexity); ii) a Gaussian Maximum Likelihood with Leave-One-

Out Covariance estimation (medium complexity); and iii) a Linear Discriminant Analysis (low complex-

ity).  In the following we provide greater details on these classifiers and motivate the reasons for these 

choices. 

 

2.3.1 Support Vector Machine classifier 

The Support Vector Machine (SVM) ([18]) is an effective distribution free classifier that has been widely 

used in the recent years for solving hyperspectral classification problems ([19][20]). The main reason for 

the choice of this classifier is associated with its properties that are: i) high generalization ability and high 

classification accuracies (with respect to others classifiers); ii) convexity of the cost function (which al-

lows one to identify always the optimal solution); iii) effectiveness in addressing ill-posed problems 

(which are quite common with hyperspectral data); iv) limited effort required for architecture design and 

training phase if compared to other machine learning algorithms (such as multilayer perceptron neural 

networks). The main concepts associated with non-linear SVM are briefly described in the following. 

Let us consider for simplicity a binary classification problem, characterized by a set of N training samples 

N
nn 1}{ == xχ  (where q

n ℜ∈x ). Each pattern is a vector of M features that represents the value that the 
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considered pixel assumes on the considered hyperspectral bands. Let N
nn 1}{ == yψ , }1;1{ +−∈ny  be the 

set of related reference labels, where “+1” and “-1” are associated with one of the two classes investi-

gated. The non-linear SVM approach consists of mapping the data into a higher dimensional feature 

space, i.e., ')( q
p R∈Φ x (q’>>q), where the two classes are separated by an hyperplane defined by a 

weight vector 'qw ℜ∈  (which is orthogonal to the hyperplane) and a bias ℜ∈b  (which is a scalar value 

such that the ratio wb /  represents the distance of the hyperplane from the origin). The function Φ  

represents a non-linear transformation. The membership decision rule is defined according to ( )[ ]xfsign , 

where ( )xf represents the discriminant function associated with the hyperplane and is written as: 

(x) w (x)f b= ⋅Φ +  (2.1) 

The optimal hyperplane is the one that minimizes a cost function which expresses a combination of two 

criteria, i.e.,  margin maximization and error minimization. It is defined as: 
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where the constant C  represents a regularization parameter that controls the shape of the discriminant 

function, and consequently the decision boundary when data are non-separable. This cost function mini-

mization is subject to the following constraints: 
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where pξ  are the so called slack variables and are introduced to take into account non-separable data 

[21]. The above optimization problem can be reformulated through a Lagrange functional as a dual opti-

mization leading to a Quadratic Programming (QP) solution [18]. The final result is a discriminant func-

tion conveniently expressed as a function of the data in the original (lower) dimensional feature space: 

bKyf
Si

iii +=∑
∈

),()( xxx α  (2.4) 

 

where ),(⋅⋅K  is a kernel function and S is the subset of training samples corresponding to the nonzero 

Lagrange multipliers. A kernel function is a function that satisfies the Mercer's theorem [22] and that 

makes it possible to avoid a direct explicit representation of the transformation of the feature vectors, i.e. 

)()(),( xxxx Φ⋅Φ= iiK . 

It is worth noting that the Lagrange multipliers iα  effectively weight each training sample according to 

its importance in determining the discriminant function. The training samples associated with nonzero 

weights are termed support vectors. In particular the support vectors where Ci =α  are referred to as 

bound support vector, and support vectors with Ci << α0  are called non bound support vectors [20]. 
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The SVM classifier was developed to solve binary classification problems, but it can be easily general-

ized to multiclass problems. The two main strategies used for L class problems are:  

1. One-Against-One (OAO) - the L-class problem is decomposed into L(L−1)/2 binary problems, 

each focused on the recognition of a pair of classes. A generic pattern is associated with the class 

that receives the majority of the votes from the ensemble of binary classifiers. 

2. One-Against-All (OAA) – the L-class problem is decomposed into L binary problems, each fo-

cused on the recognition of one class against all the others. The “winner-takes-all” rule is used for 

the final decision, i.e. the winning class is the one corresponding to the SVM with the highest 

output (discriminant function value). We refer the reader to [20] for greater details on SVM clas-

sifiers in remote sensing and on the related multiclass strategies. 

 

 

2.3.2 Gaussian Maximum Likelihood classifier with Leave-One-Out-Covariance Estimator 

(GML-LOOC) 

The second classifier that we consider in this study is a Gaussian Maximum Likelihood with Leave-One-

Out-Covariance estimator (GML-LOOC) [23]. This technique is based on the Gaussian Maximum Likeli-

hood (GML) classifier and is suitable for managing hyperdimensional feature spaces. The GML is a pa-

rametric classifier based on the Bayesian decision theory. Differently from the SVM, this classifier as-

sumes Gaussian distributions for the class densities. The GML-LOOC approach differs from the standard 

GML in the phase of estimation of the covariance matrices of the analyzed classes. In fact, when the ratio 

between the number of training samples for each class and the dimension of the feature space is near one, 

the standard GML degrades its performances (Hughes phenomenon). In the limit case when the number 

of training samples is smaller than the number of features, the covariance matrices used in the decision 

rule become singular, and thus the GML cannot be used. In the literature several algorithms have been 

developed for the estimation of a non-singular covariance matrix (e.g. [23]-[27]). In our study, we chose 

the algorithm proposed in [23], which is called Leave-One-Out-Covariance (LOOC) algorithm. In the fol-

lowing we give some more details on this classifier. 

Let nx  be the n-th pattern to be classified, iµ  and iΣ  (with i=1,…, L) the mean value and the covariance 

matrix of the i-th investigated class, respectively, and { }Lωωω ,...,, 21=Ω  the set of the L land-cover 

classes in the considered classification problem. The decision rule is as follows: 

jidd ninjjn ≠∀>⇔∈ )()( xxx ω  (2.5) 

where ( )nid x  is computed as: 

( ) ( ) iini
t

innid ΣµxΣµxx ln)( 1 +−−= −  (2.6) 

Usually the true values of the mean vectors and of the covariance matrices are not known and they should 

be estimated from the training samples. When a reduced number of samples is available, the covariance 
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matrices can be replaced with the common covariance matrix, defined as: ∑
=

=
L

i
iL 1

1
ΣS  [28]. The LOOC 

algorithm proposes a more refined way to estimate the covariance matrices for classes characterized by a 

reduced number of training samples. In particular the covariance matrix LOOC
iΣ  of the i-th class is esti-

mated as follows: 
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where iυ  is a mixing parameter. The value of this parameter is selected according to the following proce-

dure: i) removing one sample form the training set, ii) computing the mean and covariance from the re-

maining samples, iii) computing the likelihood of the sample which was left out, given the mean and co-

variance estimates. Each sample is removed in turn, and the average log likelihood is computed. The 

value that maximizes the average log likelihood is selected [28]. This implementation proved to be par-

ticularly effective in hyperspectral data classification. 

In our experiments we used this classifier under the unimodal Gaussian assumption for the distribution of 

information classes. This assumption is widely used in the literature, even if a more complex and accurate 

approach based on the decomposition of each information class in a set of unimodal Gaussian data classes 

could be used.  This could be done by applying clustering to the training samples of each class. However, 

when a high number of information classes is present in the classification problem, this process results 

time consuming (also because an adequate number of clusters for each class should be identified). In ad-

dition, when few training samples for each class are available, this may involve a high risk to overfit the 

training set in the modeling of the multimodal class distributions. This can be particularly critical when 

hyperspectral images are considered, where a significant spatial variability of the spectral signature of 

each class in the image is usually present [29]. 

 

2.3.3 Linear Discriminant Analysis classifier 

The last technique that we consider is a very simple linear discriminant analysis (LDA) classifier 

([30][31]). The rationale of this classifier can be considered as the opposite of that at the basis of the 

SVM classifier. LDA projects high-dimensional feature spaces into a low-dimensional space, with the 

target to keep information classes as more separated as possible. This transformation is obtained by mi-

nimizing the within-class distance and maximizing the between-class distance simultaneously, thus 

achieving maximum discrimination. Given its simplicity, this classifier is less suitable to the analysis of 

hyperspectral data with respect to the previous ones, even if some studies exist on the application of LDA 

techniques to hyperspectral data [32]. In the following we recall the main concepts associated with LDA. 

We refer the reader to [32] for more details. 
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Let us consider a L classes classification problem. The idea of the classical LDA classifier is to find a lin-

ear transformation G that project the sample nx  from the original m-dimensional feature space to a lower 

dimensional space a according to the following equation: 

lT R∈= xGa  (2.8) 

where l < m. The goal of this transformation is to choose the direction v in the feature space along which 

the distances of the class means are maximum and the variances around these means are minimum. This 

corresponds to maximize the following criterion: 
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the within class variance, iµ  is the sample mean, and iA  denotes the index set for class i.  As the total 

scatter matrix (which is the estimate of the common covariance matrix) can be written as bw SSS += , 

the maximization criterion becomes: 
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In this case the optimization problem maximizes the total scatter of the data while minimizing the within 

scatter of the classes. The criterion can be rewritten as follows: 
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The solution can be obtained by applying an eigen-decomposition to the matrix bSS 1− , if S  is nonsingu-

lar. Note that there exist no more than k−1 eigenvectors corresponding to nonzero eigenvalues, since the 

rank of the matrix bS  is bounded by k−1. Therefore, the reduced dimension of classical LDA is at most 

k−1 [33]. 

In this paragraph we have presented the standard LDA algorithm that we have used in this chapter. In 

presence of a reduced number of reference samples it is possible to use some regularization algorithms to 

avoid bad estimations of the within and between scattering matrices. For a detailed description of such 

algorithms we refer to [32]. 

 

2.3.4 Design of experiments 

In order to achieve the goals of this chapter, we defined two different kinds of experiments: i) analysis of 

the effects of the spectral resolution on the classification accuracy; ii) analysis of the effects of the num-
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ber of spectral channels selected with a feature selection algorithm (applied to the original bands at full 

resolution) on the classification accuracy. For both the experiments we carried out the training of all the 

considered classifiers (including the model selection) and the accuracy assessment according to a fivefold 

cross-validation procedure. This allowed us to conduct the analysis from a rigorous statistical perspective. 

We randomly divided the available ground-truth data into five subsets, and then we adopted a fivefold 

cross-validation procedure, with training samples distributed across the scene. The samples (pixels) of the 

reference data available were used as follows: 20% in the training set and 80% in the test set. It is worth 

noting that the goal of this chapter was not to analyze the generalization ability of the classifiers, but to 

assess their role in managing hyperdimensional feature spaces. Thus the choice to use a cross-validation 

procedure appears to be the most suitable one for a correct statistical analysis of the problem in hand. We 

used the same cross-validation subsets for all the classifiers analyzed. 

The SVM classifier used was based on an our own implementation. We selected Gaussian RBF kernel 

functions and applied a grid search strategy in a range between 5 and 240 for C, and in a range between 1 

and 1000 for γ. The multiclass architecture adopted was based on the One-Against-One multiclass strat-

egy. With regards to the GML-LOOC classifier we used the MultiSpec software [28], while for the LDA 

we used the implementation contained in the MATLABArsenal software [34]. 

 

2.4 Experimental results 

2.4.1 Experiment 1: analysis of the role of spectral resolution on classification accuracy 

The first experiment focused on the analysis of the role of the spectral resolution on the classification ac-

curacy by varying the classifier adopted. To develop this analysis, we simulated data with different spec-

tral resolutions averaging contiguous spectral bands of the acquired image. Specifically, we degraded the 

resolution from 4.6 nm to 36.8 nm, using a step of 4.6 nm. It is worth noting that to obtain a precise simu-

lation of the reduction of the spectral resolution, it would be necessary to consider the frequency response 

of the spectral filter associated with each channel. However, for the purpose of our analysis, it was rea-

sonable to approximate the frequency response as constant for all the channels and to use an average op-

erator for approximating the reduction of the spectral resolution. Figure 2-2 shows the behavior of the 

kappa accuracies obtained with different spectral resolutions for each of the classifiers used on the two 

datasets considered. From an analysis of the figure, it is possible to derive some inferences of the effect of 

changing spectral resolution upon the different classifiers. First of all, the SVM classifier obtained higher 

accuracies than all the other classifiers for all the spectral resolutions considered and in both the datasets. 

The difference in accuracy between SVM and the other classifiers was higher in the Bosco della Fontana 

dataset where we have a very high number of classes. This result underlines the effectiveness of the SVM 

classifier in managing complex hyperspectral classification problems. LDA was not able to model the 

complexity of the problem assessed with the Bosco della Fontana dataset. This is mainly due to the over-

simplification obtained by projecting the high dimensional feature space in a low dimensional space. 
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Concerning the Val di Sella dataset there is a small difference between the accuracy provided by the SVM 

and the GML-LOOC, and also LDA resulted in reasonable accuracies (at the maximum spectral resolu-

tion the accuracies are very similar for all the classifiers). This depends on the simplicity of the second 

problem which is characterized by a small number of classes. 

 

 

Figure 2-2. Behavior of the kappa accuracy of the analyzed classifiers versus the spectral resolution for 
the two datasets considered. 

 

Secondly, it is interesting to analyze the behavior of different classifiers to the degrading of the spectral 

resolution. Concerning the Bosco della Fontana dataset, both the SVM and LDA classifiers reduced their 

accuracy as the spectral resolution of the sensor was reduced. In particular the LDA classifier was strong-

ly influenced by the spectral resolution. It reduced noticeably its accuracy as the spectral resolution de-

creased. Also the SVM classifier decreased its accuracy as the spectral resolution was reduced (approxi-

mately 1% from 4.6 nm to 9.2 nm, and 5% from 9.2 nm to 36.8 nm). Despite this, the lowest accuracy of 

the SVM classifier was still higher than the highest accuracy of the other classifiers considered. The 

GML-LOOC presented the most stable accuracy and in particular it did not result in significant differ-

ences between the kappa accuracies obtained with a resolution in the range between 4.6 and 23 nm. On 

the contrary, it exhibited a slight increase in accuracy between 9.2 and 13.8 nm. Regarding the Val di 

Sella dataset, given the simplicity of the problem, the behavior of the three classifiers was very similar. 

Also in this case the LDA degraded its accuracy reducing the spectral resolution, even if the degradation 

is limited with respect to the previous dataset. On this dataset the performance remains acceptable also 
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with a spectral resolution of 36.8 nm. SVM and GML-LOOC provided very similar results, exhibiting a 

kappa accuracy always higher than 95% for all the spectral resolution considered. It is worth noting that 

in this case it seems that also a low spectral resolution is enough to separate the considered forest classes. 

Figure 2-3 shows the behavior of the class producer accuracies versus the spectral resolution obtained by 

the three classifiers analyzed on the Bosco della Fontana dataset. Firstly, it is worth noting that the LDA 

classifier always provided the lower accuracies and it reduced its performances by reducing the spectral 

resolution, confirming the behavior of the overall kappa accuracy. Concerning SVM and GML-LOOC the 

behavior is quite different on the different classes analyzed. In general, SVM provided the highest accu-

racy on the majority and most relevant classes, thus confirming the results obtained in terms of kappa ac-

curacy. Nevertheless, as expected, some classes exhibited higher accuracy on the maps produced by the 

GML-LOOC classifier. This is intrinsic in the solution of a multiclass problem, where different classifiers 

obtain different accuracies on many different classes. Thus, the overall accuracy remains the most impor-

tant performance for a general estimation of the results in our study. 

 

2.4.2 Experiment 2: effect of the number of spectral channels on the classification accuracies ob-

tained by different classifiers using the highest spectral resolution 

In this second experiment, we analyzed the effect of the number of spectral channels on the classification 

accuracies obtained by different classifiers, keeping the original spectral resolution of the sensor (in this 

case 4.6 nm). In particular with this experiment we wanted to determine: i) if all the bands at the highest 

spectral resolution were significant, and to examine the behavior of the different classifiers with respect to 

their selection; ii) if, given a fixed number of bands, the selection of channels at the highest resolution is 

more effective than the acquisition of bands at a lower resolution; and iii) the physical meaning of the 

bands selected by the feature-selection algorithm on our test areas. To achieve these goals, we applied a 

feature selection algorithm based on the Sequential Forward Floating Selection search strategy [7] and on 

the Jeffreys-Matusita (JM) distance [11] to the original image. The JM distance was adopted as it is corre-

lated with the Chernoff upper bound to the error probability of the Bayesian classifier. This means that 

the feature-selection process adopted is nearly optimum for the GML-LOOC classifier. Concerning the 

SVM classifier, in the literature it is possible to find few methods for feature selection which are espe-

cially developed for such a classifier; however, in this study we preferred to use for all the three classifi-

ers the same feature-selection algorithm (and thus the same set of features). This is reasonable at an op-

erational level as confirmed from many studies published in the literature that combine such an algorithm 

with different kinds of classifiers (including the SVM). It is worth noting that we did not consider other 

feature selection algorithms as we aim at analyzing the behavior of the classification techniques consid-

ered versus the number of spectral channels at the maximum resolution, and of comparing such results 

with those obtained in the first experiment. Thus, it is reasonable to consider just one reference feature-

selection algorithm rather than exploring results obtained by different methods. 
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Figure 2-3. Behavior of the Producer Accuracy versus the spectral resolution for the classes analyzed in 
Bosco della Fontana dataset. 

 

In this analysis we applied the feature selection so as to identify eight sets of bands made up of the same 

number of features that we obtained in the previous experiment by reducing the spectral resolution. This 

allowed us to make some further considerations comparing the results of the two experiments. 
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Figure 2-4. Behavior of the kappa accuracy provided by the analyzed classifiers versus the number of 
spectral bands at a spectral resolution of 4.6 nm for the two dataset considered. 

 

Figure 2-4 shows the kappa accuracies versus the number of selected features in the two datasets consid-

ered obtained with the three different classifiers. From these results we firstly note that none of the classi-

fiers under investigation was significantly affected by the Hughes phenomenon. This was due to both the 

intrinsic robustness of these classifiers to ill-posed problems and the relatively high number of reference 

data samples available. Secondly, we observed that the SVM always obtained the highest accuracy with 

respect to the other classifiers. In particular, the difference in accuracy between using 16 or 126 spectral 

channels was less than 2% in both the datasets considered. This is a point that we would like to stress as it 

underlines the high discrimination ability of high spectral resolution hyperspetral data. Moreover, these 

results underline that with a high complexity classifier, like the SVM, it is possible to work with a subset 

of hyperspectral bands, thereby reducing the computational costs but not the classification accuracy. Ad-

ditionally, the results confirm the robustness of the SVM classifier to hyperdimensional feature spaces. 

Also the LDA classifier seems to take advantage of using features at the highest spectral resolution. Nev-

ertheless, this classifier produced the lowest accuracies, but its kappa coefficient increased in comparison 

to the previous experiment. For the GML-LOOC classifier the behavior was quite different as it in general 

provided lower kappa accuracies with respect to the previous experiment. In addition, this classifier in-

creased its accuracy when the number of spectral channels was increased. 
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2.4.3 Analysis of results and discussion 

Comparing the results of all the experiments carried out on the two considered datasets it is possible to 

draw some interesting conclusions on the relationship among accuracy, classifier complexity and spectral 

resolution. From an analysis of Figure 2-2, it is clear that the different classifiers have different behaviors 

with respect to the spectral resolution. This underlines the complexity and the importance of our study. 

First of all, let us consider the behavior of the SVM classifier in the two experiments. The ability of this 

classifier in managing hyperspectral feature spaces and its robustness to noisy pixels is well known in the 

literature (e.g., [20][21]). The analysis of the overall kappa accuracies confirms these characteristics: 

SVM classifier provided the highest overall kappa accuracy for all the spectral resolutions and it was not 

significantly affected by the Hughes phenomenon. Moreover, comparing the results of the two experi-

ments, it seems that for the SVM it was better to apply a feature selection to the original spectral bands, 

rather than reducing the spectral resolution (and thus increasing the SNR of each spectral channel). This 

was dependent upon on the effectiveness of the SVM to define effective non-linear discrimination func-

tion in the original feature space starting from high information content data like the original channels ra-

ther than from those with reduced spectral resolution. Such a capability is due to two main reasons: i) the 

potentially high complexity of the decision boundary associated with the SVM classifier; ii) high robust-

ness of the SVM classifier to the outliers, and thus to the lowest SNR present in the original spectral 

channels. 

Concerning the LDA classifier, it decreased its accuracy reducing both the number of original spectral 

channels considered and the spectral resolution of the sensor. This behavior can be explained by the in-

trinsic properties of LDA; this algorithm applies a transformation of the original feature space into a 

space with a lower dimensionality, by maximizing classes’ separability. It is reasonable to expect that 

LDA performs better this transformation when more discriminant information (higher number of informa-

tive spectral channels) is available. Moreover the reduced performances of this classifier in all the ex-

periments considered can be recalled to the use of a standard LDA algorithm. The use of a regularized 

LDA algorithm in some cases could improve the performances [32]. 

The GML-LOOC classifier has a different behavior. From our results it was possible to note that this 

classifier exhibited a higher accuracy if the feature reduction was carried out by decreasing the spectral 

resolution of the sensor rather than selecting original channels according to a feature-selection algorithm. 

As observed in experiment 1, it provided almost the same accuracies in a range of spectral resolutions 

from 4.6 to 23 nm. This behavior can be explained as follows: i) by decreasing the spectral resolution we 

increased the SNR of the signal acquired in each channel by introducing a low-pass spectral filtering that 

reduces the noise in the spectral domain; ii) the Gaussian assumption of the GML-LOOC and the regu-

larization method adopted resulted in relatively simple quadratic decision boundaries that cannot seize the 

complexity of the problem modeled with the original spectral channels. In other words, as shown with the 

SVM classifier, the original spectral channels at the highest resolution contain the maximum amount of 

information for discriminating classes, but the GML-LOOC classifier cannot effectively exploit these da-
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ta. To illustrate this point, by comparing the results of the SVM and the GML-LOOC classifier obtained 

by using 32 bands at 2 different spectral resolutions (4.6 and 18.4 nm) for the Bosco della Fontana data-

set, we observe  completely different behaviors: the SVM provided the highest accuracy at the highest 

resolution considered (4.6 nm), while GML-LOOC yielded the highest accuracy at 18.4 nm. 

It is worth noting that the performances of the GML-LOOC classifier could be increased applying a de-

composition of the information classes in cluster data classes. As explained previously this operation al-

lows one to avoid the possible multimodality of the information classes distributions. 

In order to better understand the effectiveness of the SVM classifier at the highest resolution in relation to 

the specific considered forest problem, it is also important to analyze the physical meaning of the selected 

features. Figure 2-5 shows the distribution on the spectrum of 32 spectral bands selected at the spectral 

resolution of 4.6 for the two datasets. All the main regions of the spectrum analyzed by the sensor have an 

important role in species classification. In the visible range 11 bands were selected for the Bosco della 

Fontana dataset and 7 for the Val di Sella dataset; specifically, five and three bands were chosen in the 

blue range (~400 - ~500 nm), characterized mainly by carotenoides absorption peaks [35], but also by 

chlorophyll a with a maximum absorption peak around 430 nm (a band at 435 nm was selected for  the 

Bosco della Fontana dataset). In the green (~500 - ~600 nm) and red spectra (~600 - ~650 nm) 5 bands 

were selected. Chlorophyll has a reflectivity peak in the green area that gives the green color to the vege-

tation, and the reflectance is strongly linked to chlorophyll content [36], especially around 550 nm [37]. 

Bands around 531 and 570 nm (two bands 535 and 573 nm were selected in our trials) were used in 

[38][39] for PRI index calculation to estimate rapid changes in the relative levels of xanthophyll cycle 

pigments and thus serves as an estimate of photosynthetic light use efficiency. Neighbouring bands in the 

green region (529 and 564 nm) were proposed by Darvishzadeh et el. in [40] for leaf chlorophyll content 

measurements. The red spectra region is well known for chlorophyll peaks absorption (chlorophyll b, 

with a maximum absorption of ~642 nm and a band at 649 nm was selected). 

As described by Ceccato et al. in [41] these first regions of the spectra are primarily influenced by the 

pigment content and secondly by the internal structure parameters. This aspect is more important in the 

red edge region, where 8 and 6 bands were localized for the Bosco della Fontana dataset and the Val di 

Sella dataset, respectively. This region is between ~680 nm (the main red absorption peak of chloro-

phylls, [35][42]) and ~750 nm and ranges between the absorption region of the visible and the reflective 

region of the near infrared.  Its position and behavior is affected by many factors including changes of 

chlorophyll content, leaf area index, biomass and hydric status, vegetation age, plant health levels, and 

seasonal patterns. The interesting issue, from a classification viewpoint, is that the exact wavelength and 

strength of the red edge depends upon the species considered, and thus bands in this region are important 

for classification. 
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(b) 
Figure 2-5. Spectral distribution of 32 hyperspectral bands selected by the feature selection algorithm for 

the Bosco della fontana dataset (a) and the Val di Sella dataset (b). 
 

In the near infrared region (from ~750 to ~1000 nm) 12 and 18 bands were selected for Bosco della Fon-

tana and Val di Sella dataset, respectively. For deciduous species (as found in our study site) there is a 

strong reflectance in this range (Gates et al., 1965). This is due to chlorophyll pigments that are very ab-

sorptive at visible wavelengths but are not at all absorptive at near-infrared wavelengths [44]. These are 

linked with others parameters, such as leaf structure (that makes light scattering highly efficient), Leaf 

Area Index (LAI) [45], and the presence of water in the leaf (for example in the band around 970 nm 

[46]). Greater transmittance occurs when water is more prevalent between the plant cells of  leaves and 

more reflectance occurs when the spaces between cells are more filled with air. Additionaly, the water 

content can be also linked to the last three bands selected, which are usually used to compute the floating-

position Water Bands Index [47]. 

 

2.5 Conclusions 

In this chapter an experimental analysis on the relationship among the spectral resolution, the classifier 

complexity and the classification accuracy has been presented. This analysis has focused on two complex 

forest areas characterized by different numbers of classes, and can be subdivided into three parts: i) analy-

sis on the role of the spectral resolution on the classification accuracy versus the classifier complexity; ii) 

analysis of the effects on the classification accuracy of the number of spectral bands (given a fixed spec-

tral resolution) versus the classifier complexity; iii) analysis of the effects on the classification accuracy 

of both reducing spectral resolution and selecting features at the highest resolution given a fixed number 

of channels as input to the classifier. 

The experimental analysis resulted in interesting conclusions on the relationship among the aforemen-

tioned factors. In particular, our analysis points out that the option to acquire images at a certain spectral 
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resolution should be driven not only from the considered problem, but also from the classifier used for the 

data processing. Not all the classifiers were able to exploit the wide amount of data provided by hyper-

spectral sensors, and not all the classifiers have the same behavior reducing the spectral resolution.  

In greater detail, we verified on the considered data set the following issues: 

i. LDA (a simple classifier) even if obtained the highest accuracy with a high spectral resolution, does 

not achieve acceptable classification accuracies in complex forest classification problems with a 

high number of classes; 

ii. GML-LOOC (medium complexity classifier) provided high classification accuracies in all the con-

sidered experimental setups. Moreover, from our analysis, it seemed that it does not take advantage 

from increasing the spectral resolution over a given value (about 23 nm on the considered data 

sets); 

iii.  SVM (complex classifier) fully exploited the discrimination ability of channels with very high 

spectral resolution. In our experiments SVM provided always the highest accuracies among the 

considered classifiers. In addition it exhibits the best performances with the maximum spectral 

resolution (4.6 nm). 

As a final remark it is important to observe that the proposed analysis provides important hints on the 

sensor and data analysis setup to use for classification of complex forest areas, as it supplies interesting 

indications on the trade-off between the spectral resolution and the classifier complexity in the study of 

such kinds of environments. It is worth noting that this research does not want to present an exhaustive 

analysis of the problem, but it should be considered as a starting point for future analysis on different ar-

eas (also in relation to applications different from forestry) and with different classifiers. 
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Chapter 3 

 

3 Fusion of hyperspectral and LIDAR remote sensing data for the 

classification of complex forest areas     

 

In this chapter we propose an analysis on the joint effect of hyperspectral and LIDAR data for the classi-

fication of complex forest areas. In greater detail, we present: i) an advanced system for the joint use of 

hyperspectral and LIDAR data in complex classification problems; ii) an investigation on the effective-

ness of the very promising Support Vector Machines (SVM) and Gaussian Maximum Likelihood with 

Leave-One-Out-Covariance algorithm (GML-LOOC) classifiers for the analysis of complex forest sce-

narios characterized from an high number of species in a multisource framework; iii) an analysis on the 

effectiveness of different LIDAR returns and channels (elevation and intensity) for increasing the classifi-

cation accuracy obtained with hyperspectral images, especially in relation to the discrimination of very 

similar classes. Several experiments carried out on a complex forest area in Italy, provide interesting 

conclusions on the effectiveness and potentialities of the joint use of hyperspectral and LIDAR data and 

on the accuracy of the different classification techniques analyzed in the proposed system. In particular, 

the elevation channel of the first LIDAR return resulted very effective for the separation of species with 

similar spectral signatures but different mean heights, and the SVM classifier proved to be very robust 

and accurate in the exploitation of the considered multisource data. 

 

3.1 Introduction 

Forest preservation and management are important and complex processes, which have significant impli-

cations on the environment (e.g. protection of biological diversity, climate mitigation) and on the econ-

omy (e.g. estimation of timber volume for commercial usage). An efficient prevention and management 

policy requires a detailed knowledge of species composition, distribution and density. However, the as-

sessment of the distribution of tree species in large forests by ground inventory is a difficult and time ex-

pensive task. Remote sensing is a very useful technology to perform such kind of study. This technology, 

if properly integrated with automatic processing techniques, allows one the analysis of large areas in a 

fast and accurate way. Several studies have been carried out in this field, analyzing the potentialities of 

different remote sensing sensors, including passive multispectral and hyperspectral sensors, as well as ac-
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tive LIDAR (Light Detection And Ranging) and SAR (Synthetic Aperture Radar) systems (e.g. [1]-[36]). 

All these sensors, with their different peculiarities and characteristics, can provide different information 

about the analyzed forest, allowing to reach different targets, such as classification of tree species or esti-

mation of biophysical parameters.  

Standard passive multispectral sensors (like the Thematic Mapper of the Landsat satellites) have been 

widely used in the past years for forest classification and analysis. In the literature several studies are pre-

sent on both classification and estimation of forest parameters (e.g. [1]- [4]). Regarding classification, due 

to the different spectral and geometrical characteristics of multispectral sensors available, it is possible to 

find works that analyze the problem with different levels of geometrical detail. Regarding low resolution 

multispectral data, the analysis is generally limited to the discrimination between forested and non-

forested areas (see for example [5]). With medium resolution sensors the level of detail can be increased 

and thus the analysis can be focused on more specific classes, like in the study presented in [6] where, us-

ing Landsat ETM+ images, eight different vegetation classes are analyzed. High geometrical resolution 

multispectral sensors (e.g. Quickbird, Ikonos and SPOT5) allow a more detailed geometrical analysis 

considering the high spatial resolution, but due to the poor spectral information acquired by these sensors, 

they do not allow a detailed analysis of tree species. As an example, in [7] Kosaka et al. analyze six forest 

types using Quickbird images, and in [8] Wang et al. distinguish three kinds of mangrove using Ikonos 

and Quickbird data.  

However, although significant results in forest analysis can be obtained with these kinds of data, in forest 

characterized by a high number of similar tree species, these sensors do not allow a detailed analysis of 

the different forest species, as they acquire information in a relatively small number of bands with large 

spectral intervals. The new generation of passive hyperspectral sensors, thanks to their ability to make a 

dense sampling of the spectral signature, can instead collect valuable information for a detailed classifica-

tion and analysis of similar forest types. In particular, these data can be used in a wide range of different 

analyses of forest environments. Several studies have addressed the capability of hyperspectral data to es-

timate particular biophysical parameters, like chlorophyll concentration or biomass volume (e.g [9]-[11]). 

Concerning classification problems, hyperspectral images have been used in a wide number of forest ap-

plications, ranging from general cases focusing on the discrimination between forest and other land cov-

ers, to more detailed analysis dealing with the distinction of different tree species (e.g. [6], [12]-[14]). In 

[6], for example, Goodenough et al. present an interesting analysis comparing classification results on a 

forest area obtained with three different sensors, two multispectral (i.e. the Landsat-7 ETM+ and the EO-

1 ALI) and one hyperspectral (i.e. the EO-1 Hyperion). The results of this study confirmed that with hy-

perspectral data it is possible to reach much higher classification accuracies than with multispectral im-

ages. In [13], Clark et al. studied seven deciduous tree species with HYDICE sensor, using three different 

classifiers, reaching accuracies in the order of 90%. In [14], Leckie et al. used CASI hyperspectral images 

to separate five different coniferous species, demonstrating the high importance of these kinds of data in 
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classification of similar tree species. In [12] Martin et al. separated eleven forest classes using AVIRIS 

data.  

Active SAR and LIDAR remote sensing sensors are also widely used in forest analysis. SAR system is an 

important source of information for studies on forest environments. With SAR data it is possible to esti-

mate a wide range of forest parameters, ranging from structure to biophysical indexes, like forest fuel 

load (e.g. [15]-[17]). In the classification domain, SAR data are mainly used for the separation of for-

ested from non-forested areas [18], or in problems where classification is connected with tree parameters. 

In this context, in [19] Lee et al. classify different stages of the age of coniferous and deciduous trees us-

ing L-band polarimetric InSAR data. Ranson et al. [20] present a similar work, studying Siberian trees, 

dividing the vegetation in four classes: young deciduous, old deciduous, young conifer and old conifer. In 

[21], Saatchi et al. classify seven different vegetation classes (out of a total of eight) using JPL-AIRSAR 

data. 

The use of LIDAR sensor is increasing in the context of forest applications. LIDAR is an effective infor-

mation source for studies related to tree height, forest structure, biomass and all the parameters that are 

mainly related to the vertical dimension of the scene under analysis (e.g. [22]-[25]). LIDAR potentially 

allows a very precise and detailed analysis of different forest parameters. For example, in [25] Andersen 

et al. study the potentialities of LIDAR in the estimation of some forest canopy fuel parameters, finding 

high correlation between LIDAR data and biophysical parameters. Some studies have also been done in 

using LIDAR data in classification problems, in particular in cases where a reduced number of classes are 

investigated, such as the case of discrimination between deciduous and conifer trees (e.g. [26]-[28]). In 

[26], Brennan et al. present a study with nine classes, obtaining high classification accuracies for all 

classes, and emphasizing that LIDAR data can be very effective in the distinction between coniferous and 

deciduous trees. In [28], Holmgren et al. identify species of individual trees using high-density airborne 

laser scanner data characterizing the structure and the shape of different tree species. 

The high number of remote sensing sensors available in these last years, as well as the possibility to have 

images acquired by different sensors on the same area, has resulted in several studies on the use of mul-

tisensor information for forest applications. In this context, many papers have been published on the joint 

use of multispectral (or hyperspectral) images and SAR data (e.g. [29],[30]). Recently, some works have 

also addressed the joint use of LIDAR and other active and passive sensors in forest parameter estimation 

problems (e.g. [31]-[34]). For example, in [34] Hyde et al. describe the results of an analysis on forest 

structure using four different sensors (i.e. LIDAR, SAR, Landsat ETM+ and Quickbird), underlining that 

for the estimation of forest parameters the combination of LIDAR and ETM+ data achieves good accu-

racy. Concerning classification problems, Simental et al. [35] explore the joint use of hyperspectral and 

LIDAR data for the separation of vegetation classes, underlining that LIDAR can be very useful in the 

separation of shrubs from trees. In [36], Lemp et al. exploit hyperspectral and LIDAR data for the classi-

fication of urban areas, using LIDAR for the segmentation of the scene, and then hyperspectral data for 

the classification of the resulting regions. In [37], Mundt et al. present a study on the joint use of hyper-
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spectral and LIDAR data for the classification of sagebrush distribution, reporting accuracies of about 

80%. In [38] Sugumaran et al. address the joint use of hyperspectral and LIDAR data for the identifica-

tion of tree species in an urban environment, showing the effectiveness of LIDAR bands in the classifica-

tion phase. Other studies exploit LIDAR data in the preprocessing phase. For example, in [39] Perry et al. 

use the DTM derived from LIDAR in the phase of geometric correction of hyperspectral images.  

All the above-mentioned papers indicate a good complementary relationship between hyperspectral and 

LIDAR data, as they contain very different information: hyperspectral images provide a detailed descrip-

tion of the spectral signatures of classes, but no information on the height of ground covers; LIDAR data 

give detailed information about the height, but no information on the spectral signatures. However, most 

of the studies do not approach the integration of LIDAR and hyperspectral signals from a real data fusion 

perspective, but address the problem in terms of separate use of these information sources in different 

processing phases. In this scenario, at the present only very few investigations have been carried out on 

both the design of advanced classification systems capable of properly exploiting the complementary in-

formation present in these data, and the possibility to jointly use LIDAR and hyperspectral data for classi-

fication of complex forest areas in presence of many tree species. 

In this chapter we address the above  issues by proposing an advanced classification system for the joint 

exploitation of LIDAR and hyperspectral data, and by studying the importance of LIDAR data when 

fused with hyperspectral images in solving complex forest classification problems. The main motivation 

of this work is that at the present time it is becoming more common to acquire both LIDAR and hyper-

spectral data on forest areas. Generally, these data are used separately; in particular, hyperspectral data 

are exploited for forest classification and LIDAR data for forest parameter estimation. However, the 

availability of both data can be properly exploited in a data fusion framework both at the classification 

and the estimation level. In this work we focus our attention on the classification problem. The main con-

tributions of this work to the literature are as follows: 

i. definition of an advanced system for the joint use of hyperspectral and LIDAR data in classification 

of complex forest areas. In particular the proposed system can properly manage: a) the hyperdimen-

sionality of the features vector intrinsic in hyperspectral data; b) the different statistical properties 

of hyperspectral and LIDAR data; c) the complementary role that LIDAR data can play with re-

spect to hyperspectral data for the discrimination of some important forest species; 

ii. investigation on the effectiveness of the very promising distribution free Support Vector Machines 

(SVM) and the parametric Gaussian Maximum Likelihood with Leave-One-Out-Covariance algo-

rithm (GML-LOOC) classifiers in the analysis of complex forest scenarios characterized by a high 

number of species in a multisource framework; 

iii.  analysis on the effectiveness of different LIDAR returns and channels (elevation and intensity) for 

increasing the classification accuracy obtained with hyperspectral images, especially in relation to 

the discrimination of very similar classes. 
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The proposed system was tested on a dense forest area characterized by a very high number of complex 

tree species (i.e. 19 species). In the experiments, we considered airborne hyperspectral images and LI-

DAR data with a very high geometrical resolution (1 m) and a density higher than 5 points per square me-

ter, respectively. The results obtained confirm the effectiveness of the proposed system, and achieve in-

teresting conclusions on the importance of the joint use of LIDAR and hyperspectral data in forest 

classification. 

The chapter is organized into six sections. The next section describes the data set used in our analysis, 

while Section 3.3 presents the problem definition and the architecture of the proposed system, as well as 

the main preprocessing techniques adopted. The classification methods investigated in the proposed sys-

tem are analyzed in Section 3.4. Section 3.5 describes and discusses the experimental results obtained. Fi-

nally, the last section draws the conclusions of this work. 

 

3.2 Data Set Description 

The study area selected is a complex forest scene that corresponds to the natural reserve of the “Bosco 

della Fontana” in the Po Plain near the city of Mantua (Italy). The central point of the area has the fol-

lowing coordinates: 45° 12’ 1.68” N, 10° 44’ 35.53” E. The topography of this area is almost perfectly 

flat and it extends across an area of approximately 230 ha. This area represents one of the best preserved 

forest relicts on the Po Plain. Due to the absence of a significant human impact in the last century, this 

area has the following interesting properties: i) it contains a high number of vegetation species (more than 

twenty); ii) it consists of several similar tree species, including Quercus cerris, Quercus robur and Quer-

cus rubra; iii) it does not exhibit a preordered spatial tree distribution. 

We investigated 19 different tree species, to which we added a further four classes in order to have an ex-

haustive representation of land covers of the whole area analyzed. In total 23 classes were represented 

(see Table 3-1 for a complete description of the classes investigated). It is worth noting that among the 19 

tree species under analysis there are classes belonging to the same family, which have very similar spec-

tral signatures. Another important consideration with respect to this data set is that from the analyzed area 

not all the vegetation classes have the same relative frequency, and that there are some dominant species 

(e.g. Carpinus betulus, Quercus cerris, Quercus robur and Quercus rubra). 

The hyperspectral and LIDAR data (see Figure 3-1) were acquired simultaneously on June 28th, 2006 be-

tween 9:04 AM and 9:36 AM. The hyperspectral data consist of six partially overlapping images acquired 

by an AISA Eagle sensor in 126 spectral bands, ranging from 400 nm to 990 nm, with a spectral resolu-

tion of about 4.5 nm and a spatial resolution of 1 m. The flight direction of the plane was the same for all 

the six images (from East to West) and the flight height was consistent, at approximately 750 m. The LI-

DAR data were acquired by a sensor Optech ALTM 3100, with a mean density of 5.6 points per square 

meter. The laser pulse wavelength and the laser repetition rate were 1064 nm and 100 kHz, respectively. 

The data used in our investigation refer to the first four LIDAR returns: in particular the elevation and the 

intensity channels of each return. The total number of LIDAR points per return is as follows: 20’271’067 
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points for the first return, 5’096’256 for the second, 1’110’799 for the third and 85’741 for the fourth. A 

Digital Terrain Model (DTM) of the investigated area with a spatial resolution of 1 m was extracted from 

the LIDAR data. 

 

Table 3-1. Distribution of Reference Data Samples (Pixels) Among Investigated Classes. 

Class Name 
Reference Data 
samples 

Class Name 
Reference Data 
samples 

Class Name 
Reference Data 
samples 

Acer campestris 170 Juglans regia 1573 Quercus rubra 1137 

Acer negundo 48 Morus sp. 164 Robinia pseudoacacia 1008 

Alnus glutinosa 507 Platanus hybrida 2048 Rubus 661 

Carpinus betulus 910 Populus canescens 244 Shadows 290 

Corylus avellana 58 Populus hybrida 211 Snags 205 

Fraxinus angustifolia 787 Prunus avium 261 Tilia cordata 507 

Grassland 496 Quercus cerris 1796 Ulmus minor 403 

Juglans nigra 1283 Quercus robur 2049   
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Figure 3-1. Example of images used in the experiments: a) channel 34 (550 nm) of the hyperspectral im-
age; b) Digital Canopy Model (DCM) of the analyzed area. 

 
The ground truth samples (approximately 550 points) were collected with a ground survey in autumn 

2006. Samples were collated on a laptop within an orthophoto (with a geometrical resolution of 20 cm) of 

the area analyzed according to ground observations. We extracted these points from the entire study area 

thus ensuring a precise matching between the ground observations and the aerial ones (e.g. we considered 

trees near roads, grassland, etc.). The samples were collected on the basis: i) of the species (the ground 

truth is exhaustive, i.e. it represents all the species present in the area; furthermore, it takes into account 

the relative frequency of each class); and ii) of the spatial distribution (samples have a uniform distribu-

tion all over the scene). All points where then converted to Region of Interests (ROIs) on the co-
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registered hyperspectral and LIDAR data, and used for the generation of the training and test sets. The to-

tal number of ground truth samples (16816 pixels) represents about 0.7% of the whole investigated area. 

  
 
3.3 Problem Definition and system architecture 

3.3.1 Problem definition 

Generally, the analysis of large forest areas with hyperspectral scanners (usually characterized from a rel-

atively small FOV) requires the acquisition of different images which are then integrated according to a 

mosaic procedure. In this context, let us consider a series of M hyperspectral images with Xi (i=1,…,M) 

acquired in partially overlapping portions of the investigated area, and a LIDAR image L taken simulta-

neously with the hyperspectral ones. Let H be the radiometric normalized mosaic of these images and Hnr 

the corresponding noise reduced hyperspectral image. Xi (i=1,…,M), H and Hnr are n-dimensional im-

ages, where n is the total number of spectral bands. Let L denote the LIDAR interpolated image consist-

ing of the elevation and the intensity channels of the first m LIDAR returns. The total number of bands of 

L is 2*m, due to the fact that for each return we have both elevation E and intensity I  image (i.e., 

IEL ∪= ). Thus E and I  are m-dimensional images, representing the elevation and the intensity of the 

first m LIDAR returns, respectively. Let xp be the q-dimensional feature vector that represents the p-th 

pattern in input to the classifier. Finally let Ω={ω1,ω2,…,ωK} be the set of the K land-cover classes in the 

considered classification problem, with ωi the i-th class.  

As stated in the introduction, we focus on a specific problem: the fusion of hyperspectral and LIDAR data 

for classification of trees species. To reach this objective, we propose a system based on an architecture 

that processes both hyperspectral and LIDAR data, exploiting the complementary role that these data can 

play. The architecture of the proposed system (with the above-defined notation) is shown in Figure 3-2. In 

the following we present in detail the different parts of the system. 

 

3.3.2 System architecture 

The analysis of two different kinds of data (hyperspectral and LIDAR) requires the use of two different 

preprocessing schemes. For hyperspectral data, according to what previously described, it is necessary to 

mosaic various images in order to achieve coverage of the whole site. Before this phase, a relative radio-

metric normalization should be applied to the single images in order to obtain a uniform mosaic image. 

Several normalization algorithms have been proposed in literature (e.g. [40],[41]). Since the investigated 

area is almost perfectly flat, and the data were acquired in a reduced interval of time (about 30 minutes), it 

is reasonable to assume that all six hyperspectral images were taken under the same illumination condi-

tions. Therefore, and taking into account that in the classification phase we use a supervised classification 

system, we applied a relative radiometric normalization to the images without any specific atmospheric 

correction. In greater detail, we adopted a simple linear normalization based on the mean-standard devia-

tion algorithm [40]. 
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Figure 3-2. Architecture of the system developed. 
 

After creating the mosaic, we co-registered the hyperspectral data to the LIDAR images, using approxi-

mately 75 ground control points (GCPs) distributed across the entire image. In particular, to warp the im-

age we selected a polynomial transformation of third order and a nearest neighbor resampling of the pix-

els. The RMS error resulting after the co-registration phase was 0.76. The hyperspectral data were then 

de-noised with a simple low-pass filter with a window size of 3×3 pixels. In the previously published lit-

erature several studies pointed out the usefulness of this operation (e.g. [42][43]). In our case, given the 

high geometrical resolution of the images, the spatial degradation involved by the filter is acceptable with 

respect to both the reduction of the noise present in the images and the expected increase in class separa-

bility [42]. 

From a methodological viewpoint, the automatic analysis of hyperspectral data in the presence of a high 

number of forest classes is not a trivial task. In particular, the complexity can be attributed to: i) the high 

computational cost; ii) the need of advanced classification systems capable of adequately modeling the 

non-linear hyperdimensional discrimination functions associated with the presence of many tree species; 

and iii) the curse of dimensionality. In the context of supervised classification, one of the main difficulties 

is related to the usually small ratio between the number of available training samples and the number of 

features (Hughes phenomenon [44]), that makes it difficult (or impossible) to estimate the parameters of 

the classifier (e.g. with the Gaussian Maximum Likelihood algorithm).  

A possible solution to this problem is to use a feature-selection technique. The rationale of this approach 

is to reduce the number of features, by selecting a representative subset of the original spectral channels. 

A feature-selection technique is made up of a search strategy and of a separability criterion. In the litera-

ture several algorithms have been proposed for both these tasks. Concerning the search strategy, we can 
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find optimal procedures (e.g. Branch and Bound [43]), which allow us to identify the subset of features 

that maximizes the separability criterion, or suboptimal ones (e.g. Sequential Forward Floating Selection 

(SFFS) [45], Steepest Ascent [46]), which find a suboptimal solution with a reduced computational cost. 

For our study, we adopted the SFFS algorithm, which is widely used in the literature as it provides solu-

tions reasonably close to the optimal one. Regarding the separability criterion, several measures have 

been presented in the literature, including the Bhattacharyya distance, Jeffries–Matusita distance and 

transformed divergence [43], [47]. We selected the Jeffries-Matusita distance, which is associated to the 

Chernoff upper bound to the Bayesian error also in the multiclass case [48]. 

For the LIDAR analysis, we rasterized the raw data (corresponding to the LAS format) of all the returns. 

The elevation and the intensity channels were converted into a raster image with a spatial resolution of 1 

m, assigning to each pixel the mean value of points within the corresponding area on the ground. The few 

pixels with missing data in the first return were replaced by a linear interpolation, whereas no interpola-

tion was applied to the other returns. After this phase, in order to determine the height of vegetation with 

respect to the ground, we extracted the Digital Canopy Model (DCM) by subtracting the DTM to the ele-

vation channel of the LIDAR return. This procedure was applied to the elevation band of all four LIDAR 

returns. 

 

3.4 Classification Techniques 

In the definition of the proposed system, we analyzed and compared two advanced classification tech-

niques, specifically suitable to the analysis of hyperdimensional features spaces, in order to evaluate their 

effectiveness in classifying complex forest areas in a multisource framework. The first technique is a pa-

rametric regularized Gaussian Maximum Likelihood (GML) classifier that applies the Leave-One-Out-

Covariance (LOOC) procedure [48] to the estimation of the statistics of the classifier. The second tech-

nique is a distribution-free machine learning classifier based on the Support Vector Machine (SVM) [49], 

[50]. The main motivations for this choice are: i) GML-LOOC and SVM have been widely used in previ-

ous studies on classification of hyperspectral data (e.g., [48]-[50]) proving their effectiveness in hyperdi-

mensional feature spaces; ii) both techniques are intrinsically able to solve ill-posed classification prob-

lems, in which the ratio between the number of available training samples and the number of features is 

relatively small (this is a typical situation with hyperspectral data); iii) despite the above-mentioned 

common properties, GML-LOOC and SVM represent a good sampling of two different categories of clas-

sification algorithms. GML-LOOC is a parametric classifier based on the Gaussian model for the ap-

proximation of the class distributions. It represents an effective version of the widely used standard ML 

classifier for the analysis of hyperspectral data. The SVM classifier is a distribution-free complex classi-

fier, which is based on machine learning and thus on a completely different theoretical background with 

respect to GML-LOOC. SVM proved to be very effective for classification of hyperspectral data (e.g., 

[49],[50]). 

In the following we briefly recall the main properties of these classifiers. 
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3.4.1 Gaussian Maximum Likelihood with Leave-One-Out-Covariance algorithm (GML-LOOC) 

This algorithm belongs to the family of parametric techniques, and is based on the Gaussian Maximum 

Likelihood (GML) classifier. The standard GML procedure is effective when the ratio between the num-

ber of training samples and the dimension of the feature space is relatively high, but its performance de-

grades when this ratio decreases (Hughes phenomenon [43]). In particular when the number of training 

samples is smaller than the number of features, the covariance matrix used in the decision rule become 

singular, and thus the GML can not be used. To avoid this problem, several algorithms have been devel-

oped for the estimation of a non-singular covariance matrix (e.g. [48]-[54]). In our study, we chose the 

algorithm proposed in [48], called Leave-One-Out-Covariance (LOOC) algorithm. In the following we 

give more details on this classifier. 

Let xp be the p-th pattern to be classified, µi and Σi (with i=1,…,K) the mean value and the covariance ma-

trix of the i-th investigated class, respectively. The decision rule is as follows: 

jidd pipjjp ≠∀>⇔∈ )()( xxx ω  (3.1) 

where di(xp) is computed as: 

( ) ( ) iipi
t

ippid ΣµxΣµxx ln)( 1 +−−= −  (3.2) 

Usually the true values of the mean vectors and of the covariance matrices are not known and they should 

be estimated from the training samples. When a reduced number of samples is available, the covariance 

matrices can be replaced with the common covariance matrix, defined as: ∑
=

=
K

i
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1
ΣS  [48]. The LOOC 

algorithm proposes a more refined way to estimate the covariance matrices for classes characterized by a 

reduced number of training samples. In particular the covariance matrix LOOC
iΣ  of the i-th class is esti-

mated as follows: 
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where αi is a mixing parameter, whose value is selected according to the following procedure: i) removing 

one sample, ii) computing the mean and covariance from the remaining samples, iii) computing the likeli-

hood of the sample which was left out, given the mean and covariance estimates. Each sample is removed 

in turn, and the average log likelihood is computed. The value that maximizes the average log likelihood 

is selected [55]. This implementation has proved to be particularly effective in hyperspectral data classifi-

cation1. 

It is worth noting that since this classifier models the class distributions according to a Gaussian function, 

its application to multisensor data imply a Gaussian approximation of the distribution of classes on the 

stacked features vector. This approximation is reasonable from an application viewpoint, but it is not rig-

orous from a theoretical prospective. 

                                                 
1 In this chapter we used the implementation contained in the MultiSpec software [55]. 
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3.4.2 Support Vector Machine 

Support Vector Machines (SVMs) are distribution-free classifiers that overcome the aforementioned ap-

proximation of the GML-LOOC classifier. Developed by Vapnik [56], then SVM classifiers have under-

gone great development in last ten years and have been successfully applied to several remote sensing 

problems (e.g. [49],[50]). Their success is justified from four main properties: i) their relatively high clas-

sification accuracy and very good generalization capability with respect to other classifiers; ii) the limited 

effort required for architecture design and training phase if compared to other machine learning algo-

rithms (such as multilayer perceptron neural networks); iii) the convexity of the cost function that finds 

always the optimum solution; and iv) their effectiveness in ill-posed classification problems (problems 

with a low ratio between number of training samples and number of features) [50]. In the following, we 

briefly relate the main concepts and the mathematical formulation of SVMs2.  

Let us consider a binary classification problem. Let us assume that the training set consists of Q vectors 

q
p R∈x , with the corresponding target { }1;1 +−∈py , where “+1” and “-1” denote the labels of the 

considered classes. The non-linear SVM approach consists of mapping the data into a higher dimensional 

feature space, i.e., ')( q
p R∈Φ x (q’>>q), where it looks for a separation between the two classes by 

means of an optimal hyperplane defined by a weight vector 'w q∈� and a bias b∈� . In particular, w is 

a vector orthogonal to the separating hyperplane, b is a scalar value such that the ratio b/||w|| represents 

the distance of the hyperplane from the origin, and the function Φ represents a non-linear transformation. 

The membership decision rule is defined according to sign[f(x)] , where f(x) represents the discriminant 

function associated with the hyperplane and is written as: 

(x) w (x)f b= ⋅Φ +  (3.4) 

The optimal hyperplane is the one that minimizes a cost function which expresses a combination of two 

criteria: margin maximization and error minimization. It is defined as: 
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This cost function minimization is subject to the following constraints: 

Qpb ppp ,...,1,1)( =∀−≥+⋅⋅ ξxwy  (3.6) 

and 

Qpp ,...,1,0 =∀≥ξ  (3.7) 

where ξp are the so called slack variables and are defined as follows: 

( ) ( )( ) ( )))((1,0max,,, bb ppppp +Φ⋅−== xwywyx ξξ  (3.8) 

and they are introduced to take into account non-separable data. The constant C represents a regulariza-

tion parameter that controls the shape of the discriminant function, and consequently the decision bound-

                                                 
2 We used our own implementation of SVM which is based on the SMO procedure. 
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ary when data are non-separable. The above optimization problem can be reformulated through a La-

grange functional for which the Lagrange multipliers can be found by means of a dual optimization lead-

ing to a Quadratic Programming (QP) solution [56]. The final result is a discriminant function conven-

iently expressed as a function of the data in the original (lower) dimensional feature space: 

byf
Si

iii +Φ=∑
∈

),()( xxx α  (3.9) 

where Φ(ּ,ּ) is a kernel function and S is the subset of training samples corresponding to the nonzero 

Lagrange multipliers. It is worth noting that the Lagrange multipliers αi effectively weight each training 

sample according to its importance in determining the discriminant function. The training samples associ-

ated with nonzero weights are termed support vectors [50]. In particular the support vectors where αi=C 

are referred to as bound support vector, and support vectors with Ci << α0  are called non bound sup-

port vectors. The kernel Φ( ּ,ּ) must satisfy the condition of Mercer’s theorem so that it corresponds to 

some type of inner product in the transformed (higher) dimensional feature space [56]. 

The SVM classifier was developed to solve binary classification problems, but it can be easily extended 

to multiclass problems. The two main strategies used for K class problems are: i) One-Against-One 

(OAO) - the K-class problem is decomposed into K(K−1)/2 binary problems, each focused on the recog-

nition of a pair of classes. A generic pattern is associated with the class that receives the majority of the 

votes from the ensemble of binary classifiers. ii) One-Against-All (OAA) – the K-class problem is de-

composed into K binary problems, each focused on the recognition of one class against all the others. The 

“winner-takes-all” rule is used for the final decision, i.e. the winning class is the one corresponding to the 

SVM with the highest output (discriminant function value). We refer the reader to [50] for greater details 

on SVM classifiers and on the related multiclass strategies. 

 

3.5 Experimental Analysis and Discussion 

3.5.1 Experimental design 

In order to assess the effectiveness of the proposed system and to achieve the goals of this chapter, we de-

fined three different experiments: i) analysis of the importance of the joint use of hyperspectral images 

and first LIDAR return on the classification of complex forest areas; ii) analysis on the usefulness of mul-

tiple LIDAR returns and of the different information contained in elevation and intensity channels; iii) 

analysis on the generalization capability of the proposed system. 

For the first two experiments, we carried out the learning of the classifier (with the model selection) and 

the accuracy assessment according to a k-fold cross-validation procedure. This allowed us to analyze, 

from a rigorous statistical perspective, the potential of the proposed system, and of the hyperspectral and 

LIDAR sensors, in the considered scenario. We randomly divided the available ground truth data into 5 

subsets, and we then adopted a 5-fold cross-validation procedure, with training samples (pixels) distrib-

uted all over the scene. The samples of ground truth data available were used as follows: 20% in the train-

ing set (about 3300 samples) and 80% in the test set (about 13500 samples). It is worth noting that the use 
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of only 20% of the ground truth samples for learning tends to result in minority classes with very few 

training samples. However, this choice is reasonable as it represents a typical condition of real operational 

applications. 

With regards to the last experiment, we defined the training and the test sets by considering samples from 

different spatially disjoint areas in order to analyze the generalization capability of the system with re-

spect to the variability and the non-stationary behavior of the spectral signatures of the classes. In further 

detail, for this experiment the training and test samples were selected purposefully avoiding that they 

share pixels belonging to the same tree crown (i.e. all the pixels of a tree crown are completely included 

in only one of the two sets).  

The performances of the system were assessed by using error matrices. We derived the overall kappa co-

efficients from these matrices, as described by Congalton et al. in [57], and analyzed the statistic signifi-

cance of results according to the Zeta test [57]. 

In our experiments we used also the k-Nearest Neighbor (k-NN) classifier in order to compare the accu-

racy provided by the advanced classifiers included in the proposed system with a simple distribution-free 

classification technique. For the model selection of the SVM classifier, we chose a Gaussian kernel func-

tion, and applied a grid search strategy in a range between 50 and 240 for C, and in a range between 1 and 

1000 for γ. For the k-NN classifier, the value of k varied from 1 to 29. 

 

3.5.2 Experiment 1: analysis of the effectiveness of the proposed multisensor classification system. 

Let us consider the noise reduced hyperspectral data, as well as the intensity and the corrected elevation 

of the first LIDAR return. In this experiment we analyze the effectiveness of first LIDAR return channels, 

at first considering only the global kappa accuracy, and then analyzing in greater detail the class-by-class 

accuracies. Experiments were conducted with three classifiers: SVM, GML-LOOC and k-Nearest Neigh-

bor (k-NN). We carried out different trials using 126, 40, and 25 spectral channels derived according to 

the feature selection algorithm. Figure 3-3 shows the behavior of the average Jeffries-Matusita distance 

versus the number of hyperspectral channels selected with the SFFS search strategy. It is worth noting 

that the typical trend of this distance, which reaches saturation when the number of features used do not 

change the separability among information classes. We reached saturation with about 25 features but, in 

this experiment and in the following, we also analyzed what occurred with 40 hyperspectral features. This 

was done for consideration of some margin on the minimum number of input channels derived from the 

feature-selection phase. This is reasonable to better considering also the accuracy of minority classes that 

less affect the behavior of the average Jeffries-Matusita distance. 
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Figure 3-3. Behavior of the average Jeffries-Matusita distance versus the number of selected features. 

 
 

Table 3-2. Kappa Accuracies Obtained on the Test Set with Different Spectral Features and Clas-
sifiers. 

Kappa Accuracy 
Features 

SVM GML-LOOC k-NN 

25 hyperspectral bands 0.872 0.778 0.649 

40 hyperspectral bands 0.879 0.782 0.666 

126 hyperspectral bands 0.881 0.823 0.676 

 

Table 3-3. Kappa Accuracies Obtained on the Test Set with Different Spectral and LIDAR Fea-
tures and Classifiers. 

Kappa Accuracy 
Features 

SVM GML-LOOC k-NN 

25 hyperspectral bands + elevation and intensity of the first LIDAR return 0.885 0.809 0.698 

40 hyperspectral bands + elevation and intensity of the first LIDAR return 0.890 0.809 0.714 

126 hyperspectral bands + elevation and intensity of the first LIDAR return 0.892 0.840 0.714 

 

Table 3-2 illustrates the kappa accuracies obtained with different classifiers when varying the features 

used. From the analysis of these accuracies, we can infer some important points. For the SVM classifier, 

the accuracies obtained are particularly high considering the number of classes (23), and the number of 

training samples per class (as shown in Table 3-1, for some classes in the training phase we have only 10 

samples). In particular, it is possible to observe that the SVM classifier always provided significantly 

higher accuracy than both the k-NN and the GML-LOOC techniques. In greater detail, thanks to its 

strongly non-linear properties, the SVM classifier obtained with 25 features a kappa accuracy which is 

higher than that obtained by the GML-LOOC technique with all the 126 channels. These results confirm 

the superior performances of the SVM technique, which also involves an intrinsically better generaliza-

tion ability. The higher potentialities of the SVM classifier can be explained by the fact that it is a distri-
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bution-free technique that does not approximate the distribution of classes with any predefined statistical 

model (the GML-LOOC assume Gaussian approximation), but models the decision boundary on the basis 

of the available training data. This results in the capability to model also strongly non-linear decision 

boundaries. Another important issue to note is that both SVM and GML-LOOC do not seem significantly 

affected by the Hughes phenomenon, since the classification accuracies increases with increasing the 

number of features. In the case of k-NN, the kappa accuracies for all the experiments were much smaller 

than those obtained by the other classifiers. This confirms that k-NN is not able to manage hyperdimen-

sional feature spaces. This is especially true when classes with very few training samples are considered. 

The small kappa accuracies also illustrate the importance of using specific classifiers that exhibit a high 

generalization ability.  

Let us now analyze the effect of first LIDAR return channels on the classification accuracy. Table 3-3 

shows the accuracies obtained adding to different spectral features subsets the elevation and intensity 

channels of the first LIDAR return. Comparing the results of Table 3-2 and Table 3-3, reveals an increase 

in kappa accuracy from 1% to 4%, which is less relevant for the SVM and GML-LOOC classifiers, and 

more significant for the k-NN technique (which however does not obtain acceptable accuracies). From 

these results it seems that LIDAR channels provide relatively sparse information for discriminating be-

tween tree species. However, if we analyze the class-by-class accuracies, with and without LIDAR chan-

nels, the conclusions are quite different. Table 3-4 shows class-by-class accuracies obtained with the 

SVM classifier adding the two LIDAR channels to different spectral band subsets (25 and 40). From the 

analysis of the table we observe that, in general, very high accuracies were reached for very similar tree 

species, including Quercus cerris, Quercus robur and Quercus rubra. Concerning the role of LIDAR 

channels, we have different classification behaviors varying the number of spectral bands used. When 40 

bands were used, an increase in classification accuracy occurs for classes characterized by a low height. 

In particular for four of the classes the increment was higher than 5%. The increase in classification accu-

racy becomes more relevant when reducing the number of hyperspectral bands used. With 25 hyperspec-

tral channels, the accuracy increased by more than 10% for two classes, and more than 5% for seven 

classes. For example Acer negundo increased in accuracy by 13.56% adding LIDAR bands to 25 hyper-

spectral channels. Analyzing the confusion matrices this class increases its separability with respect to 

Carpinus betulus, Platanus hybrida and Quercus robur (which are characterized by a very different mean 

height with respect to Acer negundo). It is possible to draw similar conclusions also for others classes that 

have relevant increase in classification accuracy. It is worth noting that the classes that significantly in-

crease their accuracy by introducing LIDAR features are the underrepresented classes. This is the motiva-

tion for the relatively small impact of this improvement on the overall classification accuracy. 

The Zeta test [57] was computed between kappa accuracies obtained with 40 hyperspectral bands with 

and without LIDAR channels using SVM and GML-LOOC classifiers. All the differences in accuracy 

were statistically significant at 95% of the confidence interval. 
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Table 3-4. Class-by-Class Accuracy Obtained by the SVM Classifier with LIDAR and without 
LIDAR with a Different Number of Hyperspectral Channels. 

25 Hyperspectral Features 40 Hyperspectral Features 

Accuracy (%) Accuracy (%) Class Name 

LIDAR no LIDAR 
∆ (%) 

LIDAR no LIDAR 
∆ (%) 

Acer campestris 76.76 70.29 6.47 75.59 71.03 4.56 

Acer negundo 85.45 71.89 13.56 87.53 80.19 7.34 

Alnus glutinosa 90.63 91.12 -0.49 91.02 90.73 0.30 

Carpinus betulus 92.39 91.54 0.85 92.31 91.68 0.63 

Corylus avellana 45.19 38.75 6.44 45.62 38.34 7.28 

Fraxinus angustifolia 90.34 90.82 -0.48 90.25 89.83 0.41 

Grassland 100.00 98.64 1.36 100.00 99.09 0.91 

Juglans nigra 86.57 84.32 2.26 88.25 85.19 3.06 

Juglans regia 89.67 90.40 -0.73 90.67 90.69 -0.02 

Morus sp. 87.34 75.92 11.42 87.34 78.67 8.67 

Platanus hybrida 89.99 90.23 -0.24 90.20 90.93 -0.73 

Populus canescens 87.29 84.84 2.46 89.04 87.19 1.84 

Populus hybrida 89.10 85.66 3.44 89.92 87.31 2.61 

Prunus avium 79.79 72.89 6.90 80.65 76.53 4.12 

Quercus cerris 92.87 93.07 -0.19 93.35 92.80 0.54 

Quercus robur 86.49 86.91 -0.41 88.25 88.24 0.01 

Quercus rubra 92.22 93.42 -1.21 91.93 93.36 -1.43 

Robinia pseudacacia 88.54 85.05 3.50 88.22 84.90 3.32 

Rubus 93.72 86.46 7.26 93.19 87.75 5.45 

Shadows 98.02 97.93 0.09 98.28 97.84 0.43 

Snags 86.34 85.98 0.37 85.61 85.85 -0.24 

Tilia cordata 89.69 84.07 5.62 89.30 86.04 3.26 

Ulmus minor 70.22 65.81 4.40 71.65 69.17 2.48 

 

From these results, it is possible to conclude that first LIDAR return can be very useful in the discrimina-

tion of specific tree species. In addition, if LIDAR channels are available, it is convenient to use a re-

duced number of spectral channels, and to add to these channels the LIDAR information. In this perspec-

tive, on the one hand, the LIDAR channels compensate the minor lost of information due to the reduced 

number of spectral channels; on the other hand, the resulting smaller number of features allows both a re-

duction of computation time and an increase in the generalization capability of the system. 

 

3.5.3 Experiment 2: detailed analysis of the complementary information contained in LIDAR re-

turns. 

In the first part of this experiment we considered 40 hyperspectral bands and the two channels of the first 

LIDAR return. From the results of the previous experiment, it is clear that these channels are useful in 

classification of complex forest areas, especially for discriminating between specific tree species. The 

next step is to understand the amount of information present in each channel (i.e. elevation and intensity). 
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Table 3-5. Kappa Accuracies Obtained with SVM Varying the First LIDAR return Channels 
Used. 

Features Used Kappa Accuracy 

40 hyperspectral features 0.879 

40 hyperspectral features + Elevation and Intensity of the First LIDAR return 0.890 

40 hyperspectral features + Elevation of the First LIDAR return 0.888 

40 hyperspectral features + Intensity of the First LIDAR return 0.876 

 

Table 3-5 presents the kappa accuracies obtained with the SVM, with either: i) 40 hyperspectral bands, ii) 

40 hyperspectral bands plus elevation and intensity of the first LIDAR return, iii) 40 hyperspectral bands 

plus elevation of the first LIDAR return, and iv) 40 hyperspectral bands plus intensity of the first LIDAR 

return. As it is clear from the table, the increase in classification accuracy obtained with LIDAR data is 

mainly due to the elevation channel, whereas the intensity channel does not give any relevant information 

for the classification of the considered forest area (it slightly decreases the overall kappa accuracy). 

The second part of this experiment was focused on multiple LIDAR returns available in the data set used 

for this study. To analyze the information contained in these channels for the classification process, we 

carried out a series of trials incrementally adding the first, the second, the third and the fourth return 

channels (elevation and intensity) to the 40 hyperspectral bands. 

 
Table 3-6. Kappa Accuracies Obtained with SVM Varying the Number of LIDAR Returns Joint-

ly Used with the 40 Hyperspectral Features Selected. 

LIDAR Features Used Kappa Accuracy 

1st Return channels 0.890 

1st + 2nd Return channels 0.878 

1st + 2nd + 3rd Return channels 0.872 

1st + 2nd + 3rd + 4th Return channels 0.872 

 

Table 3-6 shows the overall kappa accuracies obtained in these trials. From these results it seems that re-

turns different from the first do not increase kappa accuracy. On the contrary, they result in a slight de-

crease of the accuracy with respect to that yielded using hyperspectral features plus first LIDAR return 

channels. These results depend on the properties of available multiple LIDAR returns. As described in 

section 3.2, the number of pulses is different for each return, and in particular it decreases by increasing 

the return number. This can be explained by the fact that the analyzed area is characterized by a very 

dense tree crown coverage that precludes the generation of secondary returns in many portions of the 

scene. For this reason, during the rasterization phase of the LIDAR data not all the pixels were associated 

with a value. In particular, for returns 3 and 4 we have many pixels with no data points. This introduces a 

noise in the classification process, thus balancing possible advantages in the characterization of the can-

opy of different species. In general, we expect that this issue should be better investigated using data with 

a higher number of representative samples from multiple returns. 
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3.5.4 Experiment 3: generalization capability of the system. 

As described in section 3.5.1, with this last experiment we simulate a borderline case, in which training 

and test samples are as disjoined as possible. This allows us to verify the behavior of the proposed system 

when test samples belong to a significantly different area from the one considered for the training of the 

system. It is worth noting that in this specific case we have some classes with a reduced number of 

ground truth samples; this means that only few (three or four) trees in the whole scene were available for 

these classes. Thus, the exclusive assignment of a tree to the training or the test set makes ground truth for 

minority classes unrepresentative of the variability of the spectral signature over the scene, resulting in a 

very difficult classification problem. 

 

Table 3-7. Kappa Accuracies Obtained on Test Set with Different Classifiers Using Disjoint 
Training and Test Sets. 

Kappa Accuracy 
Features Used 

SVM GML-LOOC k-NN 

40 Hyperspectral Bands 0.691 0.629 0.468 

40 Hyperspectral Bands + Elevation and Intensity of the first LIDAR return 0.717 0.658 0.484 

 

From Table 3-7, one can see that the kappa accuracies decrease with respect to the previous experiments 

for all the three classifiers considered. On the contrary, the differences in accuracies between the two sub-

sets of features (with and without LIDAR) remain almost the same. The kappa accuracy of SVM was still 

significantly higher than those provided by others classifiers (i.e. 0.717 versus 0.658 and 0.484), but there 

was a large decrease with respect to those yielded in previous experiments. Also, the GML-LOOC sig-

nificantly decreased the kappa accuracy. However, as expected, the more relevant degradation was asso-

ciated with the k-NN classifier, that resulted in a kappa accuracy lower than 50%. Analyzing the SVM 

class-by-class accuracies, we observed  that for some dominant classes, including Carpinus betulus, Jug-

lans regia, Platanus hypbrida and Quercus rubra, the accuracies are still in the order of 85-90% (88.41%, 

87.43%, 84.35%, and 93.47%, respectively), whilst for the minority classes we have a dramatic decrease 

of accuracies. For example, for Acer campestris, Populus hybrida, Prunus avium and Ulmus minor the 

accuracies were lower than 50% (42.86%, 30.56%, 32.39%, and 24.31%, respectively). These results 

were expected in this very critical scenario (see [58]), that should be addressed by using semi-supervised 

classification techniques (like semi-supervised SVM [59]) especially developed for strongly ill-posed 

problems. 

The differences in kappa accuracy between trials with and without LIDAR channels, with SVM and 

GML-LOOC classifiers were also tested with the Z test [57]. All the differences resulted to be statistically 

significant at 95% of the confidence interval. 
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3.6 Conclusions 

In this chapter we investigated the joint use of hyperspectral and LIDAR remote sensing data for the clas-

sification of complex forest areas. We analyzed this issue by proposing a novel classification system, 

based on different possible classifiers, that were able to properly integrate multisensor information. From 

an analysis of the results of all the experiments carried out using the proposed system, we can conclude 

that in general it provided high accuracies, managing in an effective way the complementary information 

contained in hyperspectral and LIDAR data. In greater detail, we verified that: 

i. the presented system is very effective for classifying hyperspectral and LIDAR data, providing high 

accuracy on almost all the considered forest classes (it yielded accuracies of over 90% for certain 

classes); 

ii. the distribution-free SVM classifier provided much higher accuracies than the other classifiers in-

vestigated. The parametric GML-LOOC, even if less effective than SVM, yielded acceptable accu-

racies, whereas the k-NN technique (used for comparison) was unsuitable for the solution of hyper-

dimensional problems; 

iii.  the elevation channel of the first LIDAR return data played the most important role for increasing 

the discriminability (and thus the accuracy) of the forest classes by having similar spectral signa-

tures. This was due to the different average elevation of some of some forest classes; 

iv. LIDAR returns that are different from the first return do not seem capable to improve the kappa ac-

curacy when used jointly with hyperspectral channels. However, this issue should be better ana-

lyzed on other data sets by considering a more complex feature extraction phase; 

v. in critical cases, with a large difference between training and test samples, the system based on the 

SVM classifier should provide an acceptable accuracy. However, in this extreme case the perform-

ances were degraded significantly and it is recommended to use specific classification techniques 

developed for ill-posed problems (e.g. semi-supervised [59]). 

As a final remark, it is important to observe that the proposed system and study seem particularly relevant 

when considering that in several forest areas both hyperspectral and LIDAR data are acquired for species 

classification and parameter estimation, respectively. In these situations it is important to properly inte-

grate LIDAR data in the classification process because: i) the use of hyperspectral and LIDAR data in-

creases the separability of tree species having similar spectral signatures but different height; ii) the intro-

duction of the first LIDAR return elevation channel produces, with a limited number of spectral features, 

accuracies similar to those yielded with a significantly higher number of features. This results in a lower 

computational time and in an increase of the generalization capability of the system. 

In terms of future developments of this work we are planning to: i) introduce in the classification phase 

semi-supervised classifiers in order to increase the generalization ability of the system and improve the 

modeling of the non-stationarity of the spectral signatures of classes in the scene [58]; ii) jointly exploit 

hyperspectral images and LIDAR data for the estimation of biophysical forest parameters (e.g., biomass, 

structure, etc.). 
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Chapter 4 

 

4 Analysis on the use of multireturn LIDAR data for the 

estimation of stem volume at individual tree level     

 

Small footprint Light Detection and Ranging (LIDAR) data have been shown to be a very accurate tech-

nology to predict stem volume. In particular most recent sensors are able to acquire multiple return 

(more than 2) data at very high hit density, allowing one to have detailed characterization of the canopy. 

In this chapter we utilize very high density (> 8 hits per m2) LIDAR data acquired over a forest stand in 

Italy. 

Our approach was as follows: individual trees were first extracted from the LIDAR data and a series of 

attributes from both the 1st, and non-first (multiple) hits associated with each crown were then extracted. 

These variables were then correlated with ground truth individual estimates of stem volume. 

Our results indicate that: i) non-first returns are informative for the estimation of stem volume (in par-

ticular the 2nd return); ii) some attributes (e.g., maximum at the power of n) better emphasize the informa-

tion content of returns different from the 1st respect to other metrics (e.g., minimum, mean); and iii) the 

combined use of variables belonging to different returns slightly increases the overall model accuracy. 

Moreover we found that the best model for stem volume estimation (adj-R2 = 0.77, P < 0.0001, SE = 

0.06) comprised four variables belonging to three returns (1st, 2nd, and 3rd). 

The results of this analysis are important as they underline the effectiveness of the use of multiple return 

LIDAR data, underling the connection between LIDAR hits different from the 1st and tree structure and 

characteristics. 

 

4.1 Introduction 

Prediction of stem volume is an important goal of sustainable forestry, with estimates critical for both for-

est inventories as well as for assessing terrestrial carbon stocks as a key component of carbon accounting 

(i.e. [1],[2]). Although tree stem volume is generally estimated using ground based measurements, a large 

number of studies have demonstrated the capacity of using remotely sensed data for this purpose (e.g., 

[2]-[13]). There are a number of advantages of using remote sensing for the estimation of forest stem vol-

ume including the possibility to have measurements from every location in the forest, or the ability to col-

lect data in areas difficultly accessible on the ground. 
                                                 
This chapter is in press on IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing, 
with the title: “Analysis on the use of multiple return LiDAR data for the estimation of tree stems volume”. Authors: 
Michele Dalponte, Nicholas C. Coops, Lorenzo Bruzzone, and Damiano Gianelle. 
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One remote sensing technology which has been widely investigated over the past decade to estimate for-

estry attributes is Light Detection And Ranging (LIDAR) (e.g., [2]-[13]). These investigations can be di-

vided into studies at stand level (e.g., [3]-[6]) and studies at single tree level (e.g., [2],[7]-[12]), with stand 

approaches consisting of estimating the stem volume of groups of trees usually starting from circular plot 

of a given radius, while single tree approaches estimate individual stem volume of each tree. 

Among these two scales of application, the majority of the studies have focused on the stand level, princi-

pally due to the ready availability of plot level data from forest inventory. Moreover, in the past the ma-

jority of the LIDAR sensors did not acquire data with a sufficiently high posting density to allow multiple 

hits per tree crown thus making single tree level prediction of volume difficult. Naesset [3] analyzed the 

effects of different sensors (Optech ALTM1233 and ALTM3100), flying altitudes (1100, 1200 and 2000 

m), and pulse repetition frequencies (PRF) (33, 50 and 100 kHz) on the estimation of stem volume and 

mean height at stand level using 1st and last return LIDAR data. The study concluded that: i) different 

sensors produce point clouds with different properties; ii) low PRFs tend to produce upward shifted can-

opy height distributions compared to higher PRFs; iii) all the datasets acquired in different conditions ap-

pear to be suitable for the estimation of volume (the “best” model developed has a R2 of 0.92) and mean 

height, with a mean error of up to 10.7% for stem volume and 2.5% for mean height [3]. In [4] Coops et 

al. estimated the canopy structure of a Douglas-fir forest with 1st return LIDAR data and found high cor-

relations between field data and LIDAR derived data (R2 = 0.85 (P < 0.001, SE = 1.8 m) for the mean 

height, and R2 = 0.65 (P<0.05, SE=14.1 m2ha-1) for basal area). Patenaude et al. in [5] estimated the 

aboveground carbon content in a number of plots using first and last return LIDAR data and also found 

strong correlations (R=0.74, P<0.01, SE = 4.06 t ha-1). 

At the single tree scale Popescu et al. in [7] estimated forest volume and biomass at the individual tree 

level using LIDAR 1st return and a crown extraction algorithm with encouraging results (83% of the vari-

ance explained for the estimation of volume). Similarly, Hyyppa et al. in [9] proposed a method for the 

estimation of stem volume using 1st return at single tree level, based on the segmentation of the individual 

tree crowns. Bortolot et al. [2] used an individual tree-based approach to estimate forest biomass using 1st 

return LIDAR data, obtaining good results with R ranging between 0.59 and 0.82. In [10] Wang et al. 

proposed a procedure for the analysis of the vertical canopy structure and the 3D modeling of forest. 

From their analysis they derived parameters from 1st return LIDAR data characterizing crown volume  

tree diameter and height. Likewise Falkowski et al. in [11] proposed an automated technique for the esti-

mation of tree crowns based on spatial wavelet analysis and accurately predicted crown diameters (R =  

0.86).  

In the majority of these single stem volume analyses 1st return LIDAR data have been used with little in-

vestigation into the information content and applicability of returns different from the 1st or the last. This 

lack of investigation is principally due to the fact that, until recently, most sensors only recorded dual re-

turns (1st and last hit); however, more recently multiple return, discrete small footprint LIDAR systems 

have become available allowing multiple returns (more than 2) to be recorded and subsequently analyzed. 
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However, whilst multiple return system may have the capacity to record more than 2 returns per LIDAR 

pulse, numerous factors influence the number of returns [4] including the amount of energy needed to 

trigger a return, the minimum time differences between two echoes, and the specific method used to de-

tect an echo. All these factors affect the minimum distance between returns. For example, in the Optech 

ALTM3100 (the sensor used in this study) the minimum distance detected between the 1st and the 2nd re-

turn is 2.1 m, which increases to 3.8 m for any subsequent returns [3]. Despite these potential limitations, 

multiple LIDAR returns potentially provide an increase in the information provided by these sensors, in 

particular in applications such as predicting crown and stem attributes where multiple returns are ex-

pected. The goal of this chapter therefore is to examine the differences in the capacity of LIDAR pulse 

returns to predict individual stem volume based on their relative return. Our analysis is focalized on: i) 

single variables; ii) group of variables according to their characteristics (e.g., standard metrics, percen-

tiles, etc) and returns (1st, 2nd, 3rd, and 4th); and iii) all the variables. Moreover we analyze the generaliza-

tion ability of the best model developed with a cross-validation analysis. 

This chapter is organized as follows: in section 4.2 we describe the study area and data used; in section 

4.3 we present our approach with a particular focus on the phase of variables extraction. Section 4.4 illus-

trates the experimental results, with important discussions on the outcomes of the experiments, and finally 

in section 4.5 we draw some conclusions. 

 

4.2 Data set description 

The focus area for this study is a 500 ha forest stand located in the Trento Province in the north of Italy in 

the Italian Alps. It has a variable topography with Norway spruce (Picea abies) and Silver Fir (Abies 

alba), the dominant species and subdominant species including Fagus sylvatica, Larix decidua and Pinus 

sylvestris. 

The field data for this study were collected in 2007 with the relascopic technique. Fifty plots were ran-

domly distributed over the study area. Within each sampling point, a standard cluster of five angle count 

sampling (ACS) was used to estimate mean basal area around the point, while the diameter at breast 

height (DBH) (1.30 m) was measured for all trees with DBH > 17.5 cm. For each sample plot, some tree 

heights (about 4-6 of tallest trees for species that were present in the central ACS) were measured with a 

Vertex hypsometer, in order to select an acceptable height-diameter function for the estimation of tree 

volume. For trees for which only the diameter was measured, the height was estimated using a local 

height-diameter function selected using the information provided by the heights measured. The height-

diameter relationships were provided by the Forest Service of the Province of Trento (Italy). 

The LIDAR data were acquired on September 4th, 2007, using an Optech ALTM 3100 laser scanner, with 

a mean density of 8.6 points per square meter. The laser pulse wavelength and the PRFs were 1064 nm 

and 100 kHz, respectively, with the system recording up to four returns per pulse. 
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Table 4-1. Summary of the field measurements (N=number of trees; DBH=diameter at breast 
height (1.30 m); CBH=crown base height). 

 Species      
Characteristic 

 All Abies alba Picea abies Fagus sylvatica Larix decidua Pinus sylvestris 

N  243 111 106 14 10 2 

%  100 45.68 43.62 5.76 4.12 0.82 

Tree Height (m) Range 11.1 - 37.1 13.9 - 36.6 15.4 - 37.1 11.1 - 28.7 15.5 - 29.2 14.1 - 16.2 

 Mean 26.27 25.81 27.73 21.87 24.15 15.15 

 S.D 4.88 4.45 4.76 4.2 4.21 1.48 

DBH (cm) Range 16 - 74 16 - 74 22 - 72 18 - 47 35 - 63 26 - 34 

 Mean 44.68 43.71 47.56 29.71 48.8 30 

 S.D 11.09 9.53 11.23 8.72 9.33 5.66 

CBH (m) Range 1.4 – 23.3 2.1 – 20.8 1.4 – 23.3 2 – 15.4 1.5 – 16.5 6.8 – 10.1 

 Mean 11.33 12.22 10.86 8.46 11.13 8.45 

 S.D 4.57 3.80 5.23 3.70 4.33 2.33 

Volume (m3) Range 0.16 - 6.50 0.19 - 6.50 0.29 - 5.69 0.16 - 2.24 0.63 - 2.90 0.33 - 0.66 

 Mean 2.01 1.95 2.3 0.8 1.7 0.5 

 S.D 1.12 0.99 1.2 0.61 0.76 0.23 

 

In order eliminate the effect of the topography on the elevation of the LIDAR hits and to retrieve the ex-

act height of each tree it was necessary to subtract from each LIDAR return the height of the underlying 

terrain. To this end, a Digital Terrain Model (DTM) with a spatial resolution of 1 m was generated start-

ing from the data acquired. The DTM was provided by the company that acquired the LIDAR data. This 

surface was then subtracted from all returns points.  

 

4.3 Methods 

The approach followed in this chapter is shown in Figure 4-1.  

 

Figure 4-1. Architecture of the system adopted. 
 

In order to derive individual crowns we first derived a Digital Canopy Model (DCM), which was calcu-

lated as the mean height of all first return hits within a 1 × 1 m grid. 
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To retrieve the individual tree crowns from the DCM we applied the algorithm described in [7], imple-

mented in the software TreeVaW1. This algorithm assumes a circular shape for the tree crowns and it is 

based on two main steps: i) the individual trees are located using a moving window; ii) starting from the 

individual tree positions the diameter of each crown is estimated. 

As described in Popescu et al. [7][8], in the first step the local maximum (LM) technique is used to locate 

the tree tops. In particular this algorithm operates with a square window of nn ×  pixels and a circular 

window of variable sizes. After this step the crown diameter is identified. In this phase at first the algo-

rithm applies a median 3x3 filter in order to reduce the outliers, preserving the edges. The crown diameter 

is computed as the average between two values measured along two perpendicular directions from the 

tree top location. In order to describe the crown profile along these two perpendicular directions the algo-

rithm fits them with a 4th degrees polynomial using the singular value decomposition (SVD). The lengths 

of these profiles are determined by the window size, and they are usually double of the window size. The 

use of a 4th degree polynomial allows one to exploit a concave shape with three extreme values. These 

values could be both local maxima and minima, and the values of the independent variable at extreme 

functional are called critical points. The algorithm finds these points, and analyzes them with a derivative 

analysis (first and second derivative). In particular the sign of the second derivative allows one to know if 

the concavity has changed. If it happens we have a point of inflection that usually occurs on the edges of a 

crown profile. The distance between these points is used to compute the tree crowns. The final value of 

the crown diameter is the average between the diameters measured on the two directions. 

All tree locations were overlaid onto both a 20 cm orthophoto and the derived TreeVaW crown polygons. 

The size of the tree crown and tree species from the field data were used to ensure the individual tree data 

matched the extracted crown information to avoid errors connected with tree positions in the final model 

(see Table 4-1 for a detailed description of the final ground truth available). Only tree crowns which were 

positively matched to the LIDAR data were used in the analysis. Once the tree position and the diameter 

of the crown were extracted, a cylinder is defined representing the individual tree within the dataset, and 

all LIDAR hits were extracted. 

From each identified crown we extracted a series of variables from both the elevation and the intensity 

information of each pulse. We divided the variables extracted into five different groups: i) “standard met-

rics”: minimum, maximum, mean and range value of the elevation of each return (e.g., [4][7][13]); ii) 

“distributional metrics”: standard deviation, kurtosis, skewness, coefficient of variation of the elevation of 

each return (i.e. [13]), crown radius, crown area and crown volume (calculated as a cylinder having as 

area the crown area and as height the difference between the DCM and the average height of the 2nd, 3rd or 

4th return according to which is the last return available after the 1st); iii) “intensity metrics”: the mean 

value of the intensity for each return; iv) “percentiles”: the percentiles of the elevation from the 5th to the 

95th for each return (e.g., [13]); and v) “maximumn”: the maximum of each return elevation at the power 

of n (with n=0.1,…,5) (e.g., [6]). 

                                                 
1 http://www-ssl.tamu.edu/personnel/s_popescu/TreeVaW/ 
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In order to assess the relationships between the LIDAR extracted variables and the volume we utilized a 

stepwise selection procedure. This approach has widely been used in previous research (e.g., [1][13]), and 

it is an enhancement of the forward stepwise selection. In this technique variables are added and deleted 

from the model according to their significance (see [14] for a more detailed description). 

No predictor variable was left in the model with a significance value of the F statistic greater than 0.01. 

This value was applied instead of the most common 0.05 as a model with a reduced number of variables 

allow us to obtain a more stable model with a higher generalization ability. 

In the estimation phase we utilized multivariate linear regression. In the analysis we used all the ground 

truth points for the creation of the model. Subsequently with the best model we applied a 10-fold cross-

validation analysis using 90% of the data (about 219 trees) for the training and 10% for the test (about 24) 

in order to analyze the generalization ability of the model. 

 

4.4 Results 

Four sets of analysis were undertaken. First we analyzed the relationship between the LIDAR data and the 

tree heights (section 4.4.1). Secondly we focused on the stem volume estimation by analyzing its relation-

ship with the extracted variables, considering each variable separately (section 4.4.2), groups of variables 

(section 4.4.3), and all the variables together (section 4.4.4). 

 

4.4.1 Correlation between first return LIDAR data and tree heights. 

The relationship between individual tree height and the maximum of the 1st return is shown in Table 4-2. 

The overall relationship across all species is highly significant (adj-R2 = 0.91, P < 0.0001, SE = 0.3). 

When stratified by species the relationship remains highly significant (adj-R2 = 0.90 to 0.92). 

 

Table 4-2. Correlation between the maximum of the first return inside the crown and the tree 
height. 

Characteristic N RMSE adj-R2 

All trees 243 1.44 0.91 

Abies alba 111 1.38 0.90 

Picea abies 106 1.54 0.90 

Fagus sylvatica 14 1.26 0.91 

Larix decidua 10 1.21 0.92 

Pinus sylvestris 2 - - 

 

4.4.2 Regression analysis of each variable extracted in the estimation of stem volume. 

The relationship between individual stem volume and the extracted LIDAR variables presented in section 

3.3 is shown in Table 4-3. Results are shown for all the reference points and for the two main species pre-

sent in the investigated area. 

Among the “Standard metrics” the variable which emerges to be the most highly correlated with the stem 

volume is the maximum of the 1st return (adj-R2 = 0.7, P < 0.0001, SE = 0.06). This result was anticipated 
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as the ground truth tree stem volume was computed as a function of both height and the DBH of the stem. 

The second highest correlation occurs with the maximum of the 2nd return (adj-R2 of 0.69, P < 0.0001, SE 

= 0.06). 

 

Table 4-3. Variables extracted from each crown and their adj-R2 relative to the volume estimation 
considering all the reference points and the points divided by species. 

adj-R2    Return Variable 
All Abies alba Picea abies 

Standard metrics 1st  maximum 0.70 0.62 0.75 
  minimum 0.10 0.06 0.13 
  Mean 0.47 0.37 0.55 
  range 0.46 0.36 0.51 
 2nd  maximum 0.69 0.62 0.74 
  minimum 0.02 0.01 0.03 
  mean 0.41 0.34 0.50 
  range 0.50 0.38 0.56 
 3rd  maximum 0.49 0.44 0.51 
  minimum 0.00 0.00 0.01 
  mean 0.32 0.29 0.35 
  range 0.45 0.40 0.45 
 4th  maximum 0.31 0.28 0.31 
  minimum 0.04 0.06 0.03 
  mean 0.22 0.22 0.20 
  range 0.28 0.26 0.27 
Maximumn 1st  n=0.1, …, 5 0.65 - 0.74 0.58 – 0.67 0.72 – 0.77 
 2nd  n=0.1, …, 5 0.61 - 0.74 0.55 – 0.68 0.69 – 0.77 
 3rd   n=0.1, …, 5 0.12 - 0.63 0.12 – 0.58 0.10 – 0.67 
 4th  n=0.1, …, 5 0.19 - 0.32 0.18 – 0.33 0.18 – 0.32 
Percentiles 1st  5th to 95th 0.00 - 0.70 0.00 – 0.61 0.01 – 0.75 
 2nd  5th to 95th  0.00 - 0.66 0.00 – 0.60 0.00 – 0.72 
 3rd   5th to 95th  0.00 - 0.46 0.01 – 0.41 0.00 – 0.49 
 4th  5th to 95th  0.04 - 0.31 0.05 – 0.28 0.03 – 0.31 
Distributional Metrics 1st  standard deviation 0.47 0.38 0.44 
  kurtosis 0.00 0.00 0.01 
  skewness 0.01 0.00 0.06 
  coefficient of variation 0.22 0.20 0.14 
 2nd  standard deviation 0.25 0.15 0.29 
  kurtosis 0.00 0.00 0.00 
  skewness 0.04 0.02 0.06 
  coefficient of variation 0.03 0.02 0.03 
 3rd  standard deviation 0.30 0.28 0.27 
  kurtosis 0.01 0.03 0.01 
  skewness 0.01 0.02 0.02 
  coefficient of variation 0.17 0.21 0.11 
 4th  standard deviation 0.25 0.22 0.24 
  kurtosis 0.12 0.13 0.10 
  skewness 0.02 0.03 0.01 
  coefficient of variation 0.20 0.21 0.16 
  area 0.50 0.38 0.53 
  radius 0.52 0.41 0.56 
  cylinder volume 0.38 0.25 0.44 
Intensity metrics 1st  mean 0.10 0.09 0.03 
 2nd  mean 0.00 0.03 0.00 
 3rd  mean 0.04 0.06 0.01 
 4th  mean 0.08 0.14 0.07 
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Among the “Distributional metrics” the variables most highly correlated with volume are the radius and 

the area, however in both cases the correlation is quite low (adj-R2 of 0.52 and 0.5, respectively). 

Figure 4-2 shows a correllogram of the relationship between the stem volume and the “percentiles”, based 

on the four returns. Results indicate the most significant percentile is the 95th for all the returns, with the 

1st return the most informative (adj-R2 = 0.70, P < 0.0001, SE = 0.06), followed by the 2nd return (adj-R2 = 

0.66, P < 0.0001, SE = 0.06). 

The behavior of the “maximumn” metric is shown in Figure 4-3. It is worth nothing that these are the 

variables that provide the highest levels of correlation, with a maximum of adj-R2 of 0.74 (P < 0.0001, SE 

= 0.06). In particular, for these variables there is no difference between the 1st and the 2nd return. More-

over, in this case also the 3rd return has quite high correlations, exhibiting a maximum adjusted R2 of 0.63 

(P < 0.0001, SE = 0.06). This underlines the potential of returns different from the first. 

Regarding the variables extracted from the intensity information, they resulted in a very low level of in-

formation (adj-R2 = 0.1, P<0.0001, SE = 0.02). 

From Table 4-3 it is also possible to see the behavior of adj-R2 for the two main species present in the 

area. As these species belong to the same family, the values of adj-R2 are quite similar for all of them, 

with slightly higher values for the Picea abies with respect to the Abies alba. Moreover, the values ob-

tained for these species are quite similar to the ones obtained considering all the reference points. 

 

 
Figure 4-2. Adj-R2 of the percentiles of the elevation of the different returns. 
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Figure 4-3. Adj-R2 of the maximum of the different returns at the power of n. 

 

 

4.4.3 Regression analysis considering groups of variables for the estimation of tree stem volume. 

Once individual correlations were assessed, we performed regression analysis based on the groups of 

variables. Table 4-4 shows the results of the stepwise selection applied to different groups of variables. 

Interestingly the best model incorporates all classes of variables. This is important, as it underlines that 

the combined use of these variables increases the predictive capacity of the model. Indeed the model cre-

ated with all the returns provides always higher values of adj-R2 with respect to the ones generated with 

only variables belonging to one return. 

Concerning the “standard metrics”, the variable that was always selected is the maximum. In two cases 

also other variables were selected, like the range of the 4th return and the mean of the 1st one. 

The model created using the “distribution metrics” has the largest number of variables (6) (adj-R2 = 0.75, 

P < 0.0001, SE = 0.06). These variables belong to different sources (1st and 4th return) and they are con-

nected also to the geometry of the tree (area and cylinder volume). 

Among the “percentiles” the variables derived from the 1st return provides the regression model with the 

highest accuracy (adj-R2 = 0.75, P < 0.0001, SE = 0.06); however in most cases the 2nd return does 

equally well (adj-R2 = 0.66, P < 0.0001, SE = 0.06). The model extracted with all the variables (adj-R2 = 

0.75, P < 0.0001, SE = 0.06) is made up by three variables belonging to the 1st return and one variable 

from the 4th, even if this variable is the last one selected. 

Concerning the “intensity metrics”, also in this case they do not provide good results, with an adjusted R2 

of only 0.13 (P < 0.0001, SE = 0.02). 

The set “maximumn” included the variables that provide the highest correlations (adj-R2 = 0.75, P < 

0.0001, SE = 0.06). In this case, it is worth noting that the model developed with the variables belonging 

to the 1st (adj-R2 = 0.74, P < 0.0001, SE = 0.06) and the 2nd (adj-R2 = 0.74, P < 0.0001, SE = 0.06) return 

provide the same results, underling the effectiveness of these variables, as well as also the amount of in-
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formation contained in the 2nd return. Moreover, also the variables extracted from the 3rd return provide 

quite good correlations (adj-R2 = 0.63, P < 0.0001, SE = 0.06). 

 

Table 4-4. Selected models for the different sets of variables for the estimation of tree stem vol-
ume.  

Initial variables set Returns RMSE adj-R2 N° var. Variables selected 

Standard metrics All 0.60 0.72 2 maximum of the 1st return 
range of the 4th return 

 1st  0.61 0.71 2 maximum 
mean 

 2nd 0.62 0.69 1 maximum 

 3rd 0.80 0.49 1 maximum 

 4th 0.93 0.32 1 maximum 

Other metrics All 0.57 0.75 6 skewness of the 1st return 
area 
cylinder volume 
standard deviation of the 1st return 
standard deviation of the 4th return 
coefficient of variation of the 1st return 

 1st  0.60 0.72 4 standard deviation 
coefficient of variation 
kurtosis 
skewness 

 2nd 0.78 0.52 2 standard deviation 
coefficient of variation 

 3rd 0.83 0.45 2 standard deviation 
coefficient of variation 

 4th 0.93 0.32 2 standard deviation 
coefficient of variation 

Intensity metrics All 1.04 0.13 2 mean of the 1st return 
mean of the 4th return 

Percentiles All 0.57 0.75 4 10th percentile of the 1st return 
55th percentile of the 1st return 
85th percentile of the 1st return 
90th percentile of the 4th return 

 1st  0.58 0.74 3 10th percentile 
55th percentile 
85th percentile 

 2nd 0.65 0.66 1 95th percentile 

 3rd 0.82 0.46 1 95th percentile 

 4th 0.90 0.37 3 5th percentile 
15th percentile 
90th percentile 

Maximumn All 0.56 0.75 3 maximum of the 1st at the power of  2 
maximum of the 2nd at the power of  3.5 
maximum of the 4th at the power of  4.2 

 1st  0.57 0.74 1 maximum at the power of  3.2 

 2nd 0.57 0.74 1 maximum at the power of  2.9 

 3rd 0.69 0.63 2 maximum at the power of  1.1 
maximum at the power of  1.4 

 4th 0.91 0.35 2 maximum at the power of  0.3 
maximum at the power of  3.8 
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4.4.4 Regression analysis using all the variables extracted for the estimation of tree stem volume. 

In this final analysis we considered all the variables extracted from all the four returns. Table 4-5 shows 

that the model developed using all the variables has the highest correlation (adj-R2 = 0.77, P < 0.0001, SE 

= 0.06). In this case the model is made up of four variables belonging to the 1st, the 2nd and the 3rd return. 

This is important as the selected variables represent different sources of information. However, the maxi-

mum variable is always selected in all the five selections, and also the variables of the group “maximumn” 

are always present. It is worth noting that another important source of information for the estimation of 

volume is that associated with the “percentiles”. Figure 4-4 shows the relationship between the predicted 

vs. observed stem volume. 

As the model derived from the variables of all returns is the one that provides the highest accuracy, we 

decided to use it in the cross-validation analysis. The results are shown in Table 4-6. 

Concerning the results on the training set, they are quite similar to the ones presented in Table 4-5, 

whereas for the test set there is a slight decrease of the adj-R2 (while the RMSE remains unchanged). 

 

Table 4-5. Selected models for the estimation of tree stem volume considering all the variables 
extracted. 

Initial variables set Returns RMSE adj-R2 N° var. Variables in the final model 

All the variables extracted All 0.55 0.77 4 maximum of the 1st return 
maximum of the 2nd return at the power of 4.8 
10th percentile of the 1st return 
10th percentile of the 3rd return 

 1st  0.56 0.75 3 maximum 
standard deviation 
maximum at the power of  5 

 2nd 0.58 0.74 1 maximum at the power of  3.4 

 3rd 0.68 0.63 3 maximum 
maximum at the power of  1.1 
maximum at the power of  5 

 4th 0.91 0.34 2 maximum 
maximum at the power of  5 

 

Table 4-6. Results obtained with a 10-fold cross validation. 

Training Test 
Variables in the final model 

RMSE adj-R2 RMSE adj-R2 

maximum of the 1st return 
maximum of the 2nd return at the power of 4.8 
10th percentile of the 1st return 
10th percentile of the 3rd return 

0.55 0.76 0.55 0.71 
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Figure 4-4. Observed volume vs. predicted volume for all the 243 trees of the ground truth. 

 
 
4.4.5 Analysis on the relationship between the number of hits per return and the crown depth. 

In this final analysis we examined if a relationship exists between the number of hits per return and the 

depth of the tree crowns. Figure 4-5 shows crown depth vs. the percentage of hits on the total for all the 

four returns considered. Twelve groups of crown depth were defined from 6 m to 28 m. Only trees with a 

height between 20 and 40 m were considered. From a theoretical viewpoint we expect that as much the 

crown is depth as high the possibility to have hits over the 1st return is. In greater detail, analyzing the 

specification of the sensor considered in this study we know that the minimum distance between the first 

and the second pulse is 2.1 m, and 3.8 m for any subsequent return [3]. This is confirmed from our analy-

sis. In Figure 4-5 it is possible to see that there is a slight trend for which we have a reduction of the per-

centage of 1st return hits, in favor to the hits belonging to the other returns. In particular we move from an 

81.5% of the 1st returns for the range between 6 and 8 m to 51.1% for the range from 26 to 28 m. Mean-

while we have an increase of the 2nd return (from 15.8% to 34%), of the 3rd (from 2.6% to 13%) and of the 

4th one (from 0.1% to 1.9%). 
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Figure 4-5. Crown depth vs. percentage of hits per return. 
 

4.4.6 Discussion. 

From these results it is possible to draw a number of conclusions on the use of LIDAR variables to predict 

individual stem volume and on the exploitation of information contained in the non-first returns. 

In this study ground truth individual stem volume was estimated using an equation of the form  

δγβ HDV =  where V  is the stem volume, D  is the diameter at breast height (DBH), H  is the height of 

the tree, and β , γ , δ  are parameters dependent on the species, the geographical area, and the terrain 

characteristics.  

This equation, explain the reason for which throughout the analysis the maximum of the 1st return is con-

sidered to be informative in the stem volume estimation. This variable is highly correlated with tree 

height, likewise other variables such as the percentiles over the 80th. The variables “maximumn” in par-

ticular emerge to be highly correlated with the stem volume. This comes from the fact that in the compu-

tation of the volume the height of the tree at a certain power is used. This could be also a reason for the 

efficiency on how this kind of variable emphasizes the information content of the 2nd and 3rd return. In 

particular the maximum of the 2nd return at the power of 2.9 provides an adjusted R2 of 0.74, while the 

maximum of the 3rd return moved from a correlation of 0.49 to 0.63 at the power of 2.7. 

Concerning the percentiles, many studies in the literature used this kind of variables in the estimation 

phase (e.g, [13]). This is mainly due to the fact that high percentage percentiles usually represent better 

the tree height with respect to the “maximum” (the maximum could be an outlier), and that the percentiles 

around the 50th could be used as a measure of crowns density. We can expect a connection between the 
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density of the crown and the tree stem volume, and in particular trees with a higher crown density have a 

higher stem volume. 

Moreover, from our analysis it is clear that the returns different from the 1st are informative in the estima-

tion of the tree stem volume. In greater detail the 2nd return provides good results comparable to those ob-

tained with the 1st return. Also in this case the information contained in the 2nd return can be related to the 

crown density, and thus to the volume. The same consideration holds for the variables of the 3rd return. 

Concerning the variables descriptive of the tree crown (e.g., the radius and the area of the crown), they 

are correlated with the stem volume, as confirmed from some literature studies (e.g., [7]). 

It is worth noting that the combined use of variables belonging to different returns allows one to increase 

the estimation accuracy. In all the models developed starting from ensembles of variables belonging to 

different returns, the stepwise selection included variables extracted from almost all the returns. In par-

ticular in the final model used we have variables belonging to the 1st, the 2nd, and the 3rd return. 

 

4.5 Conclusions 

In this chapter we have presented an analysis on the effectiveness of the use of multireturn LIDAR data in 

the estimation of tree stem volume at individual tree level. We have studied a multireturn LIDAR data set 

characterized by four returns. We have also analyzed different kinds of variables extracted from the dif-

ferent returns, deriving some interesting conclusions: 

1. the use of variables belonging to all the returns allows one to obtain an increase of the estimation 

accuracy. In our particular case, the final best model is based on variables extracted from the 1st, 

the 2nd, and the 3rd returns; 

2. the variables “maximumn” allow one to emphasize the information contained in all the returns, 

and in particular to obtain good correlations only using the 2nd or the 3rd returns; 

3. there exists a correlation between the crown depth and the number of hits per return; in greater 

detail increasing the crown depth the probability to have returns different from the 1st increases. 

As future developments of this work we plan to: i) analyze the effectiveness of different kinds of variable-

selection techniques; ii) study other kinds of non-linear estimators (e.g. Support Vector Regression); iii) 

investigate the interaction of LIDAR data with other sources of information (e.g. multispectral and hyper-

spectral remote sensing images); iv) analyze the effects of the undetected crowns (e.g. in multilayer for-

ests) on the estimation of the of stem volume in forest inventories; v) study the possibility to identify in-

formation on the dominated layers from the analysis of different LIDAR returns in multilayer forests. 
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Chapter 5 

 

5 A system for the estimation of single tree stem diameters and 

volume using multireturn LIDAR data     

 

Forest inventories are important tools for the management of forests. In this context the estimation of the 

tree stem volume is a key issue. In this chapter we present a system for the estimation of forest stem di-

ameters and volume at individual tree level, which is based on multireturn LIDAR data and on Support 

Vector Regression (SVR). The system proposed is made up of a preprocessing module, a LIDAR segmen-

tation algorithm (aimed at retrieving tree crowns), a variable extraction and selection procedure and an 

estimation procedure. The variables derived from LIDAR data are computed from both the intensity and 

elevation channels of all available returns. Three different methods of variable selection are analyzed, 

and the sets of variables obtained are used in the estimation phase based on a multivariate linear regres-

sor and a Support Vector Regression (SVR) technique. The stem volume is estimated with two ap-

proaches: i) estimation from the LIDAR variables; and ii) estimation obtained by combining the diame-

ters and heights estimated from LIDAR variables with the species information derived from a 

classification map according to standard height/diameter relationships. Experimental results show that 

the system proposed is effective and provides good results in both the stem volume and diameter estima-

tion. Moreover it provides useful information on the use of SVR in these kinds of problems. 

 

5.1 Introduction 

In the last years forest management and protection have became a very important task, having many im-

plications in many different fields, from the economical one (e.g. estimation of timber volume for com-

mercial usage) to the environmental one (e.g., protection of biological diversity). Important tools for for-

est management are forest inventories. These procedures are used to measure and estimate the most 

important attributes of a forest, like the species composition, the tree stem heights, diameters at breast 

height and volume, the age, the health, etc. Among these attributes one of the most important is the tree 

stem volume. In fact, as an example, the knowledge of this parameter drives the economical exploitation 

of a forest: a low value of stem volume per hectare means that probably only little trees are present in that 

area and thus it is not a relevant site for timber exploitation. From the environmental viewpoint the know-

ledge of the stem volume is important as it is related to the carbon stored by the forest analyzed. Carbon 

                                                 
This chapter has been submitted to IEEE Transactions on Geoscience and Remote Sensing with the title: “A system 
for the estimation of single tree stem diameters and volume using multireturn LIDAR data”. Authors: Michele Dal-
ponte, Lorenzo Bruzzone, and Damiano Gianelle. 
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stocks are important in the context of the Kyoto protocol. This protocol states that each nation has to re-

duce the CO2 emissions under a certain threshold and this threshold is computed taking into account also 

the carbon stocks of each country. Thus, it is of primary importance to have a detailed knowledge of for-

est stem volume at national and regional level in order to have a precise computation of this amount. In 

this context, remote sensing is a very useful technology for a precise and objective analysis of forest ar-

eas. 

Nowadays, different kinds of remote sensing sensors exist, with different characteristics and peculiarities. 

In the literature it is possible to find studies that analyze the estimation of stem volume with active and 

passive sensors. Concerning passive sensors, we can find data with different spectral and spatial resolu-

tions. Some studies exploited low spectral and spatial resolution data for the estimation of stem volume, 

like the study of Marsden et al. in [1]. This study analyzes the relationship between NDVI time-series ex-

tracted from MODIS data and stand structural characteristics (volume, dominant height, mean annual in-

crement) in Eucalyptus plantations finding good agreements. In [2] Muukkonen et al. use MODIS data to 

estimate stem volumes in Finnish forests. The results that they obtain are significant, as the difference be-

tween the volumes of the national forest inventories and their estimation differs only of 3.6%. These 

kinds of data allow one to make raw estimations of stem volumes and are effective when the area ana-

lyzed is wide and uniformly characterized by the same tree species. If this condition is not satisfied, due 

to the low spatial (and sometimes spectral) resolution, they do not result in precise analysis of complex 

forest areas. In this case, it is better to use high spatial resolution sensors that result in a more detailed 

analysis. In the literature several studies exploit such kind of data. In [3], Hall et al. use Landsat ETM+ 

data to estimate forest volume in Canada, obtaining good accuracies. They find that Landsat derived for-

est volumes are statistically moderately correlated to the inventory-derived volumes with values of ad-

justed R2 of 0.63, 0.68, and 0.70 for conifer, deciduous, and mixed species, respectively. Also Luther et 

al. [4] estimate Canada forest volumes using ETM+ data, while in [5] Muukkonen et al. use ASTER im-

ages for the same purpose in Finland, obtaining predictions significantly close to the municipality-level 

mean values provided by the National Forest Inventory of Finland. 

Concerning active remote sensing sensors, in the literature several studies have been presented that ex-

ploit Synthetic Aperture RADAR (SAR) data. In [6], Wang et al. exploit high resolution polarimetric 

SAR data to estimate volume of Tomakomai forests in Hokkaido (Japan). Experimental results on 

ground-truth data collected in 2005 show an accuracy of approximately 86% with a correlation coefficient 

of 0.91. In [8], Quiñones et al. analyze the limits of the use of SAR data in the estimation of forest vol-

umes, while in [9] Mette et al. use polarimetric SAR interferometry to estimate volumes, analyzing the 

effects of parameters tuning in the final result. 

A relatively recent technology that has demonstrated to be effective in precise estimations of forest vol-

umes is laser scanning. Light Detection and Ranging (LIDAR) sensors allow one to acquire precise 

measures of both tree height and structure. These sensors can be classified according to the dimension of 

the footprint, and according to the system used to record the data (full waveform or discrete return). Con-
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cerning the estimation of forest volumes, the most widely used systems are discrete return sensors. In this 

context, in the literature it is possible to find studies that exploit both large and small footprint LIDAR da-

ta. In [9] Drake et al. use large footprint LIDAR data on a neotropical rainforest, finding high correlations 

(R2 up to 0.94) between LIDAR metrics and aboveground biomass. Small-footprint LIDAR data results in 

a more detailed analysis, in particular at tree level. This is a very challenging approach as it allows one to 

estimate the stem volume value for each tree present in the area under analysis. In this context, in [11] 

Hyyppä et al. estimate single trees volume using small footprint LIDAR data with a segmentation based 

method, achieving good results (a standard error of 10%). Bortolot et al. [10] use an individual tree-based 

approach to estimate forest volumes using small footprint LIDAR data, obtaining a correlation coefficient 

(R) ranging between 0.59 and 0.82. 

At present the sensor that potentially seems to be most promising for the estimation of forest volumes is 

small footprint LIDAR. This sensor allows one to have detailed and precise analysis at local level, in par-

ticular at individual tree level. Moreover, high density LIDAR data results in very detailed analysis of the 

structure of the trees. However, a drawback of high density LIDAR data is that they should be taken by 

airplane (or helicopter); thus acquiring high density measures is quite expensive. In this context, from an 

analysis of the literature, it emerges that: i) only few papers exploited multireturn LIDAR data in the es-

timation of stem volume at single tree level; and ii) no studies exist that exploited advanced machine 

learning techniques, like Support Vector Regression (SVR), for the estimation of tree stem volume start-

ing from LIDAR data.  

The goals of this chapter are: i) to propose a system that, starting from small footprint multireturn LIDAR 

data, exploits the SVR technique to derive both tree diameters and volume; ii) to compare different vari-

able selection techniques; iii) to compare the SVR technique (with two different kernel functions) with 

the standard multivariate linear estimator; and iv) to compare different approaches in stem volume esti-

mation. To reach these goals, we adopt a segmentation-based method that identifies single tree crowns 

from LIDAR data, extracts and selects the most effective variables, and at the end estimates tree diame-

ters and volume. This is accomplished according to an architecture made up of the following modules: i) 

preprocessing, ii) variable extraction, iii) variable selection, and iv) estimation. 

The rest of the chapter is organized as follows. In Section 5.2 materials and methods are presented. At 

first the data set used is described (Section 5.2.1), and then Section 5.2.2 presents the architecture of the 

system adopted and the data preprocessing operations. The segmentation algorithm is illustrated in sec-

tion 5.2.3, while section 5.2.4 and 5.2.5 present the techniques of variables extraction and selection. The 

SVR estimator technique is described in section 5.2.6. Section 5.3 reports experimental results. Finally, 

conclusions are drawn in section 5.4. 
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5.2 Material and methods 

5.2.1 Data set description 

The study area analyzed in this chapter is a forest site in the Italian Alps located at Lavarone (near the city 

of Trento) in the Trentino province (Italy). The central point of the area has the following coordinates: 

45° 57’ 30.09” N, 11° 16’ 25.17” E. The topography of this area is complex: it includes hill sides of dif-

ferent inclinations with an altitude that ranges from 1200 to 1600 meters on the sea level. The area has a 

size of approximately 495 ha. This site represents a typical example of Alpine forest with the presence of 

three main species (Norway Spruce, Silver Fir and European Beech) and some other species like Euro-

pean Larch and Scots Pine. 

 

Figure 5-1. Digital Canopy Model of the investigated area. 
 

Table 5-1. Distribution of ground truth points in the training, test and validation sets. The species 
composition of each set and the values of height, Diameter at Breast Height (DBH) and stem 
volume are also presented (N= total number of samples). 

 N % Height (m) DBH (cm) Stem Volume (m3) 
   Mean Range Mean Range Mean Range 

Training 174 100 26.2 7.5 – 38.1 45.2 9 – 90 2.34 0.04 – 10.93 
Silver Fir 74 42.5 26.3 7.5 – 38.0 45.8 13 – 90 2.37 0.05 – 10.93 
Norway Spruce 79 45.4 28.1 15.4 – 37.7 49.0 25 – 74 2.68 0.37 – 7.12 
Other specie 21 12.1 19.6 11.6 – 28.8 29.7 9 – 63 0.95 0.04 – 3.74 

Test 147 100 25.8 11.1 – 37.0 45.0 13 – 78 2.27 0.08 – 7.67 
Silver Fir 71 48.3 25.8 12.9 – 36.8 44.2 19 – 73 2.20 0.20 – 6.11 
Norway Spruce 59 40.1 27.4 15.9 – 37.0 48.6 21 – 78 2.66 0.31 – 7.67 
Other specie 17 11.6 20.6 11.1 – 29.2 36.3 13 – 60 1.21 0.08 – 3.51 

Validation 160 100 26.44 9.4 – 38.1 45.2 12 – 74 2.30 0.05 – 7.21 
Silver Fir 67 41.9 26.1 12.4 – 35.0 43.7 16 – 71 2.17 0.19 – 6.32 
Norway Spruce 79 49.4 28.3 9.4 – 38.1 49.6 9.4 – 38.1 2.72 0.05 – 7.21 
Other specie 14 8.7 17.6 12.4 – 24.5 27.7 14 – 44 0.53 0.10 – 1.47 
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The LIDAR data were acquired on September 4th, 2007, between 11:29 AM and 12:07 AM. These data 

were taken by a sensor Optech ALTM 3100EA, with a mean density of 8.6 points per square meter for the 

first return. The laser pulse wavelength and the laser repetition rate were 1064 nm and 100 kHz, respec-

tively. The number of recorded returns for each laser pulse is up to four. 

Ground truth data were collected in summer 2007. We collected 481 points (trees) distributed in 50 sam-

ple sites randomly selected across the investigated area. These points where then divided into three sets: 

training, test and validation sets. Table 5-1 shows the distribution of the points in these sets, the species 

composition, the values of height, the Diameter at Breast Height (DBH) and the stem volume. 

 

5.2.2 Data preprocessing and architecture of the system 

Figure 5-2 presents the architecture of the system proposed in this chapter. As described in the introduc-

tion, the goal of the system is to obtain a map of tree stem volume by integrating the information provided 

by both multireturn LIDAR data and a classification map. 

Regarding the preprocessing phase we have two steps: i) rasterization of the raw LIDAR data, and ii) sub-

traction of the Digital Terrain Model (DTM) to the elevation information of the LIDAR data. The rasteri-

zation was performed with a ground resolution of 1 m. The average values of the different returns of the 

LIDAR pulses included in a square meter were assigned to each pixel. Concerning the first return, pixels 

with no value were interpolated with the nearest neighbor technique, while for returns different from the 

first we left value 0. The rasterization was performed for each recorded return and for both the elevation 

and intensity values. After that, the Digital Terrain Model (DTM) of the area considered was subtracted 

from the elevation image of each return. This allowed us to correct the raw LIDAR elevations from the 

topography of the scene. In particular subtracting the DTM from the elevation of the first LIDAR return 

we obtained the digital Canopy Height Model (CHM) (see Figure 5-1). 

The CHM was used in the segmentation phase (see section 5.2.3), and then the LIDAR bands plus the 

segmented image were used in the variable extraction phase (see section 5.2.4). After that, the most sig-

nificant variables were selected (see section 5.2.5) and used as input to the SVR algorithm (see section 

5.2.6). In the following sections the main blocks of the system are detailed. 

In the proposed architecture hyperspectral data are used for the identification of the tree species of each 

tree. The classification map obtained from the classification of these data is aggregated at crown level in 

order to have an information on the species for each crown. In the rest of this study we focus our attention 

only on the estimation part. We refer the reader to [19] for more details on the classification architecture 

adopted for the hyperspectral images. 
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Figure 5-2. Architecture of the proposed system. 
 

5.2.3 Segmentation 

An important phase in the proposed system is the segmentation. This phase drives the next steps of vari-

able extraction and diameter/volume estimation. The rationale of this step is to identify and delineate in-

dividual tree crowns. The segmentation algorithm used in this chapter is derived from the algorithm pre-

sented by Hyyppä et al. in [10]. This algorithm, is divided into three main steps: i) prefiltering; ii) seed 

point extraction; iii) seed region growing.  

According to [10], in the prefiltering phase the CHM was filtered with a convolution filter for emphasiz-

ing local maxima and tree crowns. The coefficient of the filter using a 3x3 window are defined as follows: 

16/121
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 (5.1) 

After this phase it is necessary to identify the seed points, corresponding to the tree tops, from which the 

region growing procedure start. In order to consider only trees higher than a given value, seeds are de-

fined as the local maxima higher than a certain threshold thSeed. A mobile window of a given size (de-

fined by the user) is used to detect them. As an example, if we consider a window of size 3x3, the pixel 

with coordinates ),( ji  of the image I  is a seed if: 

[ ]
[ ]

( )[ ]








>

=
+−∈

+−∈

thSeedjiI

yxIjiI

jjy
iix

),(

,maxarg),(

1;1
1;1  (5.2) 

where ),( jiI  is the elevation value of the pixel of coordinates ),( ji . At the end of this process we obtain 

the set of the seed points { }NssS ,...,1= , where ns  identifies the n-th seed point. Figure 5-3 shows an ex-

ample of seed points extracted from a prefiltered CHM image. 

The last phase consists in the seed region growing and it is aimed at the identification of the crowns of the 

trees. Seed region growing starts from each seed and growths iteratively the region from the first order 

neighborhood system to the n-th. A pixel ),( jiI  is added to the considered region if it satisfies two condi-
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tions that take into account both the dimension and the shape of the crown. If we define the set of the re-

gions { }NrrR ,...,1= , where nr  identifies the region around the seed point ns , we can write as follows: 

[ ]
( , ) *

( , )
( , )

>∈  + <

ns

n
n

I i j P I
I i j r if

D r I i j thDiameter
 (5.3) 

where 
nsI  is the height of the considered seed point, (0,1]P∈ , [ ]),( jiIrD n +  is the diameter of the con-

sidered region including the new pixel ),( jiI , and thDiameter is the maximum acceptable diameter of a 

region. 

The algorithm stops when no pixels are added to any region. 

 

Figure 5-3. Example of i) seed points extracted from the elevation of the first LIDAR return, and ii) re-
gions associated with the crowns. 

 

5.2.4 Variable definition 

In order to make a detailed characterization of each tree, a series of variables were defined and extracted 

from each segmented region from the elevation and intensity channels of the four returns available in our 

dataset. These variables describe the structure and the characteristics of the trees. Table 5-2 reports a 

summary of the variable extracted. As it is possible to see, we extracted some variables connected with 

LIDAR points distribution among the crown (e.g., mean, maximum, minimum, etc.) and other variables 

connected with the crown geometry (e.g., area, and radius). The area variable for the first LIDAR return 

represents the surface of the region in pixels, while for the other returns represents the number of pixels 

for which a return is present. Concerning the two radius variables, radius 1 is the radius of the circle with 

area equal to the area of the region, while radius 2 is computed as ( ) 4yx aa + , where xa  is the length of 

the region along the x axis and  ya  is the length of the region along the y axis. 
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Each variable extracted is related to a physical characteristic of the tree. We define five different groups 

of variables: i) tree height; ii) crown horizontal shape; iii) crown vertical shape; iv) crown internal struc-

ture; and v) species. It is worth noting that we do not know a priori which the most effective variable for 

each characteristic is. In general, each variable can be related to more than one characteristic. In Table 5-3 

variables are divided according to their expected physical meaning. 

Table 5-2. Variables extracted from each segmented region. 

Return Variable Return Variable 
1st  maximum 3rd maximum 
 minimum  minimum 
 mean  mean 
 range  range 
 variance  variance 
 area  area 
 mean intensity  mean intensity 
2nd maximum 4th maximum 
 minimum  minimum 
 mean  mean 
 range  range 
 variance  variance 
 area  area 
 mean intensity  mean intensity 
 mean 1st – mean 2nd  max 1st – min 3rd 
 mean 1st – mean 3rd  radius 1 
 mean 1st – mean 4th  radius 2 
 mean 2nd – mean 3rd   
 mean 2nd – mean 4th   
 mean 3rd – mean 4th   

 

Table 5-3. Physical meaning attributed to each variable. 

Physical characteristic of the tree Variables  

Tree Height 
1st maximum 
1st mean 

1st minimum 

Crown Horizontal Shape 
1st area 
radius 1 

radius 2 

 

Crown Vertical Shape 
1st variance 
1st range 
mean 1st – mean 2nd 

mean 1st – mean 3rd 

mean 1st – mean 4th 

max 1st – min 3rd 

Crown Internal Structure 

2nd maximum 
2nd mean 
2nd minimum 
2nd variance 
2nd range 
2nd area 
3rd maximum 
3rd mean 
3rd minimum 
3rd variance 
3rd range 
3rd area 
4th maximum 

4th mean 
4th minimum 
4th variance 
4th range 
4th area 
mean 1st – mean 2nd 

mean 1st – mean 3rd 

mean 1st – mean 4th 

mean 2nd – mean 3rd 

mean 2nd – mean 4th 

mean 3rd – mean 4th 

max 1st – min 3rd 

Species 
1st intensity 
2nd intensity 

3rd intensity 
4th intensity 
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5.2.5 Variable selection 

In problems characterized by the presence of many potentially useful predicting variables an important 

phase is that of the variable selection. The importance of variable selection depends on many reasons, the 

most important of which are: i) the degradation of the generalization ability of the regression model when 

increasing the number of parameters to estimate; ii) the noise introduced by some variables; and iii) the 

high computational cost caused by a large number of input variables. Thus, variable selection becomes 

mandatory to improve the regression results both in terms of computational complexity and generalization 

ability. The goal of this selection is to find the smallest set of variables that provide estimates similar (or 

better) to those obtained with the whole set of available variables. It is worth noting that a small set of 

predicting variables results in a simple predicting model characterized by good generalization ability. 

In the literature it is possible to find three main approaches to variable selection: i) the filter methods; ii) 

the wrapper methods; and iii) the embedded methods. 

Filter methods perform the variable selection as a preprocessing step independently on the algorithm used 

for model construction. These methods are usually very simple and are based on a different principle with 

respect to that used in the final estimation process. This allows one to have a quick and general selection 

phase at the cost to select variables that are not explicitly optimized for the final model used. As an ex-

ample, it is possible to rank the variables according to their correlation with the estimated parameter, and 

then to take arbitrary the first n variables. Another approach is to use a simple regression technique (e.g., 

a multivariate linear regression) to select the variables and then to exploit the variables chosen in the non-

linear regression model [12]. 

Wrapper methods are different from the previous ones, as they are related to the algorithm used in the es-

timation process. The rationale of these methods is to select an optimized set of variables for a given es-

timation technique. Wrapper methods are sometimes considered “brute force” methods that require a very 

high computational load, but at the same time exhibit the advantage to select the set of variables that op-

timizes the final predictive model [13]. In their most general formulation, these methods consist in using 

the prediction performances of a given estimation technique to assess the usefulness of variables or sub-

sets of them. 

Similarly to the feature selection techniques used in the classification, filter and wrapper methods require 

a criterion to compare the performances of the different variable subsets (e.g., minimization of the mean 

square error on the training set), and a search strategy. Several search strategies exist in the literature 

(e.g., Genetic Algorithms, Sequential Forward Selection, Sequential Backward Elimination, etc) [12]. The 

two sub-optimal methods most commonly used for their simplicity are Sequential Forward Selection 

(SFS) and Sequential Backward Elimination (SBE). 

Embedded methods incorporate the variable selection step in the training of the algorithm. This means 

that the variable selection is performed during the definition of the estimation model. Usually these meth-

ods require changes in the objective function of the algorithm considered, and thus they are specifically 
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developed for each predictor. In general they allow one to reach better accuracies with respect to the pre-

vious methods, even if they are more computationally demanding. Examples of these methods are deci-

sion trees (e.g., [14]) or the zero norm optimization (e.g., [15]) 

In this chapter we consider filter and wrapper methods. As performance evaluation of the considered va-

riable set we used the minimization of the Mean Square Error (MSE) on the test set. Concerning the 

search strategy, we adopted a simple and fast Sequential Forward Selection (SFS) strategy for limiting the 

computational complexity. 

The Sequential Forward Selection (SFS) is a suboptimal search strategy that has been used in many pre-

vious studies in the literature. It can be summarized in the following steps: 

1. Initialization: the variable *v  that provides the model with the lowest MSE on the test set is se-

lected and added to the empty set )0( =iV . i is incremented by 1. 

2. Insertion: the variable *v  that added to )(iV  results in the model with the lowest MSE on the test 

set is selected and added to )(iV , i.e. *)()1( vVV ii +=+ . 

3. Convergence: if Mi =+1 (where M  is the total number of desired variables), then stop; other-

wise set 1+= ii  and return to step 2. 

The set of variables that provides the best trade-off between the number of variables M  and the MSE is 

selected. In particular, we give the priority to variable sets characterized by a low dimensionality, in order 

to obtain a model with a high generalization capability. The set of variables selected is then used as input 

to the considered estimator. 

The training set is used to define the regression model; then, the test set is used in the variable selection 

and model selection phases. The validation set is used to evaluate the final performances of the system. 

This method can be considered either a filter or a wrapper depending on the estimator used for the selec-

tion and for the subsequent estimation. 

 

5.2.6 Support Vector Regression 

In this section we briefly summarize the main principles of the non linear and multivariate ε-Insensitive 

Support Vector Regression (ε-SVR) algorithm used in our estimation system. 

Let ( ){ }Tiyii ,...,1,, =x  be a training set, where d
i ℜ∈x  is the d-dimensional vector of selected input vari-

ables, ℜ∈iy  is the target tree attribute to be estimated, and T  is the number of training samples. The ra-

tionale of the SVR is to map the original variable space into a higher dimensional space ( )xΦ  using a non 

linear transformation function Φ , and to find a linear regression function ( )xf  in this new space, as: 
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( ) ( ) bwf +Φ⋅= xx  (5.4) 

where dw ℜ∈  is the weight vector, ℜ∈b  is the bias, and ( )xΦ⋅w  represents the dot product between 

w  and ( )xΦ . This function should have at most deviation ε from the real targets iy  for all the training 

samples and, at the same time, should be as flat as possible. In other words, we neglect errors smaller than 

ε whereas we penalize errors larger than ε (ε-insensitive tube). 

The optimal function ( )xf  can be obtained solving the following constrained minimization problem: 
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The variables *, ii ξξ  are called slack variables and are used to consider the patterns outside of the ε-

insensitive tube. Their values depend on the kind of penalization function adopted: linear or quadratic 

(see Figure 5-4 for an example of linear penalization function). C  represents a regularization constant 

that should be tuned in the model selection phase in order to reach the best trade-off between the smooth-

ness of the function ( )xf  and the tolerance to the errors (due to the patterns outside the ε-insensitive 

tube). 

 

Figure 5-4. ε-insensitive tube of a linear SVR with a linear penalization function (figure source: [16]). 
 

This minimization problem can be rewritten in a dual formulation and solved according to standard meth-

ods of quadratic programming based on the Lagrange multipliers. In the case of a linear penalty function, 

we obtain the following Lagrangian function: 
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where ( ) )()(, jiji xxK Φ⋅Φ=xx  is called kernel function. This function satisfies the Mercer theorem [17] 

and allows us to replace the dot product among the transformation functions ( ).Φ . This is very important 

as the kernel functions avoid the need to know explicitly the transformation functions( ).Φ . Common ex-

amples of kernel functions are: 
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1. Linear kernel function: ( ),i j i jK = ⋅x x x x . 

2. Gaussian kernel function: ( ) ( )2 2, exp 2i j i jK σ= − −x x x x , where 2σ  is the spread of the Gaussian. 

Thus, the minimization problem in the dual formulation becomes: 
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The final estimation function in the original variable space is given by: 

( ) ( ) ( ) bKyf i
Ui

iii +−=∑
∈

xxx ,*αα  (5.8) 

The set U  represents the set of training patterns corresponding to the Lagrangian multipliers different 

from zero. Only these patterns, defined as support vectors (SVs), affect the definition of the estimation 

function. The Lagrangian multipliers iα  and *
iα  (with i=1,…,T) allow us to define the contribution that 

each SV gives to the estimation function. From a geometrical viewpoint the SVs are the training patterns 

outside of the ε-insensitive tube. 

 

5.3 Experimental results 

5.3.1 Design of experiments 

In order to verify the effectiveness of the proposed architecture and to achieve the goals of this chapter we 

define two main experiments. In the first one we estimate the stem diameters with the proposed system 

and then combine them with both the stem height (directly measured by the LIDAR) and the species in-

formation (derived from a classification map) in order to retrieve the stem volume. In the second experi-

ment, we estimate directly the stem volume with the proposed system starting from the LIDAR variables. 

For both the experiments we investigated three different variable selection methods (SFS with multivari-

ate linear estimator, SFS with SVR estimator with linear kernel function, and SFS with SVR estimator 

with RBF kernel function) and different estimators (multivariate linear, SVR with linear and RBF kernel 

functions). 

In the learning of the SVR algorithm we performed a grid search for the value of the parameters ε , C  

and γ  of the kernel function. The values for the grid search of ε  and C  were selected on the basis of the 

following empirichal equations [18]: 
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y  is the mean value of the targets of the training set, yρ  is their standard deviation, and T  the size 

of the training set. 

As mentioned in the data description section, we divided the available ground truth in three sets: training 

(174 points), test (147 points) and validation (160 points) sets. The training set was used for the variable 

selection and the learning of the estimation algorithm, the test set was used for the model selection, and 

the validation set for the final estimation of performance. 

 

5.3.2 Results 

Table 5-4 presents the results obtained for the estimation of stem diameters using different variable sub-

sets and different estimation algorithms. From these results it is possible to derive important indications. 

Firstly, let us analyze the selection methods and the selected variables. Comparing the selection results 

obtained by the different methods, one can observe that the two selections based on linear models (multi-

variate linear and SVR-linear) have four variables in common. This points out that the use of a slow se-

lection procedure like the one that exploits the SVR does not necessarily provide significantly different 

sets of variables compared to the faster technique based on a multivariate linear estimator.  Moreover, we 

can observe that half of the variables selected are extracted from the first return, and the other half is 

computed on the other returns. This confirms that the first return is the most informative measure for the 

estimation of stem diameter, but that also the other returns significantly contribute to this task. 

Analyzing in deeper detail the selected variables, one can note that the variables “1st maximum” and “1st 

mean” were selected by all the three algorithms. These two variables and the variable “1st minimum” are 

connected with the tree height which is strongly related to the stem diameter. There is then a group of va-

riables that is connected with the crown internal structure (“3rd variance”, “ 2nd mean”, “ 2nd range”, “ 4th 

maximum”, and “4th mean”), a variable that can be linked to the crown vertical shape (“1st mean – 2nd 

mean”), and one to the species (“1st intensity”). All these variables model some characteristics of the tree 

that are connected with the diameter: the height, the species and the crown properties. Many of the se-

lected variables can be linked to the crown internal structure. This is due to the fact that there can be a 

link between the crown internal structure and both the health of the tree and the species, two factors that 

affect the stem diameter. 

Regarding the estimation algorithms, SVR-RBF provided the highest accuracy even if the difference with 

the other estimators is small. In particular, all the three estimators provided similar results with all the 

three variable sets considered. This is probably due to the fact that the variables considered are linearly 

related to the diameter and thus a simple multivariate linear estimator is enough to obtain good results. 

From the results one can also see that each estimator provided the highest accuracy when the selection 

was performed on the basis of the same estimator. 
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Concerning the estimation errors, it is worth noting that the MAE is very low, about 6 cm on an average 

value of the diameters around 45 cm. Moreover the estimation is unbiased as the mean error is almost ze-

ro in all the configurations considered. 

A first conclusion that is possible to draw from these results is that with the considered variables it is not 

necessary to use complex and non linear techniques for the estimation of stem diameters. In particular, by 

using a simple linear estimator in both the phases of selection and estimation it is possible to obtain re-

sults comparable to that provided by SVR. However, the use of a linear estimator allows us to have a 

lower computational cost compared to SVR. 

Figure 5-5 shows the distribution of the measured diameters vs. the estimated ones obtained by using the 

SVR-RBF technique for both variable selection and estimation for the test and validation sets. The corre-

lation between estimated and measured diameters is good even if not excellent. The R2 on the test and 

validation samples considered together is of about 0.63. 

 

Table 5-4. Mean absolute error (MAE), mean square error (MSE) and coefficient of variation (R2) 
of the estimates obtained on the test and validation sets using different variable sets and esti-
mators. 

Test Validation Variables 
selected 

Selection 
method 

Estimator 
MAE MSE R2 MAE MSE R2 

linear 6.34 68.99 0.621 7.16 78.85 0.589 

SVR-linear 6.29 69.03 0.625 7.00 75.44 0.608 

1st maximum 
1st mean 
1st intensity 
1st mean – 2nd mean 
3rd variance 

SFS with 
linear 
estimator 

SVR-RBF 6.30 69.24 0.621 6.98 77.90 0.595 

linear 6.42 69.77 0.617 7.28 79.71 0.585 

SVR-linear 6.20 67.78 0.630 7.15 78.24 0.594 

1st maximum 
1st mean 
2nd mean 
1st intensity 
3rd variance 
2nd range 

SFS with  
SVR-linear 
estimator 

SVR-RBF 6.35 67.52 0.631 7.13 79.09 0.588 

linear 6.41 70.17 0.615 7.20 79.45 0.586 

SVR-linear 6.28 68.86 0.625 7.12 78.97 0.591 

1st maximum 
1st mean 
1st minimum 
4th maximum 
4th mean 

SFS with  
SVR-RBF 
estimator 

SVR-RBF 6.20 67.70 0.630 7.17 78.19 0.593 

 
In order to estimate the tree stem volume we used the diameters derived by the selection and estimation 

based on SVR-RBF, and the tree heights provided by LIDAR measurements. The estimation was carried 

out by using standard height/diameter relationships adopted for the estimation of the tree stem volume in 

forest inventories. These equations estimate the volume combining the tree diameter, the tree height and 

the species information. We considered as height of a tree the variable ”maximum of the 1st return”, as di-

ameter the one estimated with the SVR-RBF, and as species that extracted from a classification map of 

the considered area. Table 5-5 and Table 5-6 show the results obtained on the stem volume estimation. As 

it is possible to see, the results in terms of MAE, MSE and R2 are good, and in particular they are much 

better compared to the ones of the diameters. In terms of total volume it is worth noting that there is a un-

derestimation of the volume for both the test and validation sets. 

 



 

89 

 
Figure 5-5. Measured diameters vs. predicted diameters for the 307 trees of the test and validation sets. 

 
 
Figure 5-6 shows the distribution of the reference volume vs. the predicted one for the test and validation 

sets. It is possible to see, that the R2 is of about 0.7, with a significant increase compared to that obtained 

in the diameter estimation (0.63). 

 

Table 5-5. Mean absolute error (MAE), mean square error (MSE) and coefficient of variation (R2) 
of the estimates obtained on the test and validation sets for the stem volume. The estimation 
was carried out with standard height/diameter relationships using the diameters estimated 
with LIDAR variables and as height the variable “1st maximum”. 

 MAE MSE R2 
Test Set 0.59 0.66 0.726 
Validation Set 0.65 0.82 0.674 

 
Table 5-6. Tree stem volume estimations obtained on the test and validation sets with the pro-

posed system (estimated volume) and with ground collected measures (reference volume). 

Reference Volume (m3) Estimated Volume (m3)  
Total Mean  Total Mean  

Test Set 330.676 2.250 311.647 2.120 
Validation Set 368.613 2.304 350.937 2.193 
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Figure 5-6. Reference volume vs. predicted volume for the 307 trees of the test and validation sets. 

 

Starting from the architecture of Figure 5-2, it is also possible to estimate directly the stem volume. In this 

case we did not use the information on species present in the classification map but we exploited only the 

LIDAR variables presented in Table 5-2. 

Table 5-7 shows the results obtained for the estimation of the stem volume with the proposed architecture 

by using different variable subsets and different estimators. Firstly, it is interesting to analyze the selected 

variables. It is worth noting that all the selection algorithms identified the variables “1st maximum” and 

“1st mean – 3rd mean”. The first one is the tree height, while the second one is connected with the vertical 

shape of the crown. The remaining variables differ for each selection method. In greater detail, the selec-

tion based on multivariate linear estimator chooses only variables based on the 1st return, and in particular 

variables connected with the crown vertical shape (“1st mean – 2nd mean”, “ 1st mean – 3rd mean”, “ 1st 

mean – 4th mean” and “1st variance”). The selection based on SVR with linear kernel selects variables 

connected with the crown vertical shape ( “1st mean – 3rd mean” and “1st mean – 4th mean”) and the crown 

internal structure (“3rd minimum”, and “4th mean”). The selection method that chooses the widest range of 

variables is the one based on SVR-RBF, as it selects variables connected with the crown vertical shape ( 

“1st mean – 3rd mean”), the tree height (“1st minimum”), the crown internal structure (“4th range”), the 

species (“1st intensity”) and the crown horizontal shape (“radius 1”). 

These selections shows us that almost all the kinds of variables considered are connected with the stem 

volume. In particular, some of them have a strong linear relation (e.g.,  those connected with tree height 

and crown vertical shape), while others have a non linear relation (like the crown horizontal shape and the 

crown internal characteristics). The latter are selected only by a non linear model (SVR-RBF). 

Regarding the estimation results, it is possible to observe that also in this case the selection based on 

SVR-RBF combined with the SVR-RBF estimator provided the best results. However, in this experiment 

the difference between the accuracies yielded by this technique and those achieved by the other one is 
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relevant. On the test set, it provided good results in terms of both MSE and R2 compared to the other con-

figurations (R2 is of 0.71 on the test set compared to an average of 0.65 of the other methods). This be-

havior is confirmed also on the validation set, even if the difference is smaller. It is also worth noting that 

the estimations based on SVR provide always better accuracies than those based on the linear estimator 

even if in some configurations the differences are relatively small (e.g., in the selection based on linear 

estimator results obtained with linear estimator and SVR with linear kernel function are quite similar). 

 

Table 5-7. Mean absolute error (MAE), mean square error (MSE) and coefficient of variation (R2) of the 
estimates obtained on the test and validation sets using different variable sets and estimators. 

Test Validation Variables 
selected 

Selection 
method 

Estimator 
MAE MSE R2 MAE MSE R2 

linear 0.69 0.87 0.643 0.76 0.89 0.641 

SVR-linear 0.68 0.86 0.652 0.74 0.89 0.644 

1st maximum 
1st mean-2nd mean 
1st mean-3rd mean 
1st mean-4th mean 
1st variance 

SFS with 
linear 
estimator 

SVR-RBF 0.67 0.83 0.661 0.68 0.87 0.653 

linear 0.69 0.88 0.636 0.77 0.91 0.629 

SVR-linear 0.69 0.84 0.661 0.75 0.93 0.634 

1st maximum 
1st mean-3rd mean 
4th mean 
3rd minimum 
1st mean-4th mean 

SFS with  
SVR-lin 
estimator 

SVR-RBF 0.66 0.80 0.681 0.71 0.88 0.646 

linear 0.70 0.88 0.639 0.78 0.91 0.628 

SVR-linear 0.68 0.85 0.651 0.74 0.92 0.637 

1st maximum 
1st mean-3rd mean 
1st minimum 
4th range 
1st intensity 
radius 1 

SFS with  
SVR-RBF 
estimator 

SVR-RBF 0.60 0.70 0.715 0.71 0.86 0.650 

 

Table 5-8 reports the estimations of the volume in m3 for the test and validation sets, compared to the ref-

erence ones. As one can see, the total and mean values are quite similar for both the sets. 

 

Table 5-8. Tree stem volume estimation obtained on the test and validation sets with the proposed 
system (estimated volume) and with ground collected measures (reference volume). 

Reference Volume (m3) Estimated Volume (m3)  
Total Mean  Total Mean  

Test Set 330.676 2.250 325.601 2.215 
Validation Set 368.613 2.304 362.693 2.267 

 

Figure 5-7 shows the distribution of the reference volume vs. the one estimated with the SVR-RBF algo-

rithm for the test and validation sets. 
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Figure 5-7. Reference volume vs. predicted volume for the 307 trees of the test and validation sets. 
 

5.3.3 Discussion 

Comparing the results of the two experiments it is possible to draw some interesting considerations. 

Firstly, it is worth noting that the estimates of the stem volume with the two methodologies presented are 

accurate in both cases, with the first approach (based on stem diameters estimation) that seems to give 

better results in terms of estimation accuracy and coefficient of determination (we have a higher value of 

R2 on both the test and validation sets: i.e., 0.72 and 0.67 vs. 0.71 and 0.65, respectively). These results 

show the effectiveness of the proposed approach. The main negative point of these results can be ob-

served comparing Table 5-6 and Table 5-8. In fact it seems that in terms of total volume the first approach 

underestimates more than the second one, even if the results are quite similar. 

Another consideration strictly connected with the previous one emerges by comparing the estimation re-

sults of stem diameters and volumes starting from LIDAR variables. It seems that the considered vari-

ables are more suitable for the estimation of stem volume than diameters. In the estimation of stem di-

ameters the variables selected are quite similar for all the estimators considered; thus the results of the 

different estimators are very similar. This is not the case of volume estimation, where the variables se-

lected differs from an estimator to another. In particular SVR-RBF (a complex non linear estimator) se-

lects a pool of variables with very different physical meanings reaching higher accuracies with respect to 

other estimators. 

By analyzing the variables selected, one can see that there are some variables strongly correlated with 

both the volume and the diameter, like the ones related to tree height. A variable belonging to this set is 

present in all selection results. This is quite obvious as the tree height is strongly related to both diameter 

and volume. Regarding the other variables, it seems that those related to the crown internal structure are 

those more correlated to the diameter. In fact almost one third of the selected variables belong to this set. 
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On the contrary, it seems that variables related to the horizontal and vertical shape of the crown do not 

provide much information in this context. Considering the estimation of stem volume, the situation is 

quite different. In this case we have very different variables set changing the estimator considered. It is 

worth noting that the selection performed by the SVR-RBF provides variables belonging to every set. 

Moreover, in this case the variables selected by the linear estimator belong all to the 1st return showing 

that probably these are the only variables that have a linear correlation with the volume. 

 

5.4 Conclusion 

In this chapter a system for the exploitation of discrete multireturn LIDAR data for the estimation of trees 

stem diameter and volume is presented. The system proposed is made up of four different blocks: pre-

processing, segmentation, variable extraction and selection, and estimation. We presented and analyzed 

different kinds of variables extracted from LIDAR data, different variable selection algorithms and differ-

ent estimation techniques. From the experimental results we can draw the following conclusions: 

i. the proposed system is effective for the estimation of tree stem diameters and volumes; 

ii. the approach to the estimation of stem volume based on the estimation of stem diameters seems to 

be the most effective. The results in terms of MAE, MSE and R2 are better if compared to the di-

rect estimation of stem volume; 

iii.  the estimation accuracy is maxima when using the same regression technique in both the phases 

of variable selection and estimation; 

iv. when the relationship between the estimated variables and the targets can be approximated as lin-

ear, a simple estimator (like the multivariate liner regressor) provides results comparable to com-

plex non-linear estimators (like SVR); 

v. a non-linear regression model (like SVR with RBF kernel function) provides always better results 

when compared to other estimators (like multivariate linear regression). The difference in accu-

racy is higher when there is a non linear relationship between the variables and the target; 

As a future development of the proposed system, we plan: i) to improve the estimation of diameters con-

sidering other variables; ii) to compare the results of the SVR with other non-linear multivariate paramet-

ric regression techniques; iii) to analyze the impact of the posting density (number of LIDAR measures 

per square meter) on the estimation results; and iv) to estimate other attributes like the biomass volume. 
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Chapter 6 

 

6 Fusion of hyperspectral and LIDAR remote sensing data for the 

estimation of tree stem diameters     

 
The estimation of stem diameters can be very useful in the study of forests, as together with height and 

tree species, it is one of the most important parameters used in forest inventories. In this chapter a system 

for the estimation of stem diameters with LIDAR and hyperspectral data (both separately and combined 

in a data fusion framework) is presented. An analysis on the effectiveness of these data in the estimation 

process and on the accuracy and robustness of different estimation algorithms is presented. Experimental 

results point out the effectiveness and the properties of the proposed system. 

 
6.1 Introduction 

The study of forests and their biophysical parameters is an important task that has many implications in 

many different fields (e.g., economy, environment). Forests are an important source of information for 

studies related to climate change and carbon balance. Quantitative studies on carbon exchange and stocks 

have become of great importance in the recent years due to the rules of the Kyoto protocol that require 

each nation to have an estimate of the CO2 stored and exchanged by their forests. 

In this context, it is important to study the structural parameters of the trees and forests, like the height, 

the stem volume, the basal area, the diameter at breast height (DBH) of the trees, etc. In particular the 

stem volume is directly related to the amount of CO2 stored by trees. In order to compute this parameter it 

is necessary to know the DBH, the diameter and the species of a tree. In this study we focus our attention 

on the DBH as it is a variable that can be used for the estimation of various parameters of the trees. 

Two types of remote sensing data have been widely used in the last years for the study of forests: hyper-

spectral and LIDAR data. Usually hyperspectral data are mainly exploited for the classification of forest 

species, while LIDAR data are mainly used for the estimation of biophysical parameters. Concerning the 

estimation of stem diameters, some studies exist in the literature, which are mainly based on LIDAR sig-

nal processing [1]. At the present at the best of our knowledge no studies exist on the estimation of stem 

diameters by hyperspectral data.  

                                                 
This chapter has been submitted at IEEE International Geoscience and Remote Sensing Symposium 2009 with the 
title: “Fusion of hyperspectral and LIDAR remote sensing data for the estimation of tree stem diameters”. Authors: 
Michele Dalponte, Lorenzo Bruzzone, and Damiano Gianelle. 
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In this scenario, the main goals of this chapter are: i) to analyze the use of LIDAR and hyperspectral data 

(both separately and combined) for the estimation of stem diameters; ii) to develop a system for the esti-

mation of stem diameters that can exploit the aforementioned data both separately or in a data fusion 

framework; iii) to compare the accuracy and robustness of different estimation algorithms (i.e. Support 

Vector Regression and linear regression). Moreover, we study the possibility to use hyperspectral data 

alone to derive rough estimations of stem diameters. This issue is very interesting as hyperspectral data 

are widely used for the classification of forest areas (they provide a detailed description of spectral signa-

tures of tree species), and thus it would be important to understand if they are a significant information 

source also to estimate physical parameters of the trees. 

 

6.2 Data set Description 

The data set considered in this study is a forest area on Mount Bondone in the Italian Alps near the city of 

Trento. The central point of the area has the following coordinates: 46°3'15.84"N, 10°59'59.35"E. This 

area has an extension of approximately 170 ha and an elevation that ranges from 200 m to 1400 m. The 

area is characterized by the presence of many broad leaved tree species (European Beech, Holm Oak, 

Downy Oak, Common Hazel, Silver Birch, etc) and some coniferous species (Scots Pine, European 

Larch, etc). 

 

 

(a) 
 

(b) 
Figure 6-1. Example of images used in the experiments: a) false color composition of channels 10 (483 
nm), 35 (718 nm) and 55 (911 nm) of the hyperspectral image; b) Digital Canopy Model (DCM) of the 

analyzed area. 
 
The remotely sensed data were acquired on September 2007. The hyperspectral data consist of four par-

tially overlapping images acquired by an airborne AISA Eagle sensor in 63 spectral bands, ranging from 

400 to 990 nm, with a spectral resolution of about 9.2 nm and a spatial resolution of 1 m (see Figure 6-1). 

The LIDAR data were acquired by the sensor Optech ALTM 3100, with a mean density of 8.6 points per 

square meter for the first return. The laser pulse wavelength and the laser repetition rate were 1064 nm 

and 100 kHz, respectively. The data used in our investigation refer to the first four LIDAR returns. A 

Digital Terrain Model (DTM) of the investigated area with a spatial resolution of 1 m was extracted from 

the LIDAR data. 
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The reference data samples (178 trees) were collected during a ground survey in summer 2007. We ex-

tracted these sample points from the entire study area. The samples were collected on the basis of: i) the 

species and ii) the spatial distribution (samples have a uniform distribution across the scene). They have 

been divided into three sets: training (60 trees), test (59 trees) and validation (59 trees). 

 

6.3 Methods 

6.3.1 Architecture of the proposed system 

Figure 6-2 shows the general architecture of the proposed multisensor system for the estimation of stem 

diameters. It can be divided into four main blocks: i) data preprocessing; ii) segmentation; iii) variables 

extraction and selection; and iv) estimation. These blocks are analyzed in greater detail in the following. 

It is worth noting that the system, with adequate simplifications, can be also used with only LIDAR or 

hyperspectral data. 

 

 

Figure 6-2. Architecture of the proposed system. 
 

6.3.2 Preprocessing 

The preprocessing applied to LIDAR data consisted in the rasterization of the raw point cloud, and in the 

computation of the Digital Canopy Model (DCM) (the Digital Elevation Model (DEM) of the area was 

subtracted to the elevation information). This last process allowed us to obtain the height of each pixel 

with respect to the ground. 

Regarding the hyperspectral data, after the application of a radiometric normalization, the four overlap-

ping images were mosaiked in order to cover the whole area analyzed. 

 

6.3.3 Segmentation 

An important phase in the system proposed is the segmentation. This phase drives the next steps of vari-

able extraction and diameter estimation. The rationale of this step is to delineate individual tree crowns in 

order to have diameter estimation at the tree level.  
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Concerning LIDAR data, the segmentation algorithm used in this chapter is derived from the algorithm 

presented by Hyyppä et al. in [2]. This algorithm, is divided into three main steps: i) prefiltering; ii) seed 

point extraction; iii) seed region growing.  

According to [2], in the pre-filtering phase for emphasizing tree crowns the DCM was filtered with a con-

volution filter, whose coefficients are defined as follows: 
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The seed point extraction phase is aimed at the identification of the tree tops, from which starting the re-

gion growing procedure. Seeds are the local maxima higher than a certain threshold value. They are de-

tected moving a window of a given size defined by the user through the image. At the end of this process 

we obtain the set of the seed points { }NssS ,...,1= , where ns  identifies the n-th point.  

The last phase consists in the seed region growing for the identification of the crowns of the trees. Seed 

region growing starts from each seed and growths iteratively the region from the first order neighborhood 

system to the n-th. A pixel ),( jiI  is added to the considered region if it satisfies two conditions that take 

into account both the dimension and the shape of the crown. If we define the set of the re-

gions { }NrrR ,...,1= , where nr  identifies the region around the seed pointns , we can write as follows: 
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ns

n
n

I i j P I
I i j r if

D r I i j thDiameter
 (6.2) 

where 
nsI  is the height of the considered seed point, P  is a value between 0 and 1, [ ]),( jiIrD n +  is the 

diameter of the considered region including the new pixel ),( jiI , and thDiameter is the maximum ac-

ceptable diameter of a region. The algorithm stops when none pixel is added to any region. 

Regarding the segmentation of hyperspectral data it was carried out with the Definiens eCognition soft-

ware (i.e., [3]), which exploits a multiresolution segmentation algorithm. This is a region growing ap-

proach based on a heuristic optimization procedure which locally minimizes the average heterogeneity of 

image objects for a given resolution. 

 

6.3.4 Variable extraction and selection 

From each crown a series of variables were extracted from both the LIDAR and hyperspectral data. Re-

garding the LIDAR data, we extracted from the pulses of each return the variables reported in Table 6-1. 

With respect to the hyperspectral bands, for each spectral channel we computed the mean value among 

the pixel of each crown. 

A stepwise variable selection [4] was then applied to select subsets of the above-mentioned measures re-

levant for the proposed estimation problem. The selection algorithm works as follows. In the initial step, 

each of the available variables is used for estimating the diameters according to a linear model, and then 

the one that results in the highest R2 value is selected. In the next steps, each of the remaining variables is 
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added to those already selected. The one which results in the highest increase of R2 is included in the set 

of selected variables if it meets the statistical criterion for entry. This criterion is based on the significance 

in the increase of the R2 produced by the addition of the considered variable. Then variables that are al-

ready in the model are evaluated for removal. The criterion for removal is similar to the one for entry: the 

variable whose rejection would result in the lowest decrease of R2 is removed. The process is iterated un-

til no selected variable meets the removal criterion, and no unselected variable meets the entry criterion. 

The number of variables selected changes according to the characteristics of the problem considered and 

to the considered entry and removal criterion. 

 

Table 6-1. Variables extracted from LIDAR data. 

Variable Variable 
maximum standard deviation 
minimum kurtosis 
mean skewness 
range coefficient of variation 
maximumn with n=0.1, …, 5 mean intensity 
percentiles from the 5th to the 95th  

 

6.4 Estimation techniques 

In the estimation phase we considered two different estimators: a linear multivariate estimator and a non-

linear multivariate ε-Insensitive Support Vector Regression (ε-SVR) algorithm.  

The linear estimator is very simple and it is associated with a low computational load. For this reason, it is 

widely used in the forest science domain for the estimation of stem volume and biomass. It provides good 

results when the correlation between the target variable and the predicting variables can be reasonably 

approximated by linear function. 

Regarding the ε-SVR estimator, it is an advanced machine learning technique that allows one to seize 

complex regression problems characterized by: i) non linear correlation between the target variable and 

the predicting variables; and ii) a reduced number of training samples. It is based on the Support Vector 

Machine theory and its goal is to find a function )(xf  that has at most ε deviation from the real targets 

for the training data, and at the same time is as flat as possible. In other words, it does not consider errors 

if they are smaller than ε, whereas it does not accept any deviation larger than ε. For more details on this 

estimator we refer the reader to[5],[6]. 

 

6.5 Experimental analysis and discussion 

In order to achieve the goals of this chapter we carried out three experiments for the estimation of the di-

ameters with three different sets of variables: i) LIDAR variables; ii) hyperspectral variables; and iii) LI-

DAR and hyperspectral variables. In each of these experiments we first performed the variable selection 

phase, and then the estimation phase with a multivariate linear estimator and an SVR estimator.  
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The variables selected in the three experiments are as follows: i) 1st return range, 2nd return skewness, 

maximum of the 1st return at the power of 0.2, and the 95th percentile of the 1st return; ii) 7 hyperspectral 

bands (see Figure 6-3 for the distribution in the spectrum of the selected bands); iii) maximum of the 1st 

LIDAR return at the power of 0.2, hyperspectral bands at about 429 and 979 nm. 

 

402 438 474 511 547 585 623 661 699 737 776 815 853 892 931 970

wavelenght (nm)
 

Figure 6-3. Hyperspectral bands selected. 
 

As it is possible to observe from Figure 6-3, the spectral bands selected are strongly related to the charac-

terization of the species of the single tree; thus they are directly correlated with the stem diameter. In fact 

the species is one of the key features that with the height characterize the diameter of a tree. All these 

bands can be connected to chlorophyll content (bands at 575, 718 and 735 nm), carotenoides content 

(band at 420 nm), leaves structure, and water content (bands at 785, 815 and 834 nm) ([7],[8]). These pa-

rameters change according to the species considered and thus the spectral signature on the related bands is 

useful in the species identification. 

Table 6-2 presents the results obtained on test and validation sets in the three experiments. Concerning the 

SVR estimator, we considered two kernel functions: linear and RBF functions. The model selection phase 

was carried out through a grid search for the regularization parameters C, the tube insensitive to the errors 

ε, and the spread of the RBF kernel γ [6]. 

Firstly, we can observe that the use of both hyperspectral and LIDAR variables provides the best results 

with all the estimators considered. The MAE is only of about 4 cm on the test set, and of about 5 cm on 

the validation set. 

Secondly, the SVR estimator with both the linear and RBF kernel functions provides higher accuracy than 

the linear estimator with almost all the variables sets considered. Concerning the linear kernel, it achieved 

the best results using the LIDAR variables and the fusion between the hyperspectral and the LIDAR ones. 

The SVR with RBF kernel provided the smallest error when using only the hyperspectral variables. This 

can be explained with the higher complexity (non linearity) of the regression function in the case in which 

only spectral channels are used for retrieving the diameters of the trees. 

In general, it is worth nothing that in all the three experiments the performances in terms of MAE are sim-

ilar for all the three estimators considered, while the R2 provided by the SVR estimator is slightly better 

than those obtained with the linear estimator. 
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Concerning the different data sources the use of hyperspectral images results in the highest error in the 

estimation process. This is reasonable, given the complexity of the relation between the spectral signa-

tures and the diameters of the trees. Nonetheless, these results can be considered interesting when a rough 

estimation of stem diameters should be done and only hyperspectral data are available. 

 

Table 6-2. Results obtained on the test and validation sets in terms of mean absolute error (MAE), 
mean square error (MSE) and coefficient of variation (R2) using different variable sets and 
estimators. 

Test set Validation set 
Variables selected Estimator 

MAE MSE R2 MAE MSE R2 

Linear 5.12 40.43 0.540 5.31 43.56 0.520 
SVR - linear 4.48 33.03 0.650 5.24 40.14 0.573 

1st return range 
2nd return skewness 
(1st return maximum)0.2 
1st return 95th percentile SVR - RBF 4.96 38.45 0.585 5.87 50.37 0.463 

Linear 5.66 53.14 0.399 6.37 60.65 0.324 

SVR - linear 5.85 55.17 0.424 6.22 57.27 0.366 

420 nm hyperspectral band 
576 nm hyperspectral band 
718 nm hyperspectral band 
737 nm hyperspectral band 
786 nm hyperspectral band 
815 nm hyperspectral band 
834 nm hyperspectral band 

SVR - RBF 5.78 51.33 0.439 6.15 54.90 0.400 

Linear 4.43 31.69 0.640 5.30 42.41 0.530 

SVR - linear 4.15 28.41 0.681 5.20 40.14 0.570 
(1st return maximum)0.2 
429 nm hyperspectral band 
979 nm hyperspectral band SVR - RBF 4.52 32.75 0.679 4.96 41.10 0.564 

 

 

6.6 Conclusion 

In this chapter a system for the estimation of stem diameters with hyperspectral and LIDAR data has been 

proposed, and an empirical study on the effectiveness of these different information sources in the estima-

tion task has been presented. Different kinds of variables (extracted from data acquired by different sen-

sors) and different estimators have been compared. From the experimental results, it is possible to con-

clude that: i) the system proposed is effective for the estimation of stem diameters; ii) LIDAR data 

involve accurate estimates of tree diameters (MAE of about 5 cm on the validation set); iii) the combina-

tion of hyperspectral and LIDAR data allows one to slightly increase the performances (MAE reduced on 

both the test and validation sets); and iv) as expected hyperspectral data provide less accurate estimations 

than the LIDAR ones, but the retrieved tree diameters are still reasonable indications of the true values 

when only hyperspectral images are available. 
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Chapter 7 

 

7 Conclusions 

 

This thesis investigated novel systems for the use of hyperspectral and LIDAR remote sensing data in the 

classification of forest areas and in the estimation of trees stem attributes. The main novel contributions of 

this thesis to the literature are: i) an empirical analysis on the relationship between spectral resolution, 

classifier complexity and classification accuracy in the classification of complex forest areas; ii) a novel 

system for the fusion of hyperspectral and LIDAR remote sensing data in the classification of forest ar-

eas; iii) an empirical analysis on the use of multireturn LIDAR data for the estimation of tree stem vol-

ume; iv) a novel system for the estimation of single tree stem diameter and volume with multireturn LI-

DAR data; and v) a system for the fusion of hyperspectral and LIDAR remote sensing data in the 

estimation of tree stem diameters. 

These contributions are related to each other and they can be grouped into two areas: classification and 

estimation in the forestry application domain. Regarding the classification, at first an empirical analysis 

on the relationship among spectral resolution, classifier complexity and classification accuracy have been 

carried out. This analysis is very important as the indications derived from it can be used for both the de-

sign of new sensors, and for a more efficient use of the existing ones. The second novel contribution in 

the classification area is a system that allows one to jointly exploit hyperspectral and LIDAR data for the 

analysis of complex forest areas. This contribution proposes on the one hand a complete system that from 

raw hyperspectral and LIDAR data provides classification maps, and on the other hand important indica-

tions on the significance of LIDAR returns in the classification process, as well as on their complemen-

tary role with hyperspectral data. 

Summarizing, the main conclusions that can be extracted from the classification part of the thesis are: 

i) advanced and complex classification systems (like SVM) are able to exploit high dimensional data 

providing very high classification accuracies, whereas more standard and simpler classifiers (like 

LDA) do not provide high classification accuracies; 

ii)  other simple classifiers (like ML) are advantaged when the spectral resolution decreases and thus 

(considering the same kind of detector) the SNR of the images increases; 

iii)  the proposed novel system for the fusion of hyperspectral and LIDAR data is effective in the classi-

fication of the considered complex forest areas providing very high classification accuracies and de-

tailed maps; 
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iv) the proposed classification system properly exploits the complementary information contained in 

hyperspectral and LIDAR data; in particular, the elevation information provided by LIDAR data re-

sults useful in the separation of tree species with different mean heights but similar spectral signa-

tures; 

v) LIDAR returns after the first one are not relevant for the classification task. 

 

Regarding the estimation part of the work, we focused our attention on the estimation of single tree stem 

height, diameter and volume. Firstly, we propose an empirical analysis on the use of multireturn LIDAR 

data for the estimation of tree stem volume. This study is very important to understand the information 

content of LIDAR returns and the variables more suitable for the exploitation of this information. This 

analysis drives also the design of the novel systems proposed in this thesis. The first system exploits mul-

tireturn LIDAR data for the estimation of tree stem attributes, in particular tree stem diameter and vol-

ume. A detailed empirical analysis has been carried out comparing three variable selection methods and 

three estimators. The second system extend the previous one by combining and exploiting the spectral in-

formation of hyperspectral data with the spatial information of LIDAR data for the estimation of stem di-

ameters. It fuses variables extracted from hyperspectral and LIDAR data for the estimation of tree stem 

diameters. This system which is based on advanced algorithms can be used to exploit these data sepa-

rately and combined. 

Summarizing, the main conclusions that can be extracted from this part of the thesis are: 

i) the systems proposed are effective for the estimation of tree stem diameters, volume and height; 

ii)  1st, 2nd and 3rd LIDAR returns are important for the estimation of tree stem volume; 

iii)  the estimation accuracy is maxima when using the same regression technique in both the phases of 

variable selection and estimation; 

iv) the proposed system for the fusion of hyperspectral and LIDAR data is effective in the exploitation 

of the complementary information of these data. The combined use of variables belonging to both 

sensors allows one to increase the estimation accuracy; 

v) hyperspectral data provide low accuracy estimations of stem diameters. Nevertheless, they can be 

useful for a rough estimation of this variable as they are less expensive than the LIDAR ones and 

they can be used also for species classification. 

There are various future developments for this thesis both in the classification and in the estimation fields. 

In the following we point out some main ideas: 

i) to consider in the classification and estimation process, other algorithms, in particular semi-

supervised techniques. These techniques can be useful in real situation of forest studies where the 

number of training samples is small. 

ii)  to consider in the analysis also satellite VHR multispectral images (e.g., Quickbird, GeoEye). It can 

be interesting to analyze how these data can interact with LIDAR ones in both classification and es-
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timation. In fact these data, even if they have less spectral information, allow one to make studies at 

single tree level with a lower cost compared to aerial images; 

iii)  in order to use the proposed systems for forest inventories of large areas, an issue that needs more 

investigation is that related to their generalization ability considering training and test areas derived 

from areas significantly different at regional scale; 

iv) an analysis on the most suitable point density of LIDAR data in forest analysis application, for both 

classification and estimation; 

v) the study of forest structure with LIDAR data. In particular it seems interesting to investigate the 

possibility to detect single trees in dominated forest layers. 
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