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Abstract 
 
 
This thesis is about the classification of the last generation of very high resolution (VHR) and 

hyperspectral remote sensing (RS) images, which are capable to acquire images characterized 
by very high resolution from satellite and airborne platforms. In particular, these systems can 
acquire VHR multispectral images characterized by a geometric resolution in the order or 
smaller than one meter, and hyperspectral images, characterized by hundreds of bands associ-
ated to narrow spectral channels. This type of data allows to precisely characterizing the differ-
ent materials on the ground and/or the geometrical properties of the different objects (e.g., 
buildings, streets, agriculture fields, etc.) in the scene under investigation. This remote sensed 
data provide very useful information for several applications related to the monitoring of the 
natural environment and of human structures. However, in order to develop real-world applica-
tions with VHR and hyperspectral data, it is necessary to define automatic techniques for an effi-
cient and effective analysis of the data. Here, we focus our attention on RS image classification, 
which is at the basis of most of the applications related to environmental monitoring. Image 
classification is devoted to translate the features that represent the information present in the da-
ta in thematic maps of the land cover types according to the solution of a pattern recognition 
problem. However, the huge amount of data associated with VHR and hyperspectral RS images 
makes the classification problem very complex and the available techniques are still inadequate 
to analyze these kinds of data. For this reason, the general objective of this thesis is to develop 
novel techniques for the analysis and the classification of VHR and hyperspectral images, in or-
der to improve the capability to automatically extract useful information captured from these da-
ta and to exploit it in real applications. Moreover we addressed the classification of RS images 
in operational conditions where the available reference labeled samples are few and/or not 
completely reliable (which is quite common in many real problems). In particular, the following 
specific issues are considered in this work: 

1. development of feature selection for the classification of hyperspectral images, for identify-
ing a subset of the original features that exhibits at the same time high capability to dis-
criminate among the considered classes and high invariance in the spatial domain of the 
scene; 

2. classification of RS images when the available training set is not fully reliable, i.e., some 
labeled samples may be associated to the wrong information class (mislabeled patterns);  

3. active learning techniques for interactive classification of RS images. 
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4. definition of a protocol for accuracy assessment in the classification of VHR images that is 
based on the analysis of both thematic and geometric accuracy; 

For each considered topic an in deep study of the literature is carried out and the limitations 
of currently published methodologies are highlighted. Starting from this analysis, novel solutions 
are theoretically developed, implemented and applied to real RS data in order to verify their ef-
fectiveness. The obtained experimental results confirm the effectiveness of all the proposed tech-
niques. 
 
Keywords: 
Very high resolution images, hyperspectral images, supervised classification, semisupervised 
classification, support vector machines, context-based classification, feature selection, stationary 
features, noisy training sets, active learning, map accuracy assessment, thematic accuracy, geo-
metric accuracy, remote sensing. 
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Chapter 1 
 

1. Introduction 
 
 
In this chapter we introduce this dissertation presenting the background on remote sensing 

and a review on the last generation of remote sensing sensors characterized by very high geo-
metrical and/or spectral resolution and their applications to environmental monitoring. We also 
describe the most critical issues related to the automatic analysis and classification of the data 
collected by these sensors, as well as the general motivations and objectives of this work. Fur-
thermore, we present the specific issues taken into account in this research activity and the novel 
contributions of the thesis. Finally, the structure and organization of this document is described. 

1.1 Overview on remote sensing systems 

With the words “Remote Sensing” (RS) we refer to a technology capable to collect and to in-
terpret information regarding an object without being directly in contact with the item under in-
vestigation. In particular, in this dissertation we take into account the use of RS images collected 
by sensors on board on aircrafts or spacecraft platforms for observing and characterizing the 
Earth surface. These sensors acquire the energy emitted and reflected from the Earth’s surface to 
construct an image of the landscape beneath the platform [1]. Depending on the source of the en-
ergy involved in the image acquisition, two main kinds of RS imaging systems can be distin-
guished: 1) passive systems and 2) active systems. 

Passive (or optical) systems rely on the presence of an external illumination source, i.e., the 
sun. The signal measured by the sensor is: 1) the radiation coming from the sun, that is reflected 
by the Earth surface and passing through the atmosphere arrives to the sensor; and 2) the energy 
emitted by the Earth itself, because of its own temperature. The energy measured by the sensor is 
usually collected in several spectral bands (the spectral range of each single band defines the 
spectral resolution) and over a certain elementary area (that defines the geometric resolution). 
After that, the measure is converted into an opportune electric signal and recorded as digital im-
age. These sensors are usually called multispectral scanners. Sensors capable to collect the radia-
tion in hundreds of very narrow spectral bands are called hyperspectral. 

On the contrary, in active RS systems, the sensor itself (e.g., an antenna) emits the energy (an 
electromagnetic radiation) directed towards the Earth’s surface and measures the energy scat-
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tered back to it. Radar systems, such as real aperture (RAR), synthetic aperture radar (SAR), and 
LIDAR are examples of active sensors. In these systems, the time delay between emission and 
return is measured to establish the location and height of objects, and the power of the received 
radiation provide information for characterizing the object under investigation. 

In this dissertation, we focus on the analysis of optical multispectral and hyperspectral im-
ages and in particular on the last generation of sensors, which can provide images characterized 
by very high geometrical/spectral resolution. 

1.2 Overview on the last generation of remote sensing imaging systems 

In the last decade, the advances in imaging sensors and satellite technologies resulted in the 
development of a new generation of systems capable to acquire images characterized by very 
high resolution from satellite and airborne platforms. In particular, these systems can acquire: 1) 
very high resolution (VHR) multispectral images characterized by a geometric resolution in the 
order of (or smaller than) 1 m; and 2) hyperspectral images, characterized by hundreds of bands 
associated to narrow spectral channels. In the following subsections we will briefly review the 
last sensor advances in the field of VHR and hyperspectral imaging systems, respectively. 

1.2.1 VHR satellites imaging systems 

VHR images became available (and popular) with the launch of commercial satellites like 
Ikonos and Quickbird, with on-board multispectral scanners characterized by a geometrical reso-
lution in the order of 1 m. These satellites can acquire four multispectral bands, in the visible and 
near infrared spectral ranges, and a panchromatic channel with four time higher spatial resolu-
tion. These satellites represent a significant improvement in the geometric resolution with respect 
to the popular Landsat satellites. Indeed, Landsat 7 (the last satellite of the Landsat program) 
provides seven multispectral bands in the visible, near and thermal infrared ranges with a geo-
metric resolution of 30 m (except the thermal infrared band that has a resolution of 60 m) and a 
panchromatic channel with a spatial resolution of 15 m. The SPOT 5 satellite, the last launched 
and operating satellite of the SPOT program, can acquire four multispectral bands in the ranges 
of visible, near, and mid infrared with a spatial resolution of 10 m (except the mid infrared band 
that has a resolution of 20 m) and a panchromatic band with a maximum resolution of 2.5 m. Re-
cently, a new generation of VHR satellite systems became available, i.e., GeoEye-1, World-
View-1 and 2, which further improve the geometric resolution, providing a panchromatic chan-
nel with a resolution smaller that half meter. It is interesting to note that the WorldView-2 
satellite increase the spectral resolution other than the geometric resolution, by providing eight 
channels instead of the common four. Moreover, in the next years the quality and the availability 
of this type of data are going to further increase thanks to the missions GeoEye-2 and Pleiades. 
Table 1.1 reports the main characteristics of the most popular satellite systems of the last decade 
with on board multispectral scanners. Fig. 1.1 shows a graph of the increase of the spatial resolu-
tion of popular satellites with on board multispectral systems since 1970. 
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Table 1.1 – Main characteristics of multispectral sensors on board of satellite platforms. All the consid-

ered satellites are in a polar sun-synchronous orbit with equatorial crossing time 10 a.m. 

Satellite Sensor bands [nm] 
Spatial resolution 

(at nadir) 
Swath width Orbit altitude 

Year of 

launch 

Landsat 7 

520-900 (pan ) 

450-520 (blue) 

520-600 (green) 

630-690 (red) 

760-900 (NIR) 

1550-1750 (MIR 1) 

10400-12500 (TIR) 

2080-2350 (MIR 2) 

15 m 

30 m 

30 m 

30 m 

30 m 

30 m 

60 m 

30 m 

185 km 705 km 1999 

Ikonos 

526-900 (pan) 

445-516 (blue) 

505-595 (green) 

0.632-0.698 (red) 

0.757-0.853 (NIR) 

0.82 m 

3.2 m 

11 km 681 km 1999 

Eros A 500-900 (pan) 1.8 m 14 km 480 km 2000 

Quickbird 

445-900 (pan) 

450-520 (blue) 

520-600 (green) 

630-690 (red) 

760-900 (NIR) 

0.61 m 

2.44 m 

16.5 km 450 km 2001 

SPOT 5 

480-710 (pan) 

500-590 (green) 

610-680 (red) 

780-890 (NIR) 

1580-1750 (MIR) 

2.5 m 

10 m 

10 m 

10 m 

20 m 

60 km 832 km 2002 

Eros B 500-900 (pan) 0.7 m 7 km 600 km 2006 

WorldView 1 450-900 (pan) 0.50 m 17.6 km 496 km 2007 

GeoEye 1 

450-900 (pan) 

450-520 (blue) 

520-600 (green) 

625-695 (red) 

760-900 (NIR) 

0.41 m 

1.65 m 

15.2 km 681 km 2008 
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Satellite Sensor bands [nm] 
Spatial resolution 

(at nadir) 
Swath width Orbit altitude 

Year of 

launch 

WorldView 2 

450-800 (pan) 

400-450 (coastal) 

450-510 (blue) 

510-580 (green) 

585-625 (yellow) 

630-690 (red) 

705-745 (red edge) 

770-895 (NIR 1) 

860-1040 (NIR 2) 

0.46 m 

1.84 m 

16.4 km 770 km 2009 

Pleiades-HR 1 

480-830 (pan) 

430-550 (blue) 

490-610 (green) 

600-720 (red) 

750-950 (NIR) 

0.7 m 

2.8 m 

20 km 694 km 2010 

Pleiades-HR 2 

480-830 (pan) 

430-550 (blue) 

490-610 (green) 

600-720 (red) 

750-950 (NIR) 

0.7 m 

2.8 m 

20 km 694 km 2011 

GeoEye 2 Pan 0.25 m - - 2012 
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Fig. 1.1 – Spatial resolution of multispectral satellite sensors 

VHR images allow one the precise recognition of the shape and the geometry of the objects 
present on the ground as well as the identification of the different land-cover classes. For these 
reasons, VHR data are very important sources of information for the development of many ap-
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plications related to the monitoring of natural environments and human structures. Strategic ap-
plications for public administrations are related to the monitoring and the management of natural 
resources, agriculture fields, urban areas or for analyzing evacuation planning in areas with the 
risk of floods or fires. Other examples of interesting applications are building detection and 
building abuse discovering, road networks extraction and road map updating. 

1.2.2 Hyperspectral imaging systems 

Hyperspectral sensors can acquire hundreds of bands associated to narrow spectral channels, 
allowing a dense sampling of the spectral signature of the land-covers. At the present, the acqui-
sition of hyperspectral images can be obtained by airborne platforms, or by MODIS, 
CHRIS/Proba, and Hyperion systems, which are the only satellites with on-board hyperspectral 
sensors that acquire images in some tens or hundreds of bands. Table 1.2 reports the main recent 
hyperspectral sensors and their spectral characteristics. However, among the others, in the next 
years the Italian Space Agency (ASI) and the German Space Agency (DLR) are going to launch 
two new satellite missions with high resolution hyperspectral sensors, called PRISMA and En-
MAP, respectively. The PRISMA sensor will combine a hyperspectral sensor (operating in the 
spectral range 400-2500 nm with spectral resolution of 10 nm) that has a geometrical resolution 
of 20-30 m with a panchromatic camera capable to acquire images with a geometrical resolution 
of 2.5-5 m. This combination will allow one to precisely characterize both the different types of 
materials on the ground as well as the shape and the geometrical properties of the objects in the 
scene under investigation. 

Hyperspectral images represent a very rich source of information for a precise recognition 
and characterization of the materials and objects on the ground. Hyperspectral images allow one 
the development of important applications like the detailed classification of forest areas, pollu-
tion monitoring, analysis of inland water and coastal zones, analysis of natural risks (fires, 
floods, eruptions, earthquakes), etc. 

Table 1.2 - Recent hyperspectral sensors and related spectral properties [2]. 

Sensor name Manufacturer Platform 

Maximum 

Number 

of Bands 

Maximum 

Spectral 

Resolution 

Spectral range 

Hyperion on EO-1 

NASA Goddard 

Space 

Flight Center 

satellite 220 10 nm 0.4 – 2.5 µm 

MODIS NASA satellite 36 40 nm 0.4 – 14.3 µm 

CHRIS Proba ESA satellite up to 63 1.25 nm 0.415 – 1.05 µm 

AVIRIS 
NASA Jet Propulsion 

Lab 
aerial 224 10 nm 0.4 – 2.5 µm 

HYDICE Naval Research Lab aerial 210 7.6 nm 0.4 – 2.5 µm 

PROBE-1 
Earth Search Sci-

ences Inc. 
aerial 128 12 nm 0.4 – 2.45 µm 

CASI 550 
ITRES Research Li-

mited 
aerial 288 1.9 nm 0.4 – 1 µm 
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Sensor name Manufacturer Platform 

Maximum 

Number 

of Bands 

Maximum 

Spectral 

Resolution 

Spectral range 

CASI 1500 
ITRES Research Li-

mited 
aerial 288 2.5 nm 0.4 – 1.05 µm 

SASI 600 
ITRES Research Li-

mited 
aerial 100 15 nm 0.95 – 2.45 µm 

TASI 600 
ITRES Research Li-

mited 
aerial 64 250 nm 8 – 11.5 µm 

HyMap 
Integrated Spectron-

ics 
aerial 125 17 nm 0.4 – 2.5 µm 

ROSIS DLR aerial 84 7.6 nm 0.43 – 0.85 µm 

EPS-H (Environ-

mental Protection 

System) 

GER Corporation aerial 133 0.67 nm 0.43 – 12.5 µm 

EPS-A (Environ-

mental Protection 

System) 

GER Corporation aerial 31 23 nm 0.43 – 12.5 µm 

DAIS 7915 

(Digital Airborne Im-

aging Spectrometer) 

GER Corporation aerial 79 15 nm 0.43 – 12.3 µm 

AISA Eagle Spectral Imaging aerial 244 2.3 nm 0.4 to 0.97 µm 

AISA Eaglet Spectral Imaging aerial 200 - 0.4 to 1.0 µm 

AISA Hawk Spectral Imaging aerial 320 8.5 nm 0.97 to 2.45 µm 

AISA Dual Spectral Imaging aerial 500 2.9 nm 0.4 to 2.45 µm 

MIVIS (Multispectral 

Infrared and Visible 

Imaging Spectrome-

ter) 

Daedalus aerial 102 20 nm 0.43 – 12.7 µm 

AVNIR OKSI Aerial 60 10 nm 0.43 – 1.03 µm 

1.3 Motivation, objectives and novel contributions of this thesis 

In order to develop the applications mentioned in the previous sections with VHR and hyper-
spectral data, it is necessary to define automatic techniques for an efficient and effective analysis 
of the data. Here, we focus our attention on RS image classification, which is at the basis of the 
development of most of the aforesaid applications, and is devoted to translate the features that 
represent the information present in the data in thematic maps of the land cover types according 
to the solution of a pattern recognition problem. However, the huge amount of data associated 
with VHR and hyperspectral RS images makes the classification problem very complex. At the 
state of the art, the most promising techniques for the classification of the last generation of RS 
data are based on kernel methods and support vector machines [3]-[4], which revealed very ef-
fective and robust in the solution of many classification problems. Nonetheless, the available 
techniques are still inadequate to analyze these kinds of data and further investigations are 
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needed to effectively exploit VHR and hyperspectral images for the development of real-world 
applications. For this reason, the general objective of this thesis is to develop novel techniques 
for the analysis and the classification of VHR and hyperspectral images, in order to improve the 
capability to automatically extract the useful information captured from these data and to exploit 
it in real applications. We addressed these problems also considering operational conditions 
where the available reference labeled samples are few and/or not completely reliable (which is 
quite common in many real problems). In particular, the following specific issues are considered 
in this work: 
a) selection of spatially invariant features for the classification of hyperspectral images with 

improved generalization capability; 
b) classification of RS images when the available training set is not fully reliable, i.e., some la-

beled samples may be associated to the wrong information class (mislabeled patterns);  
c) active learning techniques for interactive classification of RS images. 
d) definition of a protocol for accuracy assessment in the classification of VHR images that is 

based on the analysis of both thematic and geometric accuracy; 
In order to address the abovementioned issues, we developed novel approaches and tech-

niques for the analysis and classification of RS images. The main goals of these methods are 
briefly described in the following. 

 
a) A Novel approach to the selection of spatially invariant features for the classification of hy-
perspectral images with improved generalization capability 

Hyperspectral RS images, which are characterized by a dense sampling of the spectral signa-
ture of different land-cover types, represent a very rich source of information for the analysis and 
automatic recognition of land-cover classes. However, supervised classification of hyperspectral 
images is a very complex methodological problem due to many different issues: 1) the small 
value of the ratio between the number of training samples and the number of available spectral 
channels (and thus of classifier parameters), which results in the Hughes phenomenon [5]; 2) the 
high correlation among training patterns taken from the same area, which violates the required 
assumption of independence of samples included in the training set (thus reducing the informa-
tion conveyed to the classification algorithm by the considered samples); and 3) the nonstation-
ary behavior of the spectral signatures of land-cover classes in the spatial domain of the scene, 
which is due to physical factors related to ground (e.g., different soil moisture or composition), 
vegetation, and atmospheric conditions. All the aforementioned issues result in decreasing the 
robustness, the generalization capability, and the overall accuracy of classification systems used 
to generate the land-cover maps. 

In this thesis, we address the aforementioned problem by proposing a novel approach to fea-
ture selection that, unlike standard techniques, aims at identifying a subset of features that exhib-
its both high discrimination ability among the considered classes and high invariance in the spa-
tial domain of the investigated scene. This approach is implemented by defining a novel criterion 
function that is based on the evaluation of two terms: 1) a standard separability measure and 2) a 
novel invariance measure that assesses the stationarity of features in the spatial domain. The 
search algorithm, adopted for deriving the subsets of features that jointly optimize the two terms, 
is based on the optimization of a multiobjective problem for the estimation of the Pareto-optimal 
solutions [6]. For the assessment of the two terms of the criterion function, we propose both a 
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supervised and a semisupervised method that can be alternatively adopted depending on the 
amount of available reference data and on their properties. The proposed approach can be inte-
grated in the design of any system for hyperspectral image classification (e.g., based on paramet-
ric or distribution-free supervised algorithms) for increasing the robustness and the generaliza-
tion capability of the classifier. 

 
b) A novel context-sensitive semisupervised SVM classifier robust to mislabeled training samples 

The classification of RS images is often performed by using supervised classification algo-
rithms, which require the availability of labeled samples for the training of the classification 
model. All these algorithms are sharply affected from the quality of the labeled samples used for 
training the classifier, whose reliability is of fundamental importance for an adequate learning of 
the properties of the investigated scene (and, thus, for obtaining accurate classification maps). In 
supervised classification, the implicit assumption is that all labels associated with training pat-
terns are correct. Unfortunately, in many real cases, this assumption does not hold, and small 
amounts of training samples are associated with a wrong information class due to errors occurred 
in the phase of collection of labeled samples. Labeled samples can be derived by the following: 
1) in situ ground truth surveys; 2) analysis of reliable reference maps; or 3) image photointerpre-
tation. In all these cases, mislabeling errors are possible. During the ground truth surveys, misla-
beling errors may occur due to imprecise geolocalization of the positioning system; this leads to 
the association of the identified land-cover label with a wrong geographic coordinate and, thus, 
with the wrong pixel (or region of interest) in the remotely sensed image. Similar errors may oc-
cur if the image to be classified is not precisely georeferenced. When reference maps are used for 
extracting label information, possible errors present in the maps propagate to the training set. 
The case of image photointerpretation is also critical, as errors of the human operator may occur, 
leading to a mislabeling of the corresponding pixels or regions. Mislabeled patterns bring distort 
(wrong) information to the classifier. The effect of noisy patterns in the learning phase of a su-
pervised classifier is to introduce a bias in the definition of the decision regions, thus decreasing 
the accuracy of the final classification map. 

In this thesis, we address the aforementioned problems by the following: 1) presenting a nov-
el context-sensitive semisupervised support vector machine (CS4VM) classification algorithm, 
which is robust to noisy training sets, and 2) analyzing the effect of noisy training patterns and of 
their distribution on the classification accuracy of widely used supervised and semisupervised 
classifiers. The main idea behind the proposed methodology is to exploit the information of the 
context patterns to reduce the bias effect of the mislabeled training patterns on the definition of 
the discriminating hyperplane of the SVM classifier, thus decreasing the sensitivity of the learn-
ing algorithm to unreliable training samples. This is accomplished by explicitly including the 
samples belonging to the neighborhood system of each training pattern in the definition of the 
cost function used for the learning of the classifier. These samples are considered by exploiting 
the labels derived through a semisupervised classification process (for this reason, they are called 
semilabeled samples). The semilabeled context patterns have the effect to mitigate the bias intro-
duced by noisy patterns by adjusting the position of the hyperplane. This strategy is defined ac-
cording to a learning procedure for the proposed CS4VM that is based on two main steps: 1) su-
pervised learning with original training samples and classification of the (unlabeled) context 
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patterns and 2) contextual semisupervised learning based on both original labeled patterns and 
semilabeled context patterns according to a novel cost function. 

 
c) Batch mode active learning methods for interactive classification of RS images 

As mentioned before, automatic classification of RS images is generally performed by using 
supervised classification techniques, which require the availability of labeled samples for train-
ing the supervised algorithm. The amount and the quality of the available training samples are 
crucial for obtaining accurate classification maps. However, in many real world problems the 
available training samples are not enough for an adequate learning of the classifier. In order to 
enrich the information given as input to the learning algorithm (and to improve classification ac-
curacy) semisupervised approaches can be adopted to jointly exploit labeled and unlabeled sam-
ples in the training of the classifier. Semisupervised approaches based on Support Vector Ma-
chines (SVMs) have been successfully applied to the classification of multispectral and 
hyperspectral data, where the ratio between the number of training samples and the number of 
available spectral channels is small. However, an alternative and conceptually different approach 
to improve the statistic in the learning of a classifier is to iteratively expand the original training 
set according to an interactive process that involves a supervisor. This approach is known in the 
machine learning community as active learning [7]-[9], and although marginally considered in 
the RS community, can result very useful in different application domains. In active learning: 1) 
the learning process repeatedly queries available unlabeled samples to select the ones that are 
expected to be the most informative for an effective learning of the classifier, 2) the supervisor 
(e.g., the user) labels the selected samples interacting with the system, and 3) the learner updates 
the classification rule by retraining with the updated training set. Therefore, the unnecessary and 
redundant labeling of non informative samples is avoided, greatly reducing the labeling cost and 
time. Moreover, active learning allows one to reduce the computational complexity of the train-
ing phase. 

In this thesis we investigate different batch mode AL techniques proposed in the machine 
learning literature and we properly generalize them to the classification of RS images with mul-
ticlass problem addressed by support vector machines (SVMs). The key issue of batch mode AL 
is to select sets of samples with little redundancy, so that they can provide the highest possible 
information to the classifier. Thus, the query function adopted for selecting the batch of the most 
informative samples should take into account two main criteria: 1) uncertainty, and 2) diversity 
of samples. The uncertainty criterion is associated to the confidence of the supervised algorithm 
in correctly classifying the considered sample, while the diversity criterion aims at selecting a set 
of unlabeled samples that are as more diverse (distant one another) as possible, thus reducing the 
redundancy among the selected samples. The combination of the two criteria results in the selec-
tion of the potentially most informative set of samples at each iteration of the AL process. More-
over, we propose a novel query function that is based on a kernel clustering technique for assess-
ing the diversity of samples and a new strategy for selecting the most informative representative 
sample from each cluster. The investigated and proposed techniques are theoretically and ex-
perimentally compared among them and with other AL algorithms proposed in the RS literature 
in the classification of VHR images and hyperspectral data. On the basis of this comparison 
some guidelines are derived on the use of AL techniques for the classification of different types 
of RS images. 
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d) A novel protocol for accuracy assessment in classification of very high resolution images  
With the availability of VHR images acquired by satellite multispectral scanners, it is possi-

ble to acquire detailed information on the shape and the geometry of the objects present on the 
ground. This detailed information can be exploited by automatic classification systems to gener-
ate land-cover maps that exhibit a high degree of geometrical details. The precision that the clas-
sification system can afford in the characterization of the geometrical properties of the objects 
present on the ground is particularly relevant in many practical applications, e.g., in urban area 
mapping, building characterization, target detection, crop fields classification in precision farm-
ing, etc. In this context, a major open issue in classification of VHR images is the lack of ade-
quate strategies for a precise evaluation of the quality of the produced thematic maps. The most 
common accuracy assessment methodology in classification of VHR images is based on the 
computation of thematic accuracy measures according to collected reference data. However, the 
thematic accuracy alone does not result sufficient for effectively characterizing the geometrical 
properties of the objects recognized in a map, because it assesses the correctness of the land-
cover labels of sparse test pixels (or regions of interests) that do not model the actual shape of 
the objects in the scene. Thus, often maps derived by different classifiers (or with different pa-
rameter values for the same classifier) that have similar thematic accuracy exhibit significantly 
different geometric properties (and thus global quality). For this reason, in many real classifica-
tion problems the quality of the maps obtained by the classification of VHR data is assessed also 
through a visual inspection. However, this procedure can provide just a subjective evaluation of 
the map quality that can not be quantified. Thus, it is important to develop accuracy assessment 
protocols for a precise, objective, and quantitative characterization of the quality of thematic 
maps in terms of both thematic and geometric properties. These protocols could be used not only 
for assessing the quality of thematic maps generated by different classification systems, but also 
for better driving the model selection of  a single classifier, i.e., the selection of the optimum 
values for the free parameters of a supervised categorization algorithm. 

Here, we address the abovementioned problem by proposing a novel protocol for a precise, 
automatic, and objective characterization of the accuracy of thematic maps derived from VHR 
images. The proposed protocol is based on the evaluation of two families of indices: 1) thematic 
accuracy indices; and 2) a set of novel geometric indices that assess different properties of the 
objects recognized in the thematic map. The proposed protocol can be used to: 1) objectively 
characterize the thematic and geometric properties of classification maps; 2) to select the map 
that better fit specific user requirements; or 3) to identify the map that exhibits in average best 
global properties if no specific requirements are defined. Moreover, we propose a novel ap-
proach for tuning the free parameters of supervised classification algorithms (e.g., SVM), which 
is based on the optimization of a multiobjective problem. The aim of this approach is to select 
the parameter values that result in a classification map that exhibits high geometric and thematic 
accuracies. 

1.4 Structure of the Thesis 

This thesis is organized in seven chapters. The present chapter presented a brief overview on 
both RS and the last generation of VHR and hyperspectral sensors. In addition, it introduced the 
background, the motivation and the main novel contributions of this thesis. The rest of the chap-
ters are aimed at addressing the issues introduced in section 1.3, by presenting the analysis of the 
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state of the art and proposing the novel techniques and approaches developed during the Ph.D. 
activity. 

Chapter 2 presents an extensive and critical review on the use of kernel methods and in par-
ticular of support vector machines (SVMs) in the classification of RS data. 

Chapter 3 proposes a novel approach to feature selection for the classification of hyperspec-
tral images that aims at selecting a subset of the original features that exhibits at the same time 
high capability to discriminate among the considered classes and high invariance in the spatial 
domain of the scene. This approach results in a more robust classification system with improved 
generalization properties with respect to standard feature-selection methods. 

Chapter 4 describes a novel context-sensitive semisupervised support vector machines 
(CS4VM) classifier, which is aimed at addressing classification problems where the available 
training set is not fully reliable, i.e., some labeled samples may be associated to the wrong in-
formation class. 

Chapter 5 presents an analysis on the use of active learning techniques for the interactive 
classification of RS images and a comparison of active learning techniques based on SVM gen-
eralized to multiclass problems. Moreover, a novel query function for the selection of a batch of 
unlabeled samples to be included in the training set is proposed. 

Chapter 6 introduces a novel protocol for the accuracy assessment of the thematic maps ob-
tained by the classification of VHR images. The proposed protocol is based on the analysis of 
two families of indices: 1) the traditional thematic accuracy indices; and 2) a set of novel geo-
metric indices that model different geometric properties of the objects recognized in the map.  

Chapter 7 draws the conclusions of this thesis. Furthermore, future developments of the re-
search activity are discussed. 
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Chapter 2 
 

2. Support Vector Machine for the Classification of Remote Sensing 
Data     

 
 
This chapter presents an extensive and critical review on the use of kernel methods and in 

particular of support vector machines (SVMs) for the classification of remote sensing (RS) data. 
The chapter recalls the mathematical formulation and the main theoretical concepts related to 
SVMs, and discusses the motivations at the basis of the use of SVMs in remote sensing. A review 
on the main applications of SVMs in classification of remote sensing is given, presenting a lit-
erature survey on the use of SVMs for the analysis of different kinds of RS images. In addition, 
the most recent methodological developments related to SVM-based classification techniques in 
RS are illustrated by focusing on semisupervised, domain adaptation, and context-sensitive ap-
proaches. Finally, the most promising research directions on SVM in RS are identified and dis-
cussed 

2.1 Introduction 

In the last two decades there have been significant improvements both in the technology as-
sociated with the development of the sensors used in RS to acquire signals and images for Earth 
observation (as reviewed in the previous chapter) and in the analysis techniques adopted for ex-
tracting information from these data useful for operational applications. The modern technology 
resulted in the definition of different kinds of sensors for Earth observation based on different 
principles and with different properties. In this context, the challenging properties of new genera-
tion of sensors require the definition of novel data analysis methods. In this chapter we focus our 
attention on RS image classification methodologies, which are devoted to translate the features 
that represent the information present in the data in thematic maps representing land cover types 
according to the solution of a pattern recognition problem. In particular, we concentrate our at-
tention on supervised classification algorithms, which require the availability of labeled samples 
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for the training of the classification model. In this context, the availability of last generation RS 
images allowed the development of new applications that require the mapping of the Earth sur-
face with high geometric precision and a high level of thematic details. However, the huge 
amount of data associated with these images requires the development of sophisticated automatic 
classification techniques capable to obtain accurate land-cover maps in a reasonable processing 
time. 

In the last decades, a great effort has been devoted to exploit machine learning methods for 
classification of RS images. This has been done by introducing the use of neural networks (NN) 
in RS (with the pioneering work presented in [1]) for solving many different classification tasks. 
Several different paradigms and models of NN have been used in recent years for addressing re-
mote sensing image classification problems, ranging from standard Multilayer Perceptron (MLP) 
network [1]-[3], to Radial Basis Functions (RBF) neural network [4], [5], structured neural net-
works [6] and hybrid architectures. Also more complex and structured architecture have been 
exploited for solving specific problems, like compound classification of multitemporal data [7], 
multiple classification systems made up of neural algorithms [8], [9], etc. All these methods 
share as common property the idea to perform the learning of the classification algorithm accord-
ing to the minimization of the empirical risk, associated to the errors on the training set. How-
ever, the last frontiers of machine learning classifiers in RS are represented by methods based on 
the structural risk minimization principle (which allows one to effectively tune the tradeoff be-
tween empirical risk and generalization capability) rather than on the empirical risk minimiza-
tion. The related statistical learning theory (formulated from Vapnik [10]) is at the basis of the 
support vector machine (SVM) classification approach. SVM is a classification technique based 
on kernel methods that has been proved very effective in solving complex classification prob-
lems in many different application domains. In the last few years, SVM gained a significant cre-
dit also in RS applications. The pioneering work of Gualtieri in 1998 [11] related to the use of 
SVM for classification of hyperspectral images has been followed from several different experi-
ences of other researchers that analyzed the theoretical properties and the empirical perform-
ances of SVM applied to different kinds of classification problems [12]-[28]. The investigations 
include classification of hyperspectral data [11]-[18], multispectral images [19]-[26], VHR im-
ages [27], as well as multisource and multisensor classification scenarios [28]-[30]. SVMs re-
vealed to be very effective classifiers and currently they are among the most adequate techniques 
for the analysis of last generation of RS data. 

In all these cases the success of SVMs is due to the important properties of this approach, 
which integrated with the effectiveness of the classification procedure and the elegance of the 
theoretical developments, result in a very solid classification methodology in many different RS 
data classification domains. As it will be explained in the following section, this mainly depends 
on the fact that SVMs implement a classification strategy that exploits a margin-based “geomet-
rical” criterion rather than a purely “statistical” criterion. In other words, SVMs do not require an 
estimation of the statistical distributions of classes to carry out the classification task, but they 
define the classification model by exploiting the concept of margin maximization. 

The main properties that make SVM particularly attractive in RS applications can be summa-
rized as follows [31]-[33]: 
• their intrinsic effectiveness with respect to traditional classifiers thanks to the structural risk 

minimization principle, which results in high classification accuracies and very good gener-
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alization capabilities (especially in classification problems defined in high dimensional fea-
ture spaces and with few training samples, which is a typical situation in the classification of 
last generation of RS images); 

• the possibility to exploit the kernel trick to solve non-linear separable classification problems 
by projecting the data into a high dimensional feature space and separating the data with a 
simple linear function; 

• the convexity of the objective function used in the learning of the classifier, which results in 
the possibility to solve the learning process according to linearly constrained quadratic pro-
gramming (QP) characterized from a unique solution (i.e., the system cannot fall into sub-
optimal solutions associated with local minima); 

• the possibility of representing the convex optimization problem in a dual formulation, where 
only non-zero Lagrange multipliers are necessary for defining the separation hyperplane 
(which is a very important advantage in the case of large data sets). This is related to the 
property of sparseness of the solution. 
Moreover, SVMs exhibit important advantages with respect to NN approaches. Among the 

others we recall: 1) higher generalization capability and robustness to the Hughes phenomenon; 
2) lower effort required for the model selection in the learning phase (i.e., they involve less con-
trol parameters and thus computational time for their optimum values selection) and the implicit 
automatic architecture definition; 3) optimality of the solution obtained by the learning algo-
rithm. 

The objective of this chapter is to review the state of the art of SVM for the classification of 
RS data. In particular, Section 2.2 recalls the basic principles of SVM for pattern classification. 
Section 2.3 presents a literature survey about the most relevant papers that report studies about 
the application of SVM to the classification of different kinds of RS images and papers that pro-
pose advanced systems based on the SVM approach for the analysis of RS data. Along with this 
state-of-the-art review, we discuss about the operative adoption of SVM for the analysis of RS 
images and the direction of the future research on this topic. Finally, section 2.4 draws the con-
clusion of the chapter. 

2.2 Support vector machine classifiers 

Let us consider the problem of supervised classification of a generic d-dimensional image 
I of size I J×  pixel. Let us assume that a training set { , }T = X Y  made up of N pairs ( ) 1

,
N

i i i
y

=
x  is 

available, where 1{ | }d N
i i i == ∈ ⊂x x ℝX I  is a subset of I and 1{ } N

i iy ==Y  is the corresponding set 
of labels. For the sake of simplicity, since SVMs are binary classifiers, we first focus the atten-
tion on the two-class case (the general multiclass case will be addressed later). Accordingly, let 
us assume that { 1; 1}iy ∈ + − is the binary label of the patternix . The goal of the binary SVM is to 
divide the d-dimensional feature space in two subspaces, one for each class, through a separating 
hyperplane : 0H y b= 〈 ⋅ 〉 + =w x . The final decision rule used to find the membership of a test 
sample is based on the sign of the discrimination function ( )f b= 〈 ⋅ 〉 +x w x  associated to the 
hyperplane. Therefore, a generic pattern x  will be labeled according to the following rule: 
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x x
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 (2.1) 
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The training of an SVM consists in finding the position of the hyperplane H, estimating the 
values of the vector w and the scalar b, according to the solution of an optimization problem. 
From a geometrical point of view, w is a vector perpendicular to the hyperplane H and thus de-
fines its orientation. The distance of the H to the origin is b w  , while the distance of a sample 
x  to the hyperplane is ( )f x w . Let us define the functional margin { }min ( )i iF y f= x , 

1,...,i N= and the geometric margin g F= w . The geometric margin represents the minimum 
Euclidean distance between the available training samples and the hyperplane. 

2.2.1 Training of linear SVM - maximal margin algorithm. 

In the case of a linearly separable problems, the learning of an SVM can be performed with 
the maximal margin algorithm, which consists in finding the hyperplane H that maximizes the 
geometric margin G. Rescaling the hyperplane parameters w  and b such that the functional 
margin 1F = , it turns out that the optimal hyperplane can be determined as the solution of the 
following convex quadratic programming problem: 

 

2

,

1
min:

2

1,   1, ,

b

i iy b i N




 ⋅  ⋅ +  ≥ ∀ = 

w
w

w x …

 (2.2) 

Let H1 and H2 be two hyperplane parallel to the separating hyperplane H and equidistant 
from it: 

 1
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x w x

x w x
 (2.3) 

The goal of the training phase is to find the values of w  and b such that the geometric distance 
between H1 and H2 is maximized with the condition that there is no sample between them. Since 
direct handling of inequality constraints is difficult, Lagrange theory is usually exploited by in-
troducing Lagrange multipliers 1

N
iα =  for the quadratic optimization problem. This leads to an al-

ternative dual representation: 
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The Karush–Kuhn–Tucker (KKT) complementarity conditions provide useful information about 
the structure of the solution. They state that the optimal solution *

α , * *( , )bw should satisfy: 

 [ ]* * *( ) 1 0, 1,....,i i iy b i Nα 〈 ⋅ 〉+ − = =w x  (2.5) 

This implies that only input samples xi for which the functional margin is one (and that there-
fore lie closest to the hyperplane, i.e., lie on H1 or H2) are associated to Lagrange multipliers 

0iα > . All the other multipliers *
iα are zero. Hence, only these samples are involved in the ex-

pression for the weight vector. It is for this reason that they are called support vectors (SV). Thus 
we can write that * * *

1

N

i i i i i ii i SV
y yα α

= ∈
= =∑ ∑w x x . It is worth noting that the term b does not 

appear in the dual problem, and should be calculated making use of the primal constraints:  
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 1 1max ( ) min ( )

2
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= −
w x w x

 (2.6) 

Once the values for w  and b are determined by solving the optimization problem, one ge-
neric test sample is classified on the basis of the sign of the discriminant function, that can be 
expressed as:  

 * *( ) i i i i i i
i SV i SV

f b y b y bα α
∈ ∈

 = 〈 ⋅ 〉 + = ⋅ + = 〈 ⋅ 〉 + 
 
∑ ∑x w x x x x x . (2.7) 

Note that the training samples appear only in the form of dot product. This property of the dual 
form will be exploited later to extend the formulation to nonlinear problems.  

2.2.2 Training of linear SVM - soft margin algorithm. 

The maximum margin training algorithm can not be used in many real world problems where 
the available training samples are not linearly separable because of noisy samples and outliers 
(this is very common in real RS classification problems). In these cases, the soft margin algo-
rithm is used in order to handle nonlinear separable data. This is done by defining the so called 
slack variables as: 

 [( , ), ( , )] max[0,1 ( )]i i i i iy b y bξ ξ= = − 〈 ⋅ 〉 +x w w x  (2.8) 

Slack variables allow one to control the penalty associated with misclassified samples. In this 
way the learning algorithm is robust to both noise and outliers present in the training set, thus re-
sulting in high generalization capability. The optimization problem can be formulated as follows: 
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where 0C ≥  is the regularization parameter that allows one to control the penalty associated to 
errors (if C = ∞  we come back to the maximal margin algorithm), and thus to control the trade-
off between the number of allowed mislabeled training samples and the width of the margin. If 
the value of C is too small, many errors are permitted and the resulting discriminant function will 
poorly fit with the data; on the opposite, if C is too large, the classifier may overfit the data in-
stances, thus resulting in low generalization ability. A precise definition of the value of the C pa-
rameter is crucial for the accuracy that can be obtained in the classification step and should be 
derived through an accurate model selection phase. 

Similarly to the case of the maximal margin algorithm, the optimization problem (2.9) can be 
rewritten in an equivalent dual form: 
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Note that the only difference between (2.10) and (2.4) is in the constraint on the multipliers 

{ } 1

N

i i
α

=
 that for the soft margin algorithm are bounded by the parameter C. For this reason this 

problem is also known as box constrained problem. The KKT conditions become in this case: 
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Varying the values of the multipliers { } 1

N

i i
α

=
 three cases can be distinguished: 

1. if iα  = 0 ⇒  0iξ = and ( ) 1i iy b〈 ⋅ 〉 + ≥w x ;  
2. if 0 i Cα< < , we have that ( ) 1i i iy b ξ〈 ⋅ 〉 + + =w x , but given that 0iξ =  we have that 

( ) 1i iy b〈 ⋅ 〉 + =w x ; 
3. if iα  = C, ⇒  ( ) 1i i iy b ξ〈 ⋅ 〉 + + =w x , but given that 0iξ ≥  we have that ( ) 1i iy b〈 ⋅ 〉 + ≤w x . 
The KKT conditions can therefore be rewritten as: 
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Fig. 2.1. Qualitative example of a separating hyperplane in the case of a non linear separable classifica-

tion problem.  

 

The support vectors with multiplier i Cα =  are called bound support vectors (BSV) and are as-
sociated to slack variables 0iξ ≥ ; the ones with 0 i iCα< <  are called non bound support vectors 
(NBSV) and lie on the margin hyperplane H1 or H2 ( ( ) 1i iy f =x ). 

2.2.3 Training of non linear SVM - kernel trick. 

An important improvement to the above-described methods consists in considering non linear 
discriminant functions for separating the two information classes. This can be obtained by trans-
forming the input data into a high dimension (Hilbert) feature space '( ) dΦ ∈x ℝ  ( 'd d> ) where 
the transformed samples can be better separated by a hyperplane. The main problem is to explic-
itly choose and calculate the function '( ) dΦ ∈x ℝ  for each training samples. But given that the 
input points in dual formulation [see (2.10)] appear in the form of inner products, we can do this 
mapping in an implicit way by exploiting the so called kernel trick. Kernel methods provide an 
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elegant and effective way of dealing with this problem by replacing the inner product in the input 
space with a kernel function such that: 

 ( , ) ( ( ) ( ) , 1,...,i j i jK x x i j Nφ φ= 〈 ⋅ 〉 =x x  (2.13) 

implicitly calculating the inner product in the transformed space.  
 

 

Fig. 2.2. Transformation of the input data by means of a kernel function into a high dimension feature 

space.  a) Input feature space; b) kernel induced high dimensional feature space. 

 

The soft margin algorithm for nonlinear function can be represented by the following optimi-
zation problem: 
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And the discrimination function becomes: 

 *( ) ( )i i i
i SV

f y k bα
∈

= ⋅ +∑x x x  (2.15) 

The condition for a function to be a valid kernel is given by the Mercer’s theorem [32]. The most 
widely used non-linear kernel functions are the followings [31]:  

• homogeneous polynomial function: ( , ) ( ) ,p
i j i jk p= ⋅ ∈x x x x ℤ   

• inhomogeneous polynomial function: ( , ) ( ( )) , , 0p
i j i jk c p c= + ⋅ ∈ ≥x x x x ℤ  

• Gaussian function: 

2

22( , ) ,
i j

i jk e σ σ
−

= ∈
x x

x x ℝ  

2.2.4  Multiclass architectures 

As stated in the previous section, SVMs are binary classifiers. However, several strategies 
have been proposed to address multiclass problems with SVMs. Let { }1,..., Lω ωΩ = be the set of 
L information classes associated with the different land cover types present in the study area. In 
order to define a multiclass architecture based on different binary classifiers, the general ap-
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proach consists of: 1) defining an ensemble of binary classifiers; and 2) combining them accord-
ing to some decision rules. The definition of the ensemble of binary classifiers involves the defi-
nition of a set of two-class problems, each modeled with two groups AΩ  and BΩ  of classes. The 
selection of these subsets depends on the kind of approach adopted to combine the ensemble. In 
the following, we describe the two most widely adopted (parallel) multiclass strategies, i.e., the 
One-Agains-All (OAA) and One-Against-One (OAO) strategies. 

1) One-Against-All: the one-against-all (OAA) strategy represents the earliest and one of the 
most common multiclass approach used for SVMs. It involves a parallel architecture made up of 
L SVMs, one for each class (Fig. 2.3). Each SVM solves a two-class problem defined by one in-
formation class against all the others, i.e.,  
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Fig. 2.3 Block diagram of the One-Against-All multiclass architecture 

The winner-takes-all rule is used for the final decision, i.e., the winning class is the one corre-
sponding to the SVM with the highest output (discriminant function value). 

2) One-Against-One: the main problem of the OAA strategy is that the discrimination be-
tween an information class and all the others often leads to the estimation of complex discrimi-
nant functions. In addition, a problem with strongly unbalanced prior probabilities should be 
solved by each SVM. The idea behind the one-against-one (OAO) strategy is that of a different 
reasoning, in which simple classification tasks are made possible thanks to a parallel architecture 
made up of a large number of SVMs. The OAO strategy involves ( 1) / 2L L −  SVMs, which 
model all possible pairwise classifications. In this case, each SVM carries out a binary classifica-
tion in which two information classes iω  and jω  are analyzed against each other by means of a 
discriminant function ( )ijf x . Consequently, the grouping becomes: 
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Before the decision process, it is necessary to compute for each class iω ∈Ω  a score function 
( )iD x , which sums the favorable and unfavorable votes expressed for the considered class 
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The final decision in the OAO strategy is taken on the basis of the winner-takes-all rule, which 
corresponds to the following maximization: 
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Fig. 2.4 Block diagram of the One-Against-One multiclass architecture 

Other multiclass architectures proposed in the literature are the Directed Acyclic Graph SVM 
(DAGSVM) [34] and different approaches based on binary hierarchical trees (BHT) [16], [35].  

2.3 SVM for the classification of RS data 

In the last decade many studies have been published in the RS literature on the application of 
SVM classifiers to the analysis of RS data. Table 2.1 (which is not exhaustive) presents some re-
levant papers about the applications of SVM to the classification of RS data, providing a short 
description of the study and the kind of data used for the experimental analysis. The SVM ap-
proach has been first applied to the classification of hyperspectral data [11], which require the 
classifier to operate in large dimensional feature spaces. Supervised classification of hyperspec-
tral images is a very complex methodological problem due to many different issues, among 
which we recall the typical small value of the ratio between the number of training samples and 
the number of available spectral channels, which results in the so-called course of dimensionality 



Chapter 2 – SVM for the Classification of RS Data 

36 

(Hughes phenomenon) [36]. Thanks to the structural risk minimization principle and the margin-
based approach, SVMs represent an effective choice for the classification of this specific kind of 
data. Several papers [11]-[18] confirm the effectiveness of SVMs in the classification of hyper-
spectral images, which outperform other classification algorithms both in terms of classification 
accuracy and generalization ability. In particular, in [16] it is found that SVMs are much more 
effective than other conventional nonparametric classifiers (i.e., the RBF neural networks and the 
k-NN classifier) in terms of classification accuracy, computational time, stability to parameter 
setting, and generalization ability. In [15], the SVM approach was compared with neural net-
works and fuzzy methods on six hyperspectral images acquired with the 128-band HyMap spec-
trometer. The authors of the study concluded that SVMs yield better outcomes than neural net-
works regarding accuracy, simplicity, and robustness. In [17], SVMs were compared with other 
kernel-based methods, i.e., with regularized radial basis function NN, kernel Fisher discriminant 
analysis, and regularized AdaBoost. The results obtained on an AVIRIS data set show that 
SVMs are more beneficial, yielding better results than other kernel-based methods, ensuring 
sparsity and lower computational cost. 

Nevertheless, SVMs revealed adequate for the analysis of many different kinds of RS data, 
i.e., multispectral imagery and SAR imagery (with different resolutions) and LIDAR data. Sev-
eral papers present a comparison between SVM and other supervised algorithms applied to the 
classification of different kinds of RS images [20], [23], [25], [30]. In [20], for instance, the au-
thors compared the accuracies obtained by the classification of a Landsat Thematic mapper (TM) 
scene with four different supervised classifiers, i.e., SVM, maximum likelihood (ML), MLP neu-
ral networks (NN), and decision tree classifier (DTC). The obtained results show that SVM was 
in general sharply more accurate than ML and DTC, and more accurate than NN in most of the 
cases. In [21], the SVM algorithm was applied to the classification of ASTER data acquired in 
an urban area of Beer Sheva, Israel. Field validations show that the classification is reliable for 
urban studies with high classification accuracy. In [23], the SVM classifier, as well as the well-
known ML classifier and a context-based classifier based on Markov random fields, were ap-
plied to the automatic land cover classification of a Landsat TM image taken on the Tenerife Is-
land. The authors found that SVM was more accurate than the other classification algorithms, 
but the classification map was not completely satisfying when investigated visually. In the ex-
perimental analysis conducted in [25], it is observed that SVM leaded to slightly higher classifi-
cation accuracies than (MLP) NN. For both classifiers, the accuracy depends on factors such as 
the number of hidden nodes in the case of NN, and kernel parameters in the case of SVM. Thus, 
the model selection phase is fundamental for obtaining good results, but the training time re-
quired by the SVM is less than the one taken by NN.  

SVM can be particularly effective also in the analysis of very high resolution (VHR) images. 
The typical poor spectral resolution of VHR images requires the extraction of additional features 
(e.g., texture and geometric measures) to characterize the objects present in the scene under in-
vestigation and to discriminate different land-cover classes. Different features modeling objects 
at different scales are generally necessary for an adequate characterization of the information 
classes [27], thus resulting in classification problems characterized by large dimensional feature 
spaces (with some analogies with the problems related to the classification of hyperspectral im-
age). The study proposed in [27] points out that SVM can be effectively applied to the classifica-
tion of VHR images using a feature extraction block that aims at adaptively modeling the spatial 
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context of each pixel according to a hierarchical multilevel segmentation of the scene. A similar 
approach can also be adopted for the joint classification of SAR and optical data with SVM, as 
presented in [29]. In [30], an analysis is proposed on the joint use of hyperspectral and LIDAR 
data for the classification of complex forest areas. The experimental results obtained in [29]-[30] 
show that SVMs are effective for combining multisensor data in complex classification problems 
and outperforms other more traditional classifiers. 

Table 2.1– Selected papers related to the application of SVM to the classification of different kinds of RS 

data 

Authors Description RS data 

J. A. Gualtieri 

and S. Chettri 

[13] 

In this paper, the authors introduce SVM for the classification of 

RS data. In particular they applied SVM to hyperspectral data ac-

quired by NASA’s AVIRIS sensor and the commercially available 

AISA sensor. The authors discuss the robustness of SVM to the 

course of dimensionality (Hughes phenomenon). 

AVIRIS (224 

spectral bands) 

and AISA (20-

40 bands) 

F. Melgani, L. 

Bruzzone [16] 

This paper addresses the problem of the classification of hyper-

spectral RS images by SVMs. The authors propose a theoretical 

discussion and experimental analysis aimed at understanding and 

assessing the potentialities of SVM classifiers in hyperdimen-

sional feature spaces. Then, they assess the effectiveness of SVMs 

with respect to conventional feature-reduction-based approaches 

and their performances in hypersubspaces of various dimensional-

ities. To sustain such an analysis, the performances of SVMs are 

compared with those of two other nonparametric classifiers (i.e., 

radial basis function neural networks and the K-nearest neighbor 

classifier). Four different multiclass strategies are analyzed and 

compared: the one-against-all, the one-against-one, and two hier-

archical tree-based strategies.  

AVIRIS (224 

spectral bands) 

G. Camps-

Valls, L. Bruz-

zone [17] 

This paper presents the framework of kernel-based methods in the 

context of hyperspectral image classification, illustrating from a 

general viewpoint the main characteristics of different kernel-

based approaches and analyzing their properties in the hyperspec-

tral domain. In particular, the performances of the following tech-

niques are assessed: regularized radial basis function neural net-

works (Reg-RBFNN), standard support vector machines (SVMs), 

kernel Fisher discriminant (KFD) analysis, and regularized Ada-

Boost (Reg-AB).  

AVIRIS (224 

spectral bands) 
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Authors Description RS data 

G..M. Foody, 

A. Mathur [19] 

In this paper, an approach for multiclass classification of airborne 

sensor data by a single SVM analysis is evaluated against a series 

of classifiers that are widely used in RS, with particular regard to 

the effect of training set size on classification accuracy. In addi-

tion to the SVM, the same data sets are classified using discrimi-

nant analysis, decision tree, and multilayer perceptron neural net-

work. For each classification technique, the accuracy is positively 

related with the size of the training set. In general, the most accu-

rate classifications are obtained with the SVM approach. 

Airborne The-

matic Mapper 

(ATM) (11 

spectral bands, 

spatial resolu-

tion of 5m) 

C. Huang, L.S. 

Davis, J.R.G. 

Townshend [20] 

This paper introduces the theory of SVM and provides an experi-

mental evaluation of its accuracy, stability, and training speed in 

deriving land cover classifications from satellite images. SVM al-

gorithm is compared with other supervised algorithms: maximi-

mum likelihood (ML) classifier, neural network classifier, and de-

cision tree classifier.  

(Spatially de-

graded) Landsat 

Thematic Map-

per (TM) 

G. Zhu, D. G. 

Blumberg [21] 

This paper presents a study on the mapping of urban environments 

using ASTER data and SVM-based classification algorithms. A 

case study of the classification of the area of Beer Sheva, Israel is 

presented. Field validation shows that the classification is reliable 

and precise. 

Advanced 

Spaceborne 

Thermal Emis-

sion and Reflec-

tance Radiome-

ter  (ASTER) 

L. Su, M. J. 

Chopping, A. 

Rango, J. V. 

Martonchik, D. 

P. C. Peters [22] 

This paper present a study on mapping and monitoring the desert 

environment using SVM for the analysis of Multi-angle Imaging 

Spectro-Radiometer (MISR) RS data. Many classification experi-

ments are performed to find the optimal combination of MISR 

multi-angle data for maximizing the classification accuracy. 

Multi-angle Im-

aging Spectro-

Radiometer  

(MISR) 

J. Keuchel, S. 

Naumann, M. 

Heiler, A. 

Siegmund [23] 

This paper presents three different approaches to the classification 

of satellites images: maximum likelihood classifier, SVM, and it-

erated conditional model (ICM) to perform contextual classifica-

tion using Markov random field model. The classification algo-

rithms are applied to a Landsat 5 TM image of Tenerife, the 

largest of the canary Island. 

Landsat 5 TM 

B. Dixon, N. 

Candade [25] 

This paper presents a study on the comparison between SVM and 

NN for the classification of RS data. An experimental analysis is 

carried on Landsat 5 TM data, acquired in the South West of Flor-

ida. The obtained results confirm that SVM and NN outperform 

the traditional ML classifier. SVM classification results slightly 

more accurate than NN requiring much less computational effort 

in the training phase. 

Landsat 5 TM 
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Authors Description RS data 

L. Bruzzone, L. 

Carlin [27] 

This paper proposes a system for the classification of VHR im-

ages. The proposed system is made up of two main blocks: 1) a 

feature-extraction block that aims at adaptively model the spatial 

context of each pixel according to a hierarchical multilevel seg-

mentation of the scene and 2) a classification block based on 

SVM. Experimental results obtained on VHR images confirm the 

effectiveness of the proposed system. 

Quickbird 

B. Waske, S. 

Van der Linden 

[29] 

This paper presents a strategy for the joint classification of multi-

ple segmentation levels from multisensor imagery, using SAR and 

optical data. The two data sets are separately segmented at differ-

ent scale levels and independently classified by two SVM-based 

classifiers. The fusion strategy is based on the application of an 

additional classifier, which takes in input the soft output of the 

pre-classified results of the two data sets. The obtained experi-

mental results show that the useful combination of multilevel-

multisensor data is feasible with machine learning techniques like 

SVM and Random forest.  

Multitemporal 

SAR data and 

Landsat 5 TM 

M. Dalponte, L. 

Bruzzone, and 

D. Gianelle [30] 

In this paper, the authors propose an analysis on the joint use of 

hyperspectral and light detection and ranging (LIDAR) data for 

the classification of complex forest areas. In greater detail, they 

present: 1) an advanced system for the joint use of hyperspectral 

and LIDAR data in complex classification problems; 2) an inves-

tigation on the effectiveness of the very promising SVM and 

Gaussian ML with leave-one-out covariance algorithm for the 

analysis of forest areas characterized from a high number of spe-

cies; and 3) an analysis of the effectiveness of different LIDAR 

returns and channels for increasing the classification accuracy ob-

tained with hyperspectral images. 

Hyperspectral 

(126 spectral 

bands) and LI-

DAR (mean 

density of 5.6 

points per 

square meter) 

 
The RS literature related to SVM is not limited to the use of this approach on different data 

and different application domains. Recently, more advanced SVM-based classifiers have been 
developed for facing complex problems related to the properties of RS images. A list of relevant 
papers that introduced advanced techniques based on SVM for the classification of RS data is re-
ported Table 2.2. These papers represent the most recent (and in some cases on-going) research 
activities in this field and give insight about the research direction for the next years. 

In this context, it is worth mentioning the semi-supervised SVM classifiers [37]-[43], which 
are devised for addressing ill-posed problems characterized by a very small ratio between the 
number of available training samples and the number of features by reinforcing the learning pro-
cedure with the use of unlabeled samples. It is worth noting, that even if SVMs have very good 
generalization capability, they cannot model the classification problem when very few training 
samples are available (“strongly” ill-posed problems). In these cases, the exploitation of the un-
labeled samples to enrich the information of the training samples can result in a significant im-
provement in the model estimation. The first work on semisupervised SVM in RS was presented 
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in [37], [38]. The presented semisupervised SVM (S3VM) is based on transductive inference that 
exploits a specific iterative algorithm which gradually searches a reliable separating hyperplane 
in the kernel space with a process that incorporates both labeled and unlabeled samples in the 
training phase. In [39], an S3VM classification technique is proposed, where the learning phase is 
performed by optimizing the objective function directly in the primal formulation (without ex-
ploiting the dual representation that can be obtained with Lagrange multipliers). In [40], the Lap-
lacian SVM technique [41] is introduced in the RS community. This technique adopts an addi-
tional regularization term on the geometry of both labeled and unlabeled samples by using the 
graph Laplacian. This method follows a non-iterative optimization procedure in contrast to most 
transductive learning methods and provides out-of-sample predictions in contrast to graph-based 
approaches. Experimental results confirm the effectiveness of S3VM techniques for solving ill-
posed RS classification problems. In general S3VM provides higher accuracy and better gener-
alization ability than standard supervised SVM. In this respect, a more detailed picture of the sta-
tus on the research on the application of S3VM to hypedimensional problems can be found in 
[43]. 

Other studies address the inclusion of the spatial-context information of the single pixel in the 
SVM classification process. To this end, [44] proposes a framework for applying the maximum a 
posteriori (MAP) estimation principle in remote sensing image segmentation, which incorporates 
contextual and geometrical information in the SVM classification process by means of Markov 
random field (MRF). In [45], the use of composite kernels is introduced in remote sensing to 
adopt different kernel functions for different subsets of features to combine spatial and spectral 
information in an effective way. In [47], a context-sensitive semisupervised SVM is proposed, 
which exploits the contextual information of the pixels during the learning phase, in order to im-
prove the robustness to possible mislabeled training patterns (which are not unlikely to be pre-
sent in the reference data due to different kinds of errors that may occur in the collection of la-
beled samples). For details we refer the reader to chapter 4 of this dissertation. 

The study in [48] addresses the problem of automatic updating the land-cover maps by using 
RS images periodically acquired over the same investigated area under the hypothesis that a reli-
able ground truth is not available for all the considered acquisitions. The problem is modeled un-
der the domain-adaptation framework by introducing a novel method designed for land-cover 
map updating, which is based on a domain-adaptation SVM (DASVM) technique. Given two RS 
images I1 and I2 acquired over the same area at different times (t1 and t2, respectively), the goal 
of the DASVM is to obtain an accurate classification of I2 by exploiting the labeled training sam-
ples from reference image I1 and the unlabeled samples from the new image I2. The DASVM al-
gorithm is based on an iterative process, which starts by training an SVM classifier with the orig-
inal training samples of I1 and gradually introduces semilabeled samples of I2 and erases the 
original training samples. At convergence a final classification function ruled only by semila-
beled samples at time t2 is obtained. In addition, the authors propose a circular accuracy assess-
ment strategy for the validation of the results obtained by domain-adaptation classifiers when no 
reference data for the considered image I2 are available. 

Another recent and promising approach to the analysis RS data is associated with active 
learning [49]-[50], which allows an interactive classification of RS images (see chapter 5). The 
active learning approach is based on the iteration on three different conceptual steps. In the first 
step the learning process queries unlabeled samples to select the most informative ones; in the 
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second step the supervisor (e.g., the user) provides a label to the selected samples interacting 
with the system; and in the third step the learner updates the classification rule by retraining with 
the updated training set. In [49], it is noted that SVMs are particularly suited to active learning 
since they are characterized by a small set of support vectors (SVs) which can be easily updated 
over successive learning iterations. Moreover, one of the most efficient query functions is based 
on the selection of the sample closest to the separating hyperplane defined at the considered it-
eration. For additional information about recent developments in kernel methods for the analysis 
of RS images, we refer the reader to [51]. For more details on this topic we refer the reader to 
chapter 5 of this thesis. 

Table 2.2 – Relevant papers about advanced techniques based on SVM for the classification of RS data. 

Authors Description 

L. Bruzzone, M. Chi, 

M. Marconcini [38] 

This paper introduces a semisupervised classification method that exploits both 

labeled and unlabeled samples for addressing ill-posed problems with SVMs. 

The proposed method exploit specific iterative algorithms which gradually 

search a reliable separating hyperplane in the kernel space with a process that 

incorporates both labeled and unlabeled samples in the training phase. The au-

thors propose a novel modified transductive SVM classifier designed for ad-

dressing ill-posed RS problems, which has the following properties: 1) it is 

based on a novel transductive procedure that exploits a weighting strategy for 

unlabeled patterns, based on a time-dependent criterion; 2) is able to mitigate 

the effects of suboptimal model selection (which is unavoidable in the presence 

of small-size training sets); and 3) can address multiclass cases. 

M. Chi, L. Bruzzone 

[39] 

This paper addresses classification of hyperspectral RS images with kernel-

based methods defined in the framework of semisupervised SVM (S3VMs). In 

particular, the authors analyzed the critical problem of the nonconvexity of the 

cost function associated with the learning phase of S3VMs by considering dif-

ferent (S3VMs) techniques that solve optimization directly in the primal formu-

lation of the objective function. As the nonconvex cost function can be charac-

terized by many local minima, different optimization techniques may lead to 

different classification results. The presented techniques are compared with 

S3VMs implemented in the dual formulation in the context of classification of 

real hyperspectral remote sensing images.  

L. Gomez-Chova, G. 

Camps-Valls, J. Munoz-

Mari, J. Calpe [40] 

This letter presents a semisupervised method based on kernel machines and 

graph theory for RS image classification. The SVM is regularized with the un-

normalized graph Laplacian, thus leading to the Laplacian SVM (LapSVM). 

The method is tested in the challenging problems of urban monitoring and 

cloud screening, in which an adequate exploitation of the wealth of unlabeled 

samples is critical. 
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Authors Description 

A. A. Farag, R. M. Mo-

hamed, A. El-Baz [44] 

This paper proposes a complete framework for applying the maximum a poste-

riori (MAP) estimation principle in RS image segmentation. The MAP princi-

ple provides an estimate for the segmented image by maximizing the posterior 

probabilities of the classes defined in the image. The posterior probability can 

be represented as the product of the class conditional probability (CCP) and the 

class prior probability (CPP). For the CCP, a supervised algorithm which uses 

the SVM density estimation approach is proposed. For the CPP estimation, 

Markov random field (MRF) is a common choice which incorporates contex-

tual and geometrical information in the estimation process.  

G. Camp-Valls, L. Go-

mez-Chova, J. Muñoz-

Marí, J. Vila-Francés, 

and J Calpe-Maravilla 

[45] 

This letter presents a framework of composite kernel machines for enhanced 

classification of hyperspectral images. This novel method exploits the proper-

ties of Mercer’s kernels to construct a family of composite kernels that easily 

combine spatial and spectral information. This framework of composite kernels 

demonstrates: 1) enhanced classification accuracy as compared to traditional 

approaches that take into account the spectral information only: 2) flexibility to 

balance between the spatial and spectral information in the classifier; and 3) 

computational efficiency.  

M. Marconcini, G. 

Camps-Valls, L. Bruz-

zone [46] 

This letter presents a novel composite semisupervised SVM for the spectral–

spatial classification of hyperspectral images. In particular, the proposed tech-

nique exploits the following: 1) unlabeled data for increasing the reliability of 

the training phase when few training samples are available and 2) composite 

kernel functions for simultaneously taking into account spectral and spatial in-

formation included in the considered image. Experiments carried out on a hy-

perspectral image pointed out the effectiveness of the presented technique, 

which resulted in a significant increase of the classification accuracy with re-

spect to both supervised SVMs and progressive semisupervised SVMs with 

single kernels, as well as supervised SVMs with composite kernels. 
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Authors Description 

L. Bruzzone, C. Persel-

lo [47] 

(see chapter 4) 

This paper presents a novel context-sensitive semisupervised SVM (CS4VM) 

classifier, which is aimed at addressing classification problems where the 

available training set is not fully reliable, i.e., some labeled samples may be as-

sociated to the wrong information class (mislabeled patterns). Unlike standard 

context-sensitive methods, the proposed CS4VM classifier exploits the contex-

tual information of the pixels belonging to the neighborhood system of each 

training sample in the learning phase to improve the robustness to possible 

mislabeled training patterns. This is achieved according to both the design of a 

semisupervised procedure and the definition of a novel contextual term in the 

cost function associated with the learning of the classifier. In order to assess the 

effectiveness of the proposed CS4VM and to understand the impact of the ad-

dressed problem in real applications, the authors also present an extensive ex-

perimental analysis carried out on training sets that include different percent-

ages of mislabeled patterns having different distributions on the classes. In the 

analysis they also study the robustness to mislabeled training patterns of some 

widely used supervised and semisupervised classification algorithms (i.e., con-

ventional SVM, progressive semisupervised SVM, Maximum Likelihood, and 

k-Nearest Neighbor) 

L. Bruzzone, M. Mar-

concini [48] 

In this paper, the authors address automatic updating of land-cover maps by us-

ing RS images periodically acquired over the same investigated area under the 

hypothesis that a reliable ground truth is not available for all the considered ac-

quisitions. The problem is modeled in the domain-adaptation framework by in-

troducing a novel method designed for land-cover map updating, which is 

based on a domain-adaptation SVM technique. In addition, a novel circular ac-

curacy assessment strategy is proposed for the validation of the results obtained 

by domain-adaptation classifiers when no ground-truth labels for the consid-

ered image are available. 

D. Tuia, F. Ratle, F. Pa-

cifici, A. Pozdnoukhov, 

M. Kanevski, F. Del 

Frate, D. Solimini, W. J. 

Emery [50] 

In this paper, an active learning method is proposed for the semi-automatic se-

lection of training sets in RS image classification. The method adds iteratively 

to the current training set the unlabeled pixels for which the prediction of an 

ensemble of classifiers based on bagged training sets show maximum entropy. 

This way, the algorithm selects the pixels that are the most uncertain and that 

will improve the model if added in the training set. The user is asked to label 

such pixels at each iteration. 

2.4 Discussion and conclusion 

In this chapter, we presented a review on SVMs in the classification of RS data, recalling 
their theoretical formulation, and discussing the motivations at the basis of their use in RS. We 
presented a literature survey about the adoption of SVMs for the analysis of different kinds of 
RS images. We observed a large variety of studies published on the use of SVMs for the analysis 
of different kinds of RS data, which confirm that SVMs represent a valuable and effective tool 
for the analysis of RS data and can be used in many different applications in the context of RS. 



Chapter 2 – SVM for the Classification of RS Data 

44 

We observed that one of the most appealing properties of SVM for the classification of RS data 
is its high generalization capability and robustness to the Hughes effect, which allow SVMs to 
operate in large dimensional feature spaces with few training samples. For this reason, SVMs 
represent an effective choice for the classification of hyperspectral data. Nevertheless, the SVM 
approach turned out to be particularly effective also in the classification of very high resolution 
(VHR) images, which typically require the extraction of several additional features to character-
ize and discriminate the different land-cover classes. Thus, both the classification of VHR and 
hyperspectral images typically result in classification problems characterized by large dimen-
sional feature spaces. Moreover, thanks to its distribution-free approach and the capability to 
cope with strongly non-linear problems by means of the kernel function, SVMs are a valuable 
tool also for the classification of data acquired by different information sources. 

In addition, we pointed out the most recent works about the development of advanced SVM-
based techniques for the analysis of RS data. Among these developments, we recall semisuper-
vised and domain-adaptation SVM, techniques based on SVM that exploit the spatial-context in-
formation, and active learning methods. Semisupervised SVMs have shown to be effective in 
exploiting both labeled and unlabeled samples for the learning of the classification algorithm, 
further augmenting the generalization capability and the robustness to the Hughes phenomenon 
with respect to standard supervised SVM. Domain-adaptation SVM resulted effective for ad-
dressing the problem of automatic updating land-cover maps by using RS images periodically 
acquired over the same investigated area. Context-sensitive techniques based on SVM have been 
proposed for both regularizing the classification map (exploiting the context information in the 
classification phase) or for improving the robustness to mislabeled training samples (using the 
context information in the learning phase of the algorithm). Another promising approach is ac-
tive learning, which allows one an interactive analysis of RS data, by driving the user to label un-
labeled samples that are selected by a query function as most informative. 

We can conclude that the SVM approach showed to be very promising for the classification 
of RS data and recent works demonstrate that SVM can be used as basis for the development of 
advanced techniques for solving specific RS problems or for exploiting particular properties of 
the RS data. However, still effort should be devoted to the development of advanced techniques 
that can effectively extract useful information from the rich and complex data acquired by the 
last generation of RS sensors. Moreover, effort is required also for applying the SVM-based ap-
proaches developed in the research activities in real-world RS problems. Indeed, at the present, 
the most of the real problems related to RS image classification are still solved with standard 
classifiers (like maximum likelihood or k-NN) that, even if simple, cannot guarantee the accu-
racy and generalization capabilities of SVMs in complex problems. 
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Chapter 3 
 

3. A Novel Approach to the Selection of Spatially Invariant 
Features for the Classification of Hyperspectral Images with 
Improved Generalization Capability     

 
 

This chapter presents a novel approach to feature selection for the classification of hyper-
spectral images. The proposed approach aims at selecting a subset of the original set of features 
that exhibits at the same time high capability to discriminate among the considered classes and 
high invariance in the spatial domain of the investigated scene. This approach results in a more 
robust classification system with improved generalization properties with respect to standard 
feature-selection methods. The feature selection is accomplished by defining a multiobjective cri-
terion function made up of two terms: 1) a term that measures the class separability and 2) a 
term that evaluates the spatial invariance of the selected features. In order to assess the spatial 
invariance of the feature subset, we propose both a supervised method (which assumes that 
training samples acquired in two or more spatially disjoint areas are available) and a semisu-
pervised method (which requires only a standard training set acquired in a single area of the 
scene and takes advantage of unlabeled samples selected in portions of the scene spatially dis-
joint from the training set). The choice for the supervised or semisupervised method depends on 
the available reference data. The multiobjective problem is solved by an evolutionary algorithm 
that estimates the set of Pareto-optimal solutions. Experiments carried out on a hyperspectral 
image acquired by the Hyperion sensor on a complex area confirmed the effectiveness of the 
proposed approach.  

3.1 Introduction 

Hyperspectral remote sensing images, which are characterized by a dense sampling of the 
spectral signature of the different land-cover types, represent a very rich source of information 
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for the analysis and automatic recognition of the land-cover classes. However, supervised classi-
fication of hyperspectral images is a very complex methodological problem due to many differ-
ent issues [1]-[5]: 1) the small value of the ratio between the number of training samples and the 
number of available spectral channels (and thus of classifier parameters), which results in the 
Hughes phenomenon [6]; 2) the high correlation among training patterns taken from the same 
area, which violates the required assumption of independence of samples included in the training 
set (thus reducing the information conveyed to the classification algorithm by the considered 
samples); and 3) the nonstationary behavior of the spectral signatures of land-cover classes in the 
spatial domain of the scene, which is due to physical factors related to ground (e.g., different soil 
moisture or composition), vegetation, and atmospheric conditions. All the aforementioned issues 
result in decreasing the robustness, the generalization capability, and the overall accuracy of 
classification systems used to generate the land-cover maps. 

In order to address the abovementioned problems, in the recent literature different promising 
approaches have been proposed for hyperspectral image classification (as presented in the previ-
ous chapter). Among the others, we recall: 1) the use of supervised kernel methods (and in par-
ticular of Support Vector Machines), which are intrinsically robust to the Hughes phenomenon 
[1],[2]; 2) the use of semisupervised learning methods that take into account both labeled and un-
labeled samples in the learning of the classifier [3]; and 3) the joint use of kernel methods and 
semisupervised techniques [4],[5]. On the one hand, SVMs are supervised classifiers that result 
in augmented generalization capability with respect to other classification methods thanks to the 
structural risk minimization principle, which allows one to effectively control the tradeoff be-
tween the empirical risk and the generalization property. On the other hand, semisupervised ap-
proaches can increase the capability of classification algorithms to derive discrimination rules 
that better fit with the nonstationary behavior of features in the hyperspectral image under inves-
tigation, by considering also the information of unlabeled samples. These classification methods 
proved to be quite effective in mitigating some of the aforementioned problems. Nevertheless, 
the problem of the spatial variability of the features can be addressed (together with the sample 
size problem) at a different and complementary level, i.e., in the feature extraction and/or feature 
selection phase. To this purpose, the feature extraction phase should aim at deriving discrimina-
tive features that are also as stationary as possible in the spatial domain. The feature selection 
phase should aim at selecting a subset of the available features that satisfies the following: 1) al-
lows the classifier to effectively discriminate the considered classes, 2) contains features that 
have the most invariant as possible behavior in the spatial domain. In this chapter we focus on 
the development of a feature-selection approach to the identification of robust and spatially in-
variant features. It is worth noting that, although in the literature several feature-selection algo-
rithms have been proposed for the analysis of hyperspectral data (e.g., [9]-[12]), to the authors’ 
knowledge, little attention has been devoted to the aforementioned problem. 

The feature-selection techniques that are most widely used in remote sensing generally re-
quire the definition of a criterion function and a search strategy. The criterion function is a meas-
ure of the effectiveness of the considered subset of features, and the search strategy is an algo-
rithm that aims at efficiently finding a solution (i.e., a subset of features) that optimizes the 
adopted criterion function. In standard feature-selection methods [9]-[17], the criterion functions 
typically adopted are statistical measures that assess the separability of the different classes on a 
given training set, but do not explicitly take into account the stationarity of the features (e.g., the 
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variability of the spectral signature of the land-cover classes). This approach may result in select-
ing a subset of features that retain very good discrimination properties in the portion of the scene 
close to the training pixels (and therefore with similar behavior), but are not appropriate to model 
the class distributions in separate portions on the scene, which may present different spectral be-
havior. Considering the typical high spatial variability of the spectral signature of land cover 
classes in hyperspectral images, this approach can lead to an overfitting phenomenon in the fea-
ture-selection phase, resulting in poor generalization capabilities of the classification system. 
Note that we use here the term overfitting with an extended meaning with respect to the conven-
tional sense, which traditionally refers to the phenomenon that occur when inductive algorithms 
models too closely the training data, loosing generalization capability. In this work, we observe 
that there is an intrinsic spatial variability of the spectral signature of classes in the hyperspectral 
image, and thus, we expect that the generalization ability of the system is strongly affected from 
this property of hyperspectral data, which is much more critical than in standard multispectral 
images. 

In this chapter we address the aforementioned problem by proposing a novel approach to fea-
ture selection that aims at identifying a subset of features that exhibit both high discrimination 
ability among the considered classes and high invariance in the spatial domain of the investi-
gated scene. This approach is implemented by defining a novel criterion function that is based on 
the evaluation of two terms: 1) a standard separability measure and 2) a novel invariance meas-
ure that assesses the stationarity of features in the spatial domain. The search algorithm, adopted 
for deriving the subsets of features that jointly optimize the two terms, is based on the optimiza-
tion of a multiobjective problem for the estimation of the Pareto-optimal solutions. For the as-
sessment of the two terms of the criterion function we propose both a supervised and a semisu-
pervised method that can be adopted according to the amount of available reference data. The 
proposed approach can be integrated in the design of any system for hyperspectral image classi-
fication (e.g., based on parametric or distribution-free supervised algorithms, kernel methods, 
and semisupervised classification techniques) for increasing the robustness and the generaliza-
tion capability of the classifier. 

This chapter is organized into six sections. The next section presents the background and a 
brief overview on existing feature-selection algorithms for the classification of hyperspectral da-
ta. Section 3.3 presents the proposed novel approach to the selection of features for the classifi-
cation of hyperspectral images, and two possible methods to implement it according to the avail-
able reference data. Section 3.4 describes the adopted hyperspectral data set and the design of the 
experimental analysis carried out for assessing the effectiveness of the proposed approach. Sec-
tion 3.5 presents the obtained experimental results on the considered data set. Section 3.6 draws 
the conclusions of this chapter. 

3.2 Background on feature selection in hyperspectral images 

The process of feature selection aims at reducing the dimensionality of the original feature 
space by selecting an effective subset of the original features, while discarding the remaining 
measures. Note that this approach is different from feature transformation (extraction), which 
consists in projecting the original feature space onto a different (usually lower dimensional) fea-
ture space [9], [14], [18], [19]. In this chapter we focus our attention on feature selection, which 
has the important advantage to preserve the physical meaning of the selected features. Moreover, 
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feature selection results in a more general approach than feature transformation alone by consid-
ering that the features given as input to the feature-selection module can be associated with the 
original spectral channels of the hyperspectral image and/or with measures that extract informa-
tion from the original channels and from the spatial context of each single pixel [20], [21] (e.g. 
texture, wavelets, average of groups of contiguous bands, derivatives of the spectral signature, 
etc). 

Let us formalize a general feature-selection problem for the classification of a hyperspectral 
image I, where each pixel, described by a feature vector 1 2( , ,..., )dx x x=x  in an d-dimensional 
feature space, is to be assigned to one of L different classes { }1 2, ,..., Lω ω ωΩ = . The set ϒ is 
made up of the d features in input to the feature-selection process (which can be the original 
channels and/or measures extracted from them). Let ( ),iP ω  iω ∈ Ω  , be the a priori probabilities 
of the land-cover classes in the considered scene, and ( | )ip ωx  be the conditional probability 
density functions for the feature vector x , given the classiω ∈ Ω . Let us further assume that a 
training set { , }T = X Y  made up of N pairs ( ),i iyx  is available, where 1 2{ , ,..., }N= x x xX , 

d
i ∈x ℝ , 1,2,...,i N∀ = , is a subset of I and 1 2,{ , ..., }Ny y y=Y , iy ∈Ω , 1,2,...,i N∀ =  is the corre-

sponding set of class labels. The aim of the feature-selection process is to select the most effec-
tive subset * ⊂ ϒθ  of l features (with l < d), according to a criterion function and a search strat-
egy. This can be obtained according to different algorithms that broadly fall into three categories 
[22]: 1) the filter model; 2) the wrapper model; and 3) the hybrid model. The filter model is 
based on general characteristics of the considered data and filters out the most irrelevant features 
without involving the classification algorithm. Usually this is accomplished according to a meas-
ure that assesses the separability among classes. The wrapper model depends on a particular 
classification algorithm and exploits the classifier performance as the criterion function. It 
searches for a subset of features that optimize the accuracy of the adopted inductive algorithm, 
but it is generally computationally more expensive than the filter model. The hybrid model takes 
advantage of the aforementioned two models by exploiting their different evaluation criteria in 
different search stages. It uses a criterion function that depends on the available data to identify 
the subset of candidate solutions for a given cardinality l and then exploits the classification al-
gorithm to select the final best subset. In the next subsections, we focus our literature analysis on 
the filter methods and only on the background concepts that are relevant for the developed tech-
nique. 

3.2.1 Criterion functions 

In standard filter approaches to feature selection, the typically adopted criterion functions are 
based on statistical distance measures that assess the separability among class distributions 

( | )ip ωx , iω∀ ∈ Ω , on the basis of the available training set T. Statistical distance measures are 
usually adopted as they represent practical criteria to easily approximate the Bayes error. Com-
monly adopted measures to evaluate the separability between the distributions of two classes ωi 
and ωj, are [9], [14]: 

 Divergence: { } ( | )
( ) ( | ) ( | ) ln
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j

p
Div p p d

p
ωω ω ω= −∫

x

x
θ x x x

x
 (3.1)  

 Bhattacharyya distance: ( ) ln ( | ) ( | )ij i jB p p dω ω
 

= −  
 
∫
x

θ x x x  (3.2) 
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 Jeffries-Matusita distance: 

1/2
2

( ) ( | ) ( | )ij i jJM p p dω ω
 
 = −  

 
∫
x

θ x x x . (3.3) 

The JM distance can be rewritten according to the Bhattacharyya distanceijB : 

 ( ) 2{1 exp[ ( )]}ij ijJM B= − −θ θ  (3.4) 

In multispectral and hyperspectral remote sensing images, the distributions of classes 
( | )ip ωx , iω ∈Ω  are usually modeled with Gaussian functions with mean vectors iµ  and covari-

ance matrixes iΣ . Under this assumption, we can write: 

 { } ( )( ){ }1 1 1 11 1
( ) ( )( ) ( )

2 2
T

ij i j j i i j i j i jDiv Tr Tr µ µ µ µ− − − −= − − + − − −θ Σ Σ Σ Σ Σ Σ  (3.5) 
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−  + + = − − +   

   

Σ Σ Σ Σ
θ

Σ Σ

 (3.6) 

where { }Tr ⋅  is the trace of a matrix. An important drawback of the divergence is that its value 
quadratically increases with respect to the separation between the mean vectors of the classes 
distributions. This behavior does not reflect the classification accuracy behavior, which asymp-
totically tends to one when the class distributions are perfectly separated. On the contrary, the 
JM distance exhibits a behavior that saturates when the separability between the two considered 
classes increases. For this reason the JM distance is generally preferred to either the divergence 
or the Bhattacharyya distance. 

The previously described measures evaluate the statistical distance between a pair of class 
distributions. In order to extend the separability measures to multi-class problems, a usually 
adopted separability indicator is obtained by computing the average distance among all pair wise 
distances. Thus, a multiclass separability measure can be defined as: 

 
1

( ) ( ) ( ) ( )
L L

i j ij
i j i

P P Sω ω
= >

∆ =∑∑θ θ  (3.7) 

where ( )ijS θ  is a statistical distance measure (e.g., Bhattacharyya distance, Divergence, and JM 
distance) between the distributions ( | )ip ωx  and ( | )jp ωx  of the two classes ωi and ωj, respec-
tively, and ( ),iP ω ( )jP ω  are the prior probabilities of the classes ωi and ωj in the considered 
scene. 

Other measures adopted for feature selection are based on scatter matrices that allow one cha-
racterizing the variance within classes and between classes [14]. Using these measures, the ca-
nonical analysis aims at maximizing the ratio between among-class variance and within-class va-
riance, resulting in the selection of features that simultaneously exhibit both requirements, i.e., 
high among-class variance and low within-class variance. Another example of indicator that can 
be adopted as criterion function is the mutual information, which measures the mutual depend-
ence of two random variables. In the context of feature selection, the mutual information can be 
used to assess the capability of the considered feature vector i ∈x θ  to predict the correct class 
label iy ∈Ω , 1,2,...,i l∀ = . To this purpose, a definition of the mutual information that considers 
the discrete nature of y should be adopted (for deeper insight on feature selection based on mu-
tual information, we refer the reader to [23], [24]). 
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3.2.2 Search strategies 

In order to select the final subset of features that optimizes the adopted criterion function, a 
search strategy is needed. The search strategy generates possible solutions of the feature-
selection algorithm and compares them by applying the criterion function as a measure of the ef-
fectiveness of each solution. An exhaustive search for the optimal solution involves the evalua-
tion and comparison of the criterion function for all ( )l

d  possible combination of features. This is 
an intractable problem from a computational point of view, even for low numbers of features 
[17]. The branch and bound method proposed by Naredra and Fukunaga [14], [15] is a widely 
used approach to compute the globally optimum solution for monotonic criterion function with-
out explicitly exploring all possible combinations of features. Nevertheless, the computational 
saving is not sufficient for treating problems with hundreds of features. Therefore, in the case of 
feature selection for hyperspectral data classification, suboptimal approaches should be adopted. 
Several suboptimal search strategies have been proposed in the literature. The simplest subopti-
mal search strategies are the sequential forward selection (SFS) and the sequential backward se-
lection (SBS) techniques [16], [17]. A serious drawback of both algorithms is that they do not al-
low backtracking. In the case of the SFS algorithm, once the features have been selected, they 
cannot be discarded. Similarly, in the case of the SBS search technique, once the features have 
been discarded, they cannot be added again to the subset of selected features. Two effective se-
quential search methods are those proposed by Pudil et al. [16], namely, the sequential forward 
floating selection (SFFS) method and the sequential backward floating selection (SBFS) method. 
They improve the standard SFS and SBS techniques by dynamically changing the number of fea-
tures included (SFFS) or removed (SBFS) to the subset of selected features at each step, thus al-
lowing the reconsideration of the features included or removed at the previous steps. Other effec-
tive strategies are those proposed in [12], where two search algorithms are presented (i.e., the 
steepest ascent and the fast constrained search), which are based on the formalization of the fea-
ture-selection problem in the framework of a discrete optimization problem in an adequately de-
fined binary multidimensional space. 

An alternative approach to the exploration of the feature space that is relevant to this chapter, 
is that based on genetic algorithms (GAs), which application to feature-selection problems was 
proposed in [25]. Genetic algorithms exploit an analogy with biology, in which a group of solu-
tions, encoded as chromosomes, evolve via natural selection [26]. A standard GA starts by ran-
domly creating an initial population (with a predefined size). Solutions are then combined via a 
crossover operator to produce offspring, thus expanding the current population. The individuals 
in the population are evaluated according to the criterion function and the individuals that less fit 
such a function are discarded to return the population to its original size. A mutation operator is 
generally applied in order to increase individuals’ variations. The processes of crossover, evalua-
tion, and selection are repeated for a predetermined number of generations (if no other stop crite-
rion is met before) in order to reach a satisfactory solution. Several papers confirmed the effec-
tiveness of genetic algorithms for standard feature-selection approaches (e.g., [27]-[29]), also for 
hyperdimensional feature space. Moreover, as it will be explained later, GAs become particularly 
relevant for this work as they are effective when the criterion function involves multiple concur-
rent terms, and therefore a multiobjective problem has to be optimized  in order to estimate the 
Pareto-optimal solutions [30], [31]. 
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3.3 Proposed feature selection approach 

The main idea and novelty of the approach that we propose in this chapter is to explicitly 
consider in the criterion function of the feature-selection process the spatial variability of the fea-
tures (e.g., of the spectral signatures) on each land-cover class in the investigated scene together 
with their discrimination capability. This results in the possibility to select a subset of features 
that exhibits both high capability to discriminate among different classes and high invariance in 
the spatial domain. The resulting subset of selected features implicitly improves the generaliza-
tion capability in the classification process, which results in augmented robustness and accuracy 
in the classification of hyperspectral images with respect to feature subsets selected with stan-
dard methods. This property is particularly relevant when the considered scene is extended over 
large geographical areas and/or presents considerable intra-class variability of the spectral signa-
tures. 

From a formal viewpoint, the aim of the proposed approach is to select the subset * ⊂ ϒθ of l 
features (with l < d) that optimizes a novel criterion function made up of two measures that char-
acterize the following: 1) the capability of the subset of features to discriminate among the con-
sidered classes in Ω  and 2) the spatial invariance (stationary behavior) of the selected features. 
The first measure can be evaluated with standard statistical separability indices (as described in 
the previous section). Whereas, the spatial invariance property is evaluated according to a novel 
invariance measure that represents an important contribution of this work. In particular we pro-
pose two possible methods to evaluate the invariance of a subset of features: 1) a supervised me-
thod and 2) a semisupervised method. The supervised method relies on the assumption that the 
available training set T is made up of two subsets of labeled patterns T1 and T2 (such that 

1 2T T T∪ =  and 1 2T T∩ = ∅ ) collected on disjoint (separate) areas on the ground. This property 
of the training set is exploited for assessing the spatial variability of the spectral signatures of the 
land-cover classes. We successively relax this hypothesis by proposing a semisupervised method 
that does not require the availability of a training subset T2 spatially disjoint from T1 (only a 
standard training set 1T T≡  acquired in a single area of the scene is needed) and takes advantage 
of unlabeled samples. This second method is based on an estimation of the distributions of 
classes in portions of the image separate from T, which is carried out by exploiting the informa-
tion captured from unlabeled pixels. The final subset of features is selected by jointly optimizing 
the two concurrent terms of the criterion function. This is done by defining a proper search strat-
egy based on the optimization of a multiobjective problem for deriving the subsets of features 
that exhibits the best trade-off between the two concurrent objectives. 

In the following subsections we present the proposed supervised and semisupervised methods 
for the evaluation of the criterion function. Then we describe the proposed multiobjective search 
strategy for deriving the final subsets of features that exhibits both the aforementioned properties 
(which can be assessed with either the supervised or the semisupervised method depending on 
the available reference data). 

3.3.1 Supervised formulation of the proposed criterion function 

Let us first assume the availability of two subsets of labeled patterns T1 and T2 collected on 
disjoint areas on the ground (thus, representing two different realizations of the class distribu-
tions). Under this assumption, we can define a novel criterion function that is based on two dif-
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ferent terms: a) a term that measures the class separability (discrimination term); b) a term that 
evaluates the spatial invariance of the investigated features (invariance term). 

a) Discrimination Term ∆  - This term is based on a standard feature-selection criterion func-
tion. In the proposed system we adopt the definition given in (3.7) where the term ( )∆ θ  evalu-
ates the average measure of distance between all couples of class distributions ( | )ip ωx and 

( | )jp ωx , ,i jω ω∀ ∈Ω  and i j< . This term depends on the selected subset θ of features, and the 
subset of l features *

θ  that maximizes this distance results in the best potential for discriminating 
land-cover classes in the area modeled by the training samples. It is important to note that the 
evaluation of the above term is usually performed by assuming Gaussian distributions of classes 
for calculating the statistical distance ( )ijS θ . Under this assumption, also in presence of two dis-
joint training sets, it is preferable to evaluate the discrimination term by considering only one 
subset of the training set (T1 or T2). This can be explained by considering that mixing up the two 
available training subset T1 and T2 would result in mixing together two different realizations of 
the feature distributions, which, from a theoretical perspective, can not be correctly modeled 
with Gaussian (mono-modal) distributions. 

b) Invariance Term Ρ  - In order to introduce the invariance term let us first consider Fig. 3.1. 
This figure shows a qualitative example in a 2-dimensional feature space of two subsets of fea-
tures that exhibit different behavior of the samples extracted from different portions of a scene. 
The features of Fig. 3.1(a) present good capability to separate the class clusters and also exhibit 
high invariance on the two considered training sets. These properties allow the supervised algo-
rithm to derive a robust classification rule, resulting in the capability to accurately classify sam-
ples that can be localized in both the areas from which the samples of T1 and T2 are extracted. On 
the contrary, the features adopted in Fig. 3.1(b) exhibit good separability properties but low in-
variance. This feature subset leads the supervised learner to derive a classification rule that is not 
robust, resulting in poor classification accuracy in spatially disjoint areas.  

 

 

Fig. 3.1 - Examples of feature subsets with different invariant (stationary) behaviors on two disjoints set 

T1 and T2. (a) Feature subset that exhibits high separability and high invariance properties. (b) Feature 

subset with high separability on T1 but high variability between T1 and T2.  

The different behavior between the feature subsets in Fig. 3.1(a) and Fig. 3.1(b) can be mod-
eled by considering the distance between the clusters that refer to the same land-cover class in 
the two disjoint training sets T1 and T2. Thus, we can introduce a novel term to explicitly meas-
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ure the invariance (stationary behavior) of features on each class in the investigated image. It can 
be defined as: 

 1 2 1 2

1

1
( ) ( ) ( ) ( )

2

L
T T T T

i i ii
i

P P Sω ω
=

Ρ = ∑θ θ  (3.8) 

where 1 2T T
iiS is a statistical distance measure between the distributions ( | )rT

ip ωx , 1,2r =  of the 
class ωi computed on T1 and T2, and ( )rT

iP ω  represents the prior probability of the class ωi in 
,rT 1,2r = . This term evaluates the average distance between the distributions of the same class 

in different portions of the scene (i.e., on the two disjoint subsets of the training set). Unlike for 
( )∆ θ , we expect that a good (i.e., robust) subset of features should minimize the value of ( )Ρ θ . 

The computation of ( )Ρ θ  can be easily extended to more than two training subsets if labeled data 
collected on more than two disjoint regions are available. In the general case, when R spatially 
disjoints training sets are available, the invariance term can be defined as follows: 
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T T T T

i i ii
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P P S
R

ω ω
= > =

Ρ = ∑∑∑θ θ  (3.9) 

The process of selection of features that jointly optimize the discrimination term ( )∆ θ  and the 
invariance term ( )Ρ θ  will be described in section 3.3.3. 

3.3.2 Semisupervised formulation of the criterion function (invariance term estimation)  

The collection of labeled training samples on two (or more) spatially-disjoint areas from the 
site under investigation can be difficult and/or very expensive. This may compromise the appli-
cability of the proposed supervised method in some real classification applications. In order to 
overcome this possible problem, in this section we propose a semisupervised technique to esti-
mate the invariance term defined in (3.8), which does not require the availability of a disjoint 
training subset T2. Here, we only assume that a training set T1 is available and we consider a set 
of unlabeled pixels { }1 2, ,..., uU = ∈x x x I (subset of the original image I ) that should satisfy two 
requirements: 1) U contains samples of all the considered classes, and 2) samples in U should be 
taken from portions of the scene separated from those on which the training samples T1 are col-
lected.  The set U can be defined: 1) by manually selecting clusters of pixels on a portion of the 
considered scene; 2) by randomly sub-sampling a set of pixels; or 3) by considering the whole 
image I. It is worth noting that, in the proposed algorithm, the labels of classes are not required. 
We only assume that the unlabeled samples are collected according to a strategy that can implic-
itly consider all classes present in the scene. 

The method is based on the semisupervised estimation of the terms ( )U
iP ω  and 

( | )U
ip ωx , iω ∈Ω , which, in this case, characterize the prior probabilities and the conditional 

probability density functions in the disjoint area corresponding to the pixels in U, respectively. 
The distribution of the samples in U can be described by the following mixture model: 

 
1

( ) ( ) ( | )
L

U U U
i i

i

p P pω ω
=

=∑x x . (3.10)  

We assume that ( )U
iP ω  and ( | )U

ip ωx  are not known, while ( )Up x  is given from the data dis-
tribution. However, despite the expected variability, for each class iω ∈Ω , the initial values of 
both the prior probability ( )U

iP ω and the conditional density function ( | )U
ip ωx can be roughly 

approximated by the prior and the conditional density function in T1, i.e., 
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 1 1,0 ,0( ) ( );         ( | ) ( | ).T TU U
i i i iP P p pω ω ω ω= =x x  (3.11) 

The problem can be addressed by estimating the parameters vector 1[ ( ), ]U L
i i iP ω δ ==J , where 

each component iδ  represents the vector of parameters that characterize the density function 
( | )U

ip ωx , which, given its dependence from iδ , can be rewritten as ( | , )U
i ip ω δx . The com-

ponents of J  can be estimated by maximizing the pseudo log-likelihood function [ ( )]UL p x de-
fined as 

 { }
1 1

[ ( ) | ] log ( | ) ( | , )
l L

U U U
i i

j i

L p P pω ω
= =

= ∑ ∑x J J x J . (3.12) 

The maximization of the log-likelihood function can be obtained with the expectation maximiza-
tion (EM) algorithm [32]. The EM algorithm consists of two main steps: an expectation step and 
a maximization step. The two steps are iterated, so that the value of the log-likelihood function 

[ ( )]UL p x  increases at each iteration, until a local maximum is reached. For simplicity, let us 
consider that all the classes iω ∈Ω  are Gaussian distributed. Under this assumption the density 
function associated with each class iω  can be completely described by the mean vector U

iµ and 
the covariance matrix UiΣ , 1,...,i L= . Therefore the parameters vector to be estimated becomes: 

 1[ ( ), , ]U U U L
i i i iP ω µ == ΣJ . (3.13) 

It can be proven that the equations to be used at iteration s+1 for estimating the statistical terms 
associated with a generic class iω are the following [3], [32], [33] : 
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where the superscripts s and s+1 refer to the values of the parameters at the s-th and 1s+ -th it-
eration, respectively. The estimates of the statistical parameters that describes the classes distri-
butions in the disjoint areas are obtained starting from the initial values of the parameters [see 
(3.11)] and iterating the equations (3.14)-(3.16) up to convergence. An important aspect of the 
EM algorithm concerns its convergence properties. It is not possible to guarantee that the algo-
rithm will converge to the global maximum of the log-likelihood function, although convergence 
to a local maximum can be ensured. A detailed description of the EM algorithm is beyond the 
scope of this chapter, so we refer the reader to the literature for a more detailed analysis of such 
an algorithm and its properties [3], [32]. The final estimates obtained at convergence for each 
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class iω ∈Ω , i.e., ˆ ( )U
iP ω , and ˆ ( | )U

ip ωx  (which depend on the estimated parametersˆU
iµ , ˆ U

iΣ ) 
can be used in place of 2 ( )T

iP ω  and 2 ( | )T
ip ωx  to estimate the invariance term ˆ ( )Ρ θ  for each 

subset of features θ  considered. Thus, the semisupervised estimation of the invariance term be-
comes: 

 1 1

1

1 ˆˆˆ ( ) ( ) ( ) ( )
2

L
T T UU

i i ii
i

P P Sω ω
=

Ρ = ∑θ θ . (3.17) 

The discrimination term ( )∆ θ  can be calculated as in (3.7) with no difference with respect to the 
supervised method. 

It is worth noting that, depending on the adopted set U of unlabeled pixels, the estimation of 
the prior probabilities and the class conditional densities can reflect with different degree of ac-
curacy the true values. In particular, the estimation of the elements of the covariance matrices 
ˆ U

iΣ , 1,...,i L=  may become critical in some cases when the number of classes is high. Thus, in 
these cases, since small fluctuations in the accuracy of the estimation of the covariance terms 
ˆ U

iΣ , 1,...,i L=  can strongly affect the invariance term values, the estimation of the invariance 
term can be simplified: 1) by assuming that the covariance matrix is diagonal, 2) by considering 
only the first-order statistical moment (thus neglecting the second-order moments) for the evalu-
ation of the statistical distance 1ˆ ( )TU

iiS θ . 

3.3.3 Proposed multiobjective search strategy 

Given the proposed criterion function that is made up of the discrimination term ( )∆ θ  and 
invariance term ( )Ρ θ  (which, depending on the available reference data, can be evaluated with 
the supervised or the unsupervised methods as described in the two previous subsections), we 
address now the problem of defining a search strategy to select the subset (or the subsets) of fea-
tures that jointly optimizes the two defined measures. To this purpose, one can define a global 
optimization function as 

 [ ]( ) ( ) ( )V K f= ∆ + ⋅ Ρθ θ θ  (3.18) 

where K tunes the tradeoff between discrimination ability and invariance of the selected subset 
of features, and f is monotonic decreasing function of ( )Ρ θ . The subset *θ  of l features for which 

( )V θ has the maximum value represents the solution to the considered problem.  
Nevertheless, the aforementioned formulation of the problem has two drawbacks: 1) the ob-

tained criterion function is not monotonic (and thus effective search algorithms based on this 
property cannot be used), and 2) the definition of f and K (which should be carried out empiri-
cally) affects significantly the final result. To overcome these drawbacks, we modeled this prob-
lem as a multiobjective minimization problem, where the multiobjective function ( )g θ  is made 
up of two different (and possibly conflicting) objectives 1( )g θ  and 2( )g θ , which express the 
discrimination ability ( )∆ θ  among the considered classes and the spatial invariance ( )Ρ θ  of the 
subset of features θ , respectively. The multiobjective problem can therefore be formulated as 
follows:  
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where θ  is the cardinality of the subset θ , i.e., the number of features l to be selected from the 
d originally available. This problem is solved in order to obtain a set of Pareto-optimal solutions 

*O , instead of a single optimal one. In greater detail, a solution *
θ  is said to be Pareto optimal if 

it is not dominated by any other solution in the search space, i.e., there is no other θ  such 
that *( ) ( )i ig g≤θ θ  ( 1,2i∀ = ) and *( ) ( )j jg g<θ θ  for at least one j ( 1,2j∀ = ). This means that 

*
θ is Pareto optimal if there exists no other subset of features θ  which would decrease an objec-
tive without simultaneously increasing the other one (Fig. 3.2 clarifies this concept with a graph-
ical example). The set *O  of all optimal solutions is called Pareto-optimal set. The plot of the 
objective function of all solutions in the Pareto-optimal set is called Pareto front 

* *{ ( ) | }PF O= ∈g θ θ . Because of the complexity of the search space, an exhaustive search of the 
set of optimal solution *O  is unfeasible. Thus, instead of identifying the true set of optimal solu-
tions, we aim to estimate a set of non-dominated solutions *Ô with objective values as close as 
possible to the Pareto front. This estimation can be achieved with different multiobjective opti-
mization algorithms (e.g., multiobjective evolutionary algorithms).  

 

 

Fig. 3.2 - Example of Pareto-optimal solutions and dominated solution in a two-objective search space. 

The main advantage of the multiobjective approach is that it avoids to aggregate metrics cap-
turing multiple objectives into a single measure. On the contrary, it allows one to effectively 
identify different possible tradeoffs between the values of ( )∆ θ  and ( )Ρ θ . This results in the 
possibility to evaluate in a more flexible way the tradeoffs between discrimination ability among 
classes and spatial invariance of each feature subset, and to identify the subsets of features that 
simultaneously exhibit both properties. In particular, we expect that the most robust subsets of 
features (which will results in the best generalization capability of the classification system) are 
represented by the solutions that are localized close to the knee of the estimated Pareto front (or 
the solutions closest to the origin of the search space). 

3.4 Data set description and design of experiments 

In order to assess the effectiveness of the presented approach (with both the proposed super-
vised and semisupervised methods), we carried out several experiments on a hyperspectral image 
acquired over an extended geographical area. We considered a data set which is increasingly 
used as a benchmark in the literature and consists of data acquired by the Hyperion sensor of the 
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EO-1 satellite in an area of the Okavango Delta, Botswana. The Hyperion sensor on EO-1 ac-
quired the hyperspectral image with a spatial resolution of 30 m over a 7.7 km strip in 242 bands. 
Uncalibrated and noisy bands that cover water absorption range of the spectrum were removed, 
and the remaining 145 bands were given as input to the feature-selection technique. For greater 
details on this data set, we refer the reader to [34]. The labeled reference samples were collected 
on two different and spatially disjoint areas (Area 1 and Area 2), thus representing possible spa-
tial variabilities of the spectral signatures of classes. The samples taken on the first area were 
partitioned into a training set T1 and a test set TS1 by a random sampling (these sets represent 
similar realizations of the spectral signatures of classes). Samples taken on the second area were 
used to derive a training set T2 and test set TS2 according to the same procedure used for the 
samples of the first considered area (these two sets present possible variability in class distribu-
tions with respect to the first two sets). The number of labeled reference samples for each set and 
class are reported in Table 3.1. After preliminary experiments carried out in order to understand 
the size of the subset of features that leads to the saturation of the classification accuracies, we 
performed different experiments (with both the supervised and the semisupervised methods) va-
rying the size l of the selected subset of features in a range between 6 and 14 with step 2. The ob-
tained subsets of features were used to perform the classification with a Gaussian maximum-
likelihood (ML) classifier. The training of the ML classifier (estimation of Gaussian parameters 
for class conditional densities) was carried out using the training set T1. We compared the classi-
fication accuracies obtained on both test sets TS1 and TS2 performing the feature selection with 
the following: 1) the proposed approach with the supervised method for the estimation of the in-
variance term; 2) the proposed semisupervised method for estimating the invariance term; and 3) 
a standard feature-selection technique that considers only the discrimination term. 



Chapter 3 – Novel Approach for the Selection of Spatially Invariant Features 
 

62 

Table 3.1 - Number of training (T1 and T2)  and test (TS1 and TS2) patterns acquired in the two spatially 

disjoint areas  

Number of samples 

Area 1 Area 2 Class 

T1 TS1 T2 TS2 

Water 69 57 213 57 

Hippo grass 81 81 83 18 

Floodplain grasses1 83 75 199 52 

Floodplain grasses2 74 91 169 46 

Reeds1 80 88 219 50 

Riparian 102 109 221 48 

Firescar2 93 83 215 44 

Island interior 77 77 166 37 

Acacia woodlands 84 67 253 61 

Acacia shrublands 101 89 202 46 

Acacia grasslands 184 174 243 62 

Short mopane 68 85 154 27 

Mixed mopane 105 128 203 65 

Exposed soil 41 48 81 14 

Total 1242 1252 2621 627 

 
The experiments with the supervised feature-selection method were carried out by consider-

ing the training set T1 for the evaluation of the discrimination term ( )∆ θ  and both T1 and T2 for 
the evaluation of the invariance term ( )Ρ θ . In our implementation we adopted the JM distance 
(under the Gaussian assumption for the distribution of classes) as a statistical distance measure 
for both the considered terms. The second set of experiments was carried out with the proposed 
semisupervised feature-selection method. In these experiments we considered the training set T1 

for the evaluation of the discriminative term ( )∆ θ , while the invariance term ̂( )Ρ θ  was esti-
mated from T1 and the samples of T2, which were used without their class label information as 
set U. For simplicity, we considered only the first order moment to evaluate the statistical dis-
tance 1ˆ ( )TU

iiS θ  (see discussion reported in section 3.2.1). The standard feature selection was per-
formed by selecting the subsets of features that maximize the JM distance on the training set T1 
with a (mono-objective) genetic algorithm. Note that we did not mix up the two training set T1 
and T2 both for training the ML classifiers and for evaluating the discrimination term, as the 
Gaussian approximation is no more reasonable for the two different Gaussian realizations of 
each class in T1 and T2 (see section 3.2.1).  

In order to solve the defined two-objective minimization problem for the proposed methods 
(i.e., estimating the Pareto-optimal solutions), we implemented a modification of the “Non-
Dominated Sorting in Genetic Algorithm II” (NSGA-II) [31]. The original algorithm was modi-
fied in order to avoid solutions with multiple selections of the same feature. This has been ac-
complished by changing the random initialization of the chromosome population and by modify-
ing the crossover and mutation operators. In all the experiments, the population size was set 
equal to 100, and the maximum number of generations equal to 50. The classification was car-
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ried out using all combinations of features * *ˆ Ô∈θ  that lie on the estimated Pareto front, and the 
subset *

θ̂  that resulted in the highest accuracy on the disjoint test set TS2 was finally selected. 
For the mono-objective genetic algorithm we adopted the same values for both the population 
size and the maximum number of generations as for the multiobjective genetic algorithm. 

3.5 Experimental results 

3.5.1 Results with the supervised method for the estimation of the invariance term 

We first present the experimental results obtained with the proposed supervised method that 
allows us to derive important considerations about the validity of the proposed approach with re-
spect to the standard one. In order to show the shortcomings of standard feature-selection algo-
rithms for the classification of hyperspectral images, Fig. 3.3 plots the graphs of the accuracy ob-
tained by the ML classifier on the adjoint (TS1) and disjoint (TS2) test sets versus the values of 
the discrimination term ( )∆ θ  for different subset of features. For the reported graphs we used the 
solutions on the Pareto front estimated by the modified NSGA-II algorithm applied to the mul-
tiobjective minimization problem in (3.19), in the cases of six and eight features (these two cases 
are selected as examples; the other considered cases led to similar results). From this figure, it is 
possible to observe that the accuracy on TS1 increases when the discrimination term increases, 
whereas the accuracy on TS2 increases only till a certain value and then it decreases. Therefore, 
the simple maximization of the discrimination term (as standard approaches do) can lead to an 
overfitting phenomenon, which result in poor generalization capabilities, i.e., low capability to 
discriminate and correctly classify the land-cover classes in areas of the scene different from that 
associated with the collected training data. This confirms the significant variability of the spec-
tral signature of classes in hyperspectral images.  
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Fig. 3.3 – Behaviors of the kappa coefficients of accuracy on the test set TS1 and TS2 versus the values of 

the discrimination term ( )∆ θ . Cases of (a) six and (b) eight features. 

The aim of the proposed approach is to overcome this problem. Let us now consider Fig. 3.4 
that depicts the Pareto fronts estimated by the proposed approach (employing the modified 
NSGA-II algorithm) in the cases of the selection of 6 and 8 features. This figure represents the 
information of the kappa coefficient of accuracy, which is obtained by the classification of the 
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test sets TS1 and TS2 with the considered subset of features *
θ̂ , as the color of the point, accord-

ing to the reported color scale bar. The diagrams in Fig. 3.4 (a)-(c) show that for the classifica-
tion of TS1, the solutions with higher discrimination capability [lower values of ( )−∆ θ ] result in 
better accuracies. This behavior reveals (as expected) that only the discrimination term is impor-
tant for selecting the most effective feature subset for the classification of pixels acquired in a 
similar area of pixels in T1 (in this conditions training and test patterns represent the same reali-
zation of the statistical distributions of classes). On the contrary, the diagrams in Fig. 3.4(b)-(d) 
show that the most accurate solutions for the classification of the spatially disjoint samples of 
TS2 (which result in the highest kappa coefficient of accuracy) are located in a middle region, 
close to the knee of the estimated Pareto front. This confirms the importance of the invariance 
term, and that tradeoff solutions between the two competing objectives ( )∆ θ  and ( )Ρ θ  should be 
identified in order to select the subset of features that lead to better generalization capabilities, 
and thus higher classification accuracy in areas of the hyperspectral image different from the 
training one.  
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Fig. 3.4 – Pareto fronts estimated by the proposed approach with the supervised method. (a)-(b): 6-feature 

case; (c)-(d): 8-feature case. The color indicates the kappa coefficient of accuracy on (a)-(c) TS1 and (b)-

(d) TS2 according to the reported color scale bar. 

Table 3.2 reports the comparison of the classification accuracies obtained on TS1 and TS2 by 
selecting the subset of features with the proposed multiobjective supervised and semisupervised 
methods, as well as the standard method. From this table, it is possible to observe that the ob-
tained accuracy on the disjoint test set TS2 are, in general, significantly lower that those obtained 
on the adjoint test set TS1, confirming the presence of consistent variability in the spatial domain 
of the spectral signatures of the classes. This phenomenon severely challenges the generalization 
capability of the classification system. Nevertheless, we can observe that for all considered cas-
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es, the proposed multiobjective feature-selection methods allowed to significantly increase the 
accuracy on the test set TS2 with respect to the standard method, while the accuracy on the ad-
joint test set TS1 only slightly decreased. In average, the proposed supervised method resulted in 
an increase of the classification accuracy on the disjoint test set of 21.3% with respect to the 
standard approach, slightly decreasing of 4.2% the accuracy on the adjoint test set. 

The obtained results clearly confirm that the proposed approach is effective in exploiting the 
information of the two distinct available training sets to select subsets of robust and invariant 
features, which can improve the generalization capabilities of the classification system. We fur-
ther observe that very few spectral channels (6-14 bands out of the originally 145 available) are 
sufficient for effectively representing and discriminating the considered information classes, thus 
significantly reducing the problems associated with the Hughes phenomenon. The computational 
cost of the proposed supervised method is comparable with the cost of the standard mono-
objective algorithm. In our experiments, carried out on a PC mounting an Intel Pentium D proc-
essor at 3.4 GHz and a 2 Gb DDR2 RAM, the feature selection with the supervised multiobjec-
tive method took an average time of about 4 minutes, while the standard method took about 3 
minutes. This is due to the fact that the evaluation of the discrimination term ( )∆ θ  (which has to 
be computed also with standard feature-selection methods) requires a computational cost that is 
proportional to ( 1) / 2L L − , while the introduced invariance term ( )Ρ θ  has a computational cost 
proportional to L. Therefore, the additional cost due to the evaluation of the new term becomes 
lesser and lesser when the number of classes increases. 

3.5.2 Results with the semisupervised method for the estimation of the invariance term 

Often in real applications a disjoint training set T2 is not available to the user and the pro-
posed supervised method can not be used. In these cases, the semisupervised approach can be 
adopted. It is worth noting that from the perspective of the semisupervised method, the super-
vised technique represents an upper bound of the accuracy and generalization ability that can be 
obtained (if the same samples with and without labels are considered). Thus, in this case the re-
sults presented in the previous section can be seen as the best performances that can be obtained 
on the considered samples. 

As expected, the semisupervised method led to accuracies slightly smaller than the super-
vised method, but still maintained a significant improvement with respect to the traditional ap-
proach. In average, the semisupervised method increased the classification accuracy on TS2 of 
16.4% with respect to the standard feature-selection method, while decreased the accuracy on 
TS1 of 3.1%. The small decrease in the performances with respect those obtained by the super-
vised method are due to the approximate estimation of the invariance term carried out with the 
EM algorithm, which can not ensure to converge to the optimal solution. However, the semisu-
pervised method has the very important advantage to considerably increase the generalization 
capabilities of the classification systems with respect to the traditional approach without requir-
ing additional reference data. The computation cost of this method is slightly higher with respect 
to the standard method, because of the time required by EM algorithm to perform the estimation 
necessary to evaluate the invariance term. In our experiments, the average time for the feature se-
lection with the semisupervised approach was of about 60 minutes (15 times more than the su-
pervised method). 
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Table 3.2 - Kappa Coefficient of Accuracies obtained by the ML classifier with the features selected by 

the proposed supervised and semisupervised methods, and the standard approach 

Kappa coefficient of Accuracy on  

Test Set TS2 

Kappa coefficient of Accuracy on  

Test Set TS1 
Number of 

features Proposed 

Semisup. 

Method 

Proposed 

Supervised 

method 

Standard 

method 

Proposed 

Semisup. 

Method 

Proposed 

Supervised 

method 

Standard 

method 

6 0.780 0.791 0.580 0.894 0.902 0.931 

8 0.767 0.816 0.577 0.906 0.884 0.939 

10 0.777 0.813 0.592 0.938 0.912 0.942 

12 0.722 0.808 0.591 0.914 0.900 0.954 

14 0.739 0.799 0.625 0.912 0.913 0.953 

Average 0.757 0.805 0.593 0.913 0.902 0.944 

3.6 Conclusion 

In this chapter we presented a novel feature-selection approach to the classification of hyper-
spectral images. The proposed approach aimed at selecting subsets of features that exhibit, at the 
same time, high discrimination ability and high spatial invariance, improving the robustness and 
the generalization properties of the classification system with respect to standard techniques. The 
feature selection was accomplished by defining a multiobjective criterion function that considers 
the evaluation of both a standard separability measure and a novel term that measures the spatial 
invariance of the selected features. In order to assess the invariance in the scene of the feature 
subset we proposed both a supervised method (assuming the availability of training samples ac-
quired in two or more spatially disjoint areas) and a semisupervised method (which requires only 
a standard training set acquired in a single area of the scene and exploits the information of unla-
beled pixels in portions of the scene spatially disjoint from the training areas). The multiobjec-
tive problem was solved by an evolutionary algorithm for the estimation of the set of Pareto-
optimal solutions. 

Experimental results showed that the proposed feature-selection approach selected subsets of 
the original features that sharply increased the classification accuracy on disjoint test samples, 
while it slightly decreased the accuracy on the adjoint test set with respect to standard methods. 
This behavior confirms that the proposed approach results in augmented generalization capabil-
ity of the classification system. In this regard, we would like to stress the importance of evaluat-
ing the accuracy on a disjoint test set, because this allows one to estimate the accuracy in the 
classification of the whole considered image. In particular, the proposed supervised method is ef-
fective in exploiting the information of the two available training sets, and the proposed semisu-
pervised method can significantly increase the generalization capabilities of the classification 
system, without requiring additional reference data with respect to traditional feature-selection 
algorithms. This can be achieved at the cost of an acceptable additional computational time. 

It is important to note that the proposed approach is defined in a general way, thus allowing 
different possible implementations. For instance, the discrimination and invariance terms can be 
evaluated considering statistical distance measures different from those adopted in our experi-
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mental analysis, as well as, other multiobjective optimization algorithms can be adopted as 
search strategy for estimating the Pareto-optimal solutions. This general definition of the ap-
proach results in the possibility to further developing the implementation that we adopted for our 
experimental analysis. As an example, as future developments of this work, the proposed ap-
proach could be integrated with classification algorithms different from the adopted maximum 
likelihood classifier, e.g., the Support Vector Machine and/or other kernel based classification 
techniques, for further improving the accuracy of the classification system. In addition, we think 
that the overall classification system can be further improved by jointly exploiting the proposed 
feature-selection approach and a semisupervised classification technique for a synergic and com-
plete exploitation of the unlabeled samples information.  
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Chapter 4 
 

4. A Novel Context-Sensitive Semisupervised SVM Classifier 
Robust to Mislabeled Training Samples     

 
 
This chapter presents a novel context-sensitive semisupervised Support Vector Machine 

(CS4VM) classifier, which is aimed at addressing classification problems where the available 
training set is not fully reliable, i.e., some labeled samples may be associated to the wrong in-
formation class (mislabeled patterns). Unlike standard context-sensitive methods, the proposed 
CS4VM classifier exploits the contextual information of the pixels belonging to the neighborhood 
system of each training sample in the learning phase to improve the robustness to possible mis-
labeled training patterns. This is achieved according to both the design of a semisupervised pro-
cedure and the definition of a novel contextual term in the cost function associated with the 
learning of the classifier. In order to assess the effectiveness of the proposed CS4VM and to un-
derstand the impact of the addressed problem in real applications, we also present an extensive 
experimental analysis carried out on training sets that include different percentages of misla-
beled patterns having different distributions on the classes. In the analysis we also study the ro-
bustness to mislabeled training patterns of some widely used supervised and semisupervised 
classification algorithms (i.e., conventional SVM, progressive semisupervised SVM, Maximum 
Likelihood, and k-Nearest Neighbor). Results obtained on a very high resolution image and on a 
medium resolution image confirm both the robustness and the effectiveness of the proposed 
CS4VM with respect to standard classification algorithms and allow us to derive interesting con-
clusions on the effects of mislabeled patterns on different classifiers. 

4.1 Introduction 

The classification of remote sensing images is often performed by using supervised classifi-
cation algorithms, which require the availability of labeled samples for the training of the classi-
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fication model. All these algorithms are sharply affected from the quality of the labeled samples 
used for training the classifier, whose reliability is of fundamental importance for an adequate 
learning of the properties of the investigated scene (and thus for obtaining accurate classification 
maps). In supervised classification, the implicit assumption is that all labels associated with 
training patterns are correct. Unfortunately, in many real cases, this assumption does not hold 
and small amounts of training samples are associated with a wrong information class due to er-
rors occurred in the phase of collection of labeled samples. Labeled samples can be derived by 
the following: 1) in situ ground truth surveys; 2) analysis of reliable reference maps; or 3) image 
photointerpretation. In all these cases, mislabeling errors are possible. During the ground truth 
surveys, mislabeling errors may occur due to imprecise geo-localization of the positioning sys-
tem; this leads to the association of the identified land-cover label with a wrong geographic co-
ordinate, and thus with the wrong pixel (or region of interest) in the remotely sensed image. 
Similar errors may occur if the image to be classified is not precisely georeferenced. When refer-
ence maps are used for extracting label information, possible errors present in the maps propa-
gate to the training set. The case of image photointerpretation is also critical, as errors of the hu-
man operator may occur, leading to a mislabeling of the corresponding pixels or regions. 

Mislabeled patterns bring distort (wrong) information to the classifier (in this thesis we call 
them noisy patterns). The effect of noisy patterns in the learning phase of a supervised classifier 
is to introduce a bias in the definition of the decision regions, thus decreasing the accuracy of the 
final classification map. We can expect two different situations with respect to the distribution of 
noisy samples in the training set: 1) mislabeled samples may be uniformly distributed over all 
considered classes, or 2) mislabeled patterns can specifically affect one or a subset of the classes 
of the considered classification problem. The two different situations result in a different impact 
on the learning phase of the classification algorithms. Let us analyze the problem according to 
the Bayes decision theory and to the related estimates of class conditional densities (likelihood) 
and class prior probabilities (priors) [1]. If noisy samples are uniformly distributed over classes, 
the estimations of class conditional densities results corrupted, while the estimations of prior 
probabilities are not affected from the presence of mislabeled patterns. On the contrary, if noisy 
samples are not uniformly distributed over classes, both the estimations of prior probabilities and 
of class conditional densities are biased from mislabeled patterns. Therefore, we expect that su-
pervised algorithms, which (explicitly or implicitly) consider the prior probabilities for the clas-
sification of a generic input pattern (e.g., Bayesian classifier, k-Nearest Neighbor (k-NN) [1]-[3]) 
are more sensitive to unbalanced noisy samples distributions over classes than other algorithms 
that take into account only the class conditional densities (e.g., Maximum Likelihood [1], [2]). 

In this chapter we address the above-mentioned problems by the following: 1) presenting a 
novel context-sensitive semisupervised SVM (CS4VM) classification algorithm, which is robust 
to noisy training sets, and 2) analyzing the effect of noisy training patterns and of their distribu-
tion on the classification accuracy of widely used supervised and semisupervised classifiers. 

The choice of developing an SVM-based classifier is related to the important advantages that 
SVMs exhibit over other standard supervised algorithms [4]-[8]: 1) relatively high empirical ac-
curacy and excellent generalization capabilities; 2) robustness to the Hughes phenomenon [9]; 3) 
convexity of the cost function used in the learning of the classifier; 4) sparsity of the solution; 5) 
possibility to use the kernel tricks for addressing non linear problems. In particular, the generali-
zation capability of SVM (induced by the minimization of the structural risk) gives to SVM-
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based classifiers an intrinsic higher robustness to noisy training patterns than other standard algo-
rithms that are based on the empirical risk minimization principle. In this framework, we propose 
an SVM-based technique for image classification especially developed to improve the robustness 
of standard SVM to the presence of noisy samples in the training set. The main idea behind the 
proposed CS4VM is to exploit the spatial context information provided by the pixel belonging to 
the neighborhood system of each training sample (which are called context patterns) in order to 
contrast the bias effect due to the possible presence of mislabeled training patterns. This is 
achieved by both a semisupervised procedure (aiming to obtain the semilabels for context pat-
terns) and the definition of a novel contextual term in the cost function associated with the learn-
ing of the CS4VM. It is worth noting that this use of the contextual information is completely dif-
ferent from that of traditional context-sensitive classifiers (e.g., [10]-[16]), where contextual 
information is exploited for regularizing classification maps in the decision phase. 

Another important contribution of this work is to present an extensive experimental analysis 
to investigate and compare the robustness to noisy training sets of the proposed CS4VM and of 
other conventional classifiers. In greater detail, we considered the (Gaussian) Maximum likeli-
hood (ML) classifier (which is based on a parametric estimation of the class conditional densities 
and does not consider the prior probabilities of the classes), the k-NN classifier (which is based 
on a distribution free local estimation of posterior probabilities that implicitly considers the class 
prior probabilities); the standard SVM classifier and the progressive semisupervised SVM 
(PS3VM) [17]. The five considered classification algorithms were tested on two different data 
sets: 1) a very high resolution (VHR) multispectral image acquired by the Ikonos satellite and 2) 
a medium resolution multispectral image acquired by Landsat 5 Thematic Mapper. The experi-
mental analysis was carried out, considering training sets including different amounts of noisy 
samples having different distributions over the considered classes.  

The chapter is organized into six sections. Section 4.2 presents the proposed context-sensitive 
semisupervised SVM (CS4VM) technique. Section 4.3 describes the design of the experiments 
carried out with different classifiers.  Section 4.4 and 4.5 illustrate the experimental results ob-
tained on the Ikonos and Landsat data sets, respectively. Finally, section 4.6, after discussion, 
draws the conclusion of the chapter.  

4.2 Proposed context-sensitive semisupervised SVM (CS4VM) 

Let I denote a multispectral d-dimensional image of size I J×  pixels. Let us assume that a 
training set { , }T = X Y  made up of N pairs ( ) 1

,
N

i i i
y

=
x  is available, where 

1{ | }d N
i i i == ∈ ⊂x x ℝX I  is a subset of I and 1{ } N

i iy ==Y  is the corresponding set of labels. For 
the sake of simplicity, since SVMs are binary classifiers, we first focus the attention on the two-
class case (the general multiclass case will be addressed later). Accordingly, let us assume that 

{ 1; 1}iy ∈ + − is the binary label of the patternix . We also assume that a restricted amount δ  of 
training samples ix  may be associated with wrong labelsiy , i.e., labels that do not correspond to 
the actual class of the considered pixel. Let ( )M∆ x  represent a local neighborhood system 
(whose shape and size depend on the specific investigated image and application) of the generic 
pixel x, where M indicates the number of pixels considered in the neighborhood. Generally 

( )M∆ x  is a first or second order neighborhood system (see Fig. 4.1). Let 
{ | ( ), , 1, , }j j

i i M i i j M= ∈ ∆ ∀ ∈ =x x x xɶ ɶ ɶ …X X  be the set of (unlabeled) context patterns j
ixɶ  made up 
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of the pixels belonging to the neighborhood ( )M i∆ x  of the generic training sampleix . It is worth 
noting that adjacent training pixels belong to both X and ɶX . 

 

 

Fig. 4.1 – Examples of neighborhood systems for the generic training pixel ix . a) First order system 

4( )i∆ x . b) Second order system 8( )i∆ x . 

The idea behind the proposed methodology is to exploit the information of the context pat-
terns ɶX  to reduce the bias effect of the δ  mislabeled training patterns on the definition of the 
discriminating hyperplane of the SVM classifier, thus decreasing the sensitivity of the learning 
algorithm to unreliable training samples. This is accomplished by explicitly including the sam-
ples belonging to the neighborhood system of each training pattern in the definition of the cost 
function used for the learning of the classifier. These samples are considered by exploiting the 
labels derived through a semisupervised classification process (for this reason they are called 
semilabeled samples) [18]-[20]. The semilabeled context patterns have the effect to mitigate the 
bias introduced by noisy patterns adjusting the position of the hyperplane. This strategy is de-
fined according to a learning procedure for the proposed CS4VM that is based on two main steps: 
1) supervised learning with original training samples and classification of the (unlabeled) context 
patterns and 2) contextual semisupervised learning based on both original labeled patterns and 
semilabeled context patterns according to a novel cost function. These two steps are described in 
detail in the following subsections. 

4.2.1 Step 1 - supervised learning and classification of context patterns 

In the first step, a standard supervised SVM is trained by using the original training set T in 
order to classify the patterns belonging to the neighborhood system of each training pixels. The 
learning is performed according to the soft margin SVM algorithm, which results in the follow-
ing constrained minimization problem: 
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     1, ,i N∀ = …  (4.1) 

where w  is a vector normal to the separation hyperplane, b is a constant such that b w  repre-
sents the distance of the hyperplane from the origin, ( )Φ ⋅  is a non-linear mapping function, iξ  
are slack variables that control the empirical risk (i.e., the number of training errors), and 0C +∈ℝ  
is a regularization parameter that tunes the tradeoff between the empirical error and the complex-
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ity term (i.e., the generalization capability). The above minimization problem can be rewritten in 
the dual formulation by using the Lagrange optimization theory, which leads to the following 
dual representation: 
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where iα  are the Lagrange multipliers associated with the original training patterns i ∈x X , and  

( , )k ⋅ ⋅  is a kernel function such that ( , ) ( ) ( )k ⋅ ⋅ = Φ ⋅ Φ ⋅ . The kernel function is used for implicitly 
mapping the input data into a high dimensional feature space without knowing the function( )Φ ⋅  

and still maintaining the convexity of the objective function [6]. Once iα  ( 1,...,i N= ) are 

determined, each context pattern j
ixɶ  in the neighborhood system ( )M i∆ x of the training pattern 

ix  is associated with a semilabel jiyɶ  according to: 

 ( )
1

ˆ sgn ,
N

j
i n n n i

n

y y k bα
=

 = + 
 
∑ x xɶ ɶ   n∀ ∈x X , j

i∀ ∈x ɶɶ X  (4.3) 

where, given ( )
1

( ) ,
N

i i ii
f y k bα

=
= +∑x x x , b is chosen so that ( ) 1i iy f =x  for any i with 

0 i Cα< < . 

4.2.2 Step 2 - context-sensitive semisupervised learning 

Taking into account the semilabels (i.e., the labels obtained in the previous step) of the con-
text patterns belonging toɶX , we define the following novel context-sensitive cost function for 
the learning of the classifier: 
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where j
iψ  are context slack variables and 0

j
iκ +∈ℝ  are parameters that permit to weight the im-

portance of context patterns (see Fig. 4.2). The resulting constrained minimization problem asso-
ciated with the learning of the CS4VM is the following: 
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 (4.5) 

The cost function in (4.4) contains a novel contextual term (made up of N M⋅  elements) 
whose aim is to regularize the learning process with respect to the behavior of the context pat-
terns in the neighborhood of the training pattern under consideration. The rationale of this term is 
to balance the contribution of possibly mislabeled training samples according to the semilabeled 
pixels of the neighborhood. The context slack variables ( ), , ,j j j j

i i i iy bψ ψ= x wɶ ɶ  depend on 
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( )j
i M i∈ ∆x xɶ  and, accordingly, permit to directly take into account the contextual information in 

the learning phase. They are defined as: 

 ( ){ }max 0,1j j j
i i iy bψ  = − ⋅ ⋅Φ + w xɶ ɶ  1, ,i N∀ = … , 1, ,j M∀ = …  (4.6)    

 

Fig. 4.2 – Example of training and related context patterns in the kernel-induced feature space. 

The parameters 0
j

iκ +∈ℝ  weight the context patterns jixɶ  depending on the agreement of their 
semilabels j

iyɶ  with that of the related training sample yi. The hypothesis at the basis of the 
weighting system of the context patterns is that the pixels in the same neighborhood system have 
high probability to be associated to the same information class (i.e., the labels of the pixels are 
characterized by high spatial correlation).  In particular, j

iκ  are defined as follows: 
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κ
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ɶ
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where κ1 and κ 2 are chosen from the user. The role of κ1 and κ 2 is to define the importance of 
the context patterns. In particular, it is very important to define the ratios C/κi, 1,2i =  which tune 
the weight of context patterns with respect to the patterns of the original training set. According 
to our hypothesis, in order to adequately penalize the mislabeled training patterns, it is suggested 
to fix 1 2κ κ≥  as, in general, contextual patterns whose semilabels are in agreement with the label 
of the related training pattern should be considered more reliable than those whose semilabels 
are different. The selection of κ1 and κ2 can be simplified fixing a priori the ratio 1 2/κ κ = Κ , 
thus focusing the attention only on κ1 or on the ratio C/κ1.  

It is worth noting that the novel cost function defined in (4.4) maintains the important 
property of convexity of the cost function of the standard SVM. This allows us to solve the prob-
lem according to quadratic programming algorithms. By properly adjusting the Karush-Kuhn-
Tucker conditions [i.e., the necessary and sufficient conditions for solving (4.5)], we derived the 
following dual bound maximization problem: 
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where αi and r i are the Lagrange multipliers associated with original training patterns, while j
iβ  

and j
is are the Lagrange multipliers associated with contextual patterns. The Lagrange multipliers 

αi associated with the original labeled patterns are superiorly bounded by C (they all have the 
same importance). The upper bound for the Lagrange multipliers j

iβ  associated with context pat-
terns is j

iκ , as it comes from (4.7). Once determined iα  and j
iβ  ( 1,...,i N= , 1,...,j M= ) the ge-

neric pattern x belonging to the investigated image I can be classified according to the following 
decision function: 
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∑ ∑x x x x xɶ ɶ , b is chosen so that ( ) 1i iy f =x  for 

any i with 0 i Cα< < , and ( ) 1j j
i iy f =xɶ ɶ  for any i and j with 0 j j

i iβ κ< < .  

It is worth noting that the proposed formulation could be empirically defined by considering 
different analytical forms for the kernels associated with the original training samples and the 
context patterns (composite kernel approach). From a general perspective, this would increase 
the flexibility of the method. However, as the training patterns and the context patterns are repre-
sented by the same feature vectors, the use of composite kernels (which would result in a further 
increase of the number of free parameters to set in the leaning of the classifier, and thus, in an in-
crease of the computational cost required from the model-selection phase) does not seem useful. 

4.2.3 Multiclass architecture 

Let us extend the binary CS4VM to the solution of multiclass problems. Let { }1,..., Lω ωΩ =  
be the set of L information classes that characterize the considered problem. As for the conven-
tional SVM, the multiclass problem should be addressed with a structured architecture made up 
of binary classifiers. However, the properties of CS4VM lead to an important difference with re-
spect to the standard supervised SVM. This difference is related to the step 2 of the learning of 
the CS4VM. In this step we assume to be able to give a reliable label to all patterns in the 
neighborhood system of each training pattern. In order to satisfy this constraint, we should define 
binary classification problems for each CS4VM included in the multiclass architecture character-
ized from an exhaustive representation of classes. 
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Let each CS4VM of the multiclass architecture solve a binary subproblem, where each pattern 
should belong to one of the two classes AΩ  or BΩ , defined as proper subsets of the original set 
of labels Ω . The contextual semisupervised approach requires that, for each binary CS4VM of 
the multiclass architecture, there must be an exhaustive representation of all possible labels, i.e.,  

 A BΩ ∪ Ω = Ω  (4.10) 

If (4.10) is not satisfied, some semilabels of context patterns j
ixɶ  may not be represented in the 

binary sub-problem and the context sensitive semisupervised learning can not be performed. Ac-
cording to this constraint, we propose to adopt a one-against-all (OAA) multiclass architecture, 
which is made up of L parallel CS4VM, as shown in Fig. 4.3. 

 

 

Fig. 4.3 – OAA architecture for addressing the multiclass problem with the proposed CS4VM. 

The i-th CS4VM solves a binary problem defined by the information class { }iω ∈Ω  against 
all the others { }iωΩ − . In this manner all the binary sub-problems of multiclass architecture sat-
isfy (4.10). The “winner-takes-all” rule is used for taking the final decision, i.e.,  

 { }
1,...,

ˆ arg max ( )i
i L

fω
=

= x  (4.11) 

where ( )if x  represent the output of the i-th CS4VM. 
It is worth noting that other multiclass strategies that are commonly adopted with standard 

SVM [such as the one-against-one (OAO)] [21], cannot be used with the proposed CS4VM as do 
not satisfy (4.10). Nevertheless, other multi-class architectures could be specifically developed 
for the CS4VM approach, which should satisfy the constraint defined in (4.10). 

4.3 Design of experiments 

In this section, we describe the extensive experimental phase carried out to evaluate the ro-
bustness to the presence of noisy training samples of the proposed CS4VM and of other standard 
supervised and semisupervised classification algorithms. In particular, we compare the accuracy 
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(in terms of kappa coefficient [22]) obtained by the proposed CS4VM with those yielded by other 
classification algorithms: the progressive semisupervised SVM (PS3VM) [17], the standard su-
pervised SVM, the Maximum Likelihood (ML), and the k-Nearest Neighbors (k-NN). We carried 
out different kinds of experiments by training the classifiers: 1) with the original training sam-
ples (with their correct labels), and 2) with different synthetic training sets, where mislabeled 
patterns (i.e., patters with wrong labels) were added to the original training set in different per-
centages (10%, 16%, 22%, 28%) with respect to the total number of training samples. In the sec-
ond kind of experiments, we manually introduced mislabeled training samples considering the 
particular scene under investigation and simulating realistic mislabeling errors (e.g., caused by 
possible photointerpretation errors). The spatial location of wrong samples was distributed over 
the whole scene, by considering also clusters of pixels in the same neighborhood system. We 
analyzed the effects of noisy training sets on the classification accuracy, in two different scenar-
ios (which simulate different kinds of mislabeling errors): a) wrong samples are uniformly added 
to all the information classes (thus simulating the presence of mislabeling errors in the training 
points that does not depend on the land cover type); b) wrong patterns are added to one specific 
class or to a subset of the considered classes (thus simulating a systematic error in the collection 
of ground truth samples for specific land cover types). 

In all the experiments, for the ML classifier we adopted the Gaussian function as model for 
the probability density functions of the classes. Concerning the k-NN classification algorithm, 
we carried out several trials, varying the value of k from 1 to 40 in order to identify the value that 
maximizes the kappa accuracy on the test set. 

For the SVM-based classifiers (CS4VM, PS3VM and standard SVM) we employed the Se-
quential Minimal Optimization (SMO) algorithm [23] (with proper modifications for the 
CS4VM) and used Gaussian kernel functions (ruled by the free parameter σ  that expresses the 
width of the Gaussian function). All the data were normalized to a range [0, 1] and the model se-
lection for deriving the learning parameters was carried out according to a grid-search strategy 
on the basis of the kappa coefficient of accuracy obtained on the test set.  

For the standard SVM, the value of 2σ2  was varied in the range [10-2, 10], while the values 
of C were concentrated in the range [20, 200] after a first exploration in a wider range. For the 
model selection of both the CS4VM and the PS3VM, we considered the same values for C and 
2σ2  as for the SVM in order to have comparable results. Moreover, for the proposed CS4VM we 
fixed the value of 1 2/ 2κ κΚ = =  and used the following values for C/κ1: 2, 4, 6, 8, 10, 12, 14. 
For the definition of the context patterns we considered a first order neighborhood system. With 
regard to the PS3VM, the value of *(0)C  was varied in the range [0.1,1], the one of γ  was varied 
in the range [10,100], and ρ  was varied in the range [10, 100]. 

For simplicity, the model selection for all the SVM-based classifiers and the k-NN algorithm 
was carried out on the basis of the kappa coefficient of accuracy computed on the test set, which 
does not contain mislabeled samples. It is worth noting that this does not affect the relative re-
sults of the comparison, as the same approach was used for all the classifiers. It is important to 
observe that the proposed CS4VM method does not rely on the assumption of noise-free samples 
in the test set for parameter settings. The use of context patterns is effective in mitigating the bias 
effect introduced by noisy patterns even if the selected model is optimized on a noisy test set. In 
this condition, we may have an absolute decrease of classification accuracy, but the capability to 
mitigate the effects of wrong samples on the final classification result does not change. 
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In the experiments, we considered two data sets: the first one is made up of a very high geo-
metrical resolution multispectral image acquired by the Ikonos satellite over the city of Ypen-
burg (The Netherlands); the second one is made up of a medium resolution multispectral image 
acquired by the sensor Thematic Mapper of Landsat 5 in the surroundings of the city of Trento 
(Italy). The results obtained on the two data sets are presented in the following two sections. 

4.4 Experimental results: Ikonos data set 

The first considered data set is made up of the first three bands (corresponding to visible 
wavelengths) of an Ikonos sub-scene of size 387 ×   419 pixels (see Fig. 4.4). The 4 m spatial 
resolution spectral bands have been reported to a 1 m spatial resolution according to the Gram-
Schmidt pansharpening procedure [24]. The available ground truth (which included the informa-
tion classes grass, road, shadow, small-aligned building, white-roof building, gray-roof building 
and red-roof building) collected on two spatially disjoint areas was used to derive a training set 
and a test set for the considered image (see Table 4.1). This setup allowed us to study the gener-
alization capability of the systems by performing validation on areas spatially disjoint from those 
used in the learning of the classification algorithm. This is very important because of the nonsta-
tionary behavior of the spectral signatures of classes in the spatial domain. Starting from the 
original training set, several data sets were created adding different percentages of mislabeled 
pixels in order to simulate noisy training sets as described in the previous section. 

 

 

Fig. 4.4 - Band 3 of the Ikonos image. 
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Table 4.1- Number of  patterns in the training and test sets  (Ikonos data set). 

Number of patterns 
Class 

Training Set Test Set 

Grass 63 537 

Road 82 376 

Small-aligned 62 200 

White-roof 87 410 

Gray-roof 65 336 

B
uilding 

Red-roof 19 92 

Shadow 30 231 

4.4.1 Results with mislabeled training patterns uniformly added to all classes 

In the first set of experiments, different percentages (10%, 16%, 22%, 28%) of mislabeled 
patterns (with respect to the total number of samples) were uniformly added to all classes of the 
training set. The accuracy yielded on the test set by all the considered classifiers versus the per-
centage of mislabeled patterns are reported in Table 4.2 and plotted in Fig. 4.5. As one can see, 
with the original training set, the proposed CS4VM exhibited higher kappa coefficient of accu-
racy than the other classifiers. In greater detail, the kappa coefficient obtained with the CS4VM is 
slightly higher than the ones obtained with the standard SVM and the PS3VM (+1.6%), and 
sharply higher than those yielded by the k-NN (+6.6%) and the ML (+8%). This confirms that 
the semisupervised exploitation of contextual information of training patterns allows us increas-
ing the classification accuracy (also if their labels are correct). In this condition, the PS3VM clas-
sifier did not increase the classification accuracy of the standard SVM. When mislabeled sam-
ples were added to the original training set, the accuracies obtained with ML and k-NN 
classifiers sharply decreased, whereas SVM-based classifiers showed to be much more robust to 
“noise” (by increasing the number of mislabeled samples the kappa accuracy decreased slowly). 
In greater detail, the kappa accuracy of the ML classifier decreased of 15.9% in the case of 10% 
of mislabeled samples with respect to the result obtained in the noise-free case, while the k-NN 
reduced its accuracy by 5.8% in the same condition. More generally, the k-NN classifier exhib-
ited higher and more stable accuracies than the ML with all the considered amounts of noisy pat-
terns. In all the considered trials, the proposed CS4VM exhibited higher accuracy than the other 
classifiers. In addition, with moderate and large numbers of mislabeled patterns (16%, 22% and 
28%), it was more stable than the SVM and the PS3VM. In the trials with noisy training sets the 
PS3VM classifier slightly increased the accuracy obtained by the standard SVM. 
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Table 4.2- Kappa coefficient of accuracy on the test set with different percentages of mislabeled patterns 

added uniformly to the training set (Ikonos data set). 

Kappa Accuracy % of mislabeled 

patterns CS4VM PS3VM SVM k-NN ML 

0 0.927 0.907 0.907 0.861 0.847 

10 0.919 0.910 0.907 0.803 0.688 

16 0.921 0.869 0.866 0.787 0.801 

22 0.893 0.862 0.861 0.781 0.727 

28 0.905 0.874 0.860 0.763 0.675 
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Fig. 4.5 – Behavior of the kappa coefficient of accuracy on the test set versus the percentage of misla-

beled training patterns uniformly distributed over all classes introduced in the training set (Ikonos data 

set). 

In order to better analyze the results of SVM and CS4VM, we compared the average and the 
minimum kappa accuracies of the binary classifiers that made up the OAA multi-class architec-
ture (see Fig. 4.6 and Table 4.3). It is possible to observe that the average kappa accuracy of the 
binary CS4VMs was higher than that of the binary SVMs, and exhibited a more stable behavior 
when the amount of noise increased. Moreover, the accuracy of the class most affected by the in-
clusion of mislabeled patterns in the training set was very stable with the proposed classification 
algorithm, whereas it sharply decreased with the standard SVM when large percentages of mis-
labeled patterns were included in the training set. This confirms the effectiveness of the proposed 
CS4VM, which exploits the contributions of the contextual term (and thus of contextual patterns) 
for mitigating the effects introduced by the noisy samples. 
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Fig. 4.6 - Behavior of the average kappa coefficient of accuracy (computed on all the binary CS4VMs and 

SVMs included in the multiclass architecture) versus the percentage of mislabeled training patterns uni-

formly added to all classes (Ikonos data set). 

Table 4.3 - Kappa coefficient of accuracy exhibited from the binary CS4VM and SVM that resulted in the 

lowest accuracy among all binary classifiers included in the multiclass architecture versus the percentages 

of mislabeled training patterns uniformly added to all classes (Ikonos data set). 

Kappa Accuracy % of mislabeled 

patterns CS4VM SVM ∆(%) 

 0 0.783 0.756 2.7 

10 0.784 0.767 1.8 

16 0.757 0.738 1.9 

22 0.751 0.691 6.0 

28 0.755 0.509 24.6 

4.4.2 Results with mislabeled training patterns concentrated on specific classes 

In the second set of experiments, several samples of the class “grass” were added to the 
original training set with the wrong label “road” in order to reach 10% and 16% of noisy pat-
terns. In addition “white-roof building” patterns were included with label “grey-roof building” to 
reach 22% and 28% of noisy samples. The resulting classification problem proved quite critical, 
as confirmed by the significant decrease in the kappa accuracies yielded by the considered classi-
fication algorithms (see Fig. 4.7 and Table 4.4). Nevertheless, also in this case, the context-based 
training of the CS4VM resulted in a significant increase of accuracy with respect to other classi-
fiers. The kappa accuracy of the k-NN classifier dramatically decreased when the percentage of 
noisy patterns increased (in the specific case of 28% of mislabeled samples the kappa accuracy 
decreased of 35.1% with respect to the original training set). The ML decreased its accuracy of 
10.1% with 10% of noisy patterns, but exhibited a more stable behavior with respect to the k-NN 
when the amount of noisy patterns was further increased. The standard SVM algorithm obtained 
accuracies higher than those yielded by the k-NN and ML classifiers, while the PS3VM classifier 
in general slightly improved the accuracy of the standard SVM. However, with 28% of noisy 
patterns, the kappa accuracy sharply decreased to 0.629 (below the performance of ML). This 
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behavior was strongly mitigated by the proposed CS4VM (which exhibited a kappa accuracy of 
0.820 in the same conditions). 

Table 4.4 - Kappa coefficient of accuracy on the test set with different percentages of mislabeled patterns 

added to specific classes of the training set (Ikonos data set). 

Kappa Accuracy % of mislabeled 

patterns CS4VM PS3VM SVM k-NN ML 

 0 0.927 0.907 0.907 0.861 0.847 

 10 0.906 0.855 0.841 0.690 0.746 

 16 0.781 0.769 0.765 0.672 0.734 

 22 0.828 0.767 0.762 0.525 0.722 

 28 0.820 0.632 0.629 0.510 0.721 
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Fig. 4.7 – Behavior of the kappa coefficient of accuracy on test set versus the percentage of mislabeled 

training patterns concentrated on specific classes of the training set (Ikonos data set).  

Considering the behavior of the average kappa of the binary SVMs and CS4VMs that made 
up the OAA multi-class architecture (see Fig. 4.8), it is possible to note that the CS4VM always 
improved the accuracy of the standard SVM, and the gap between the two classifiers increased 
by increasing the amount of noisy samples. In the very critical case of 28% of mislabeled pat-
terns, the context-based learning of CS4VM improved the average kappa accuracy of binary 
SVMs by 9.2%. Moreover, the kappa coefficient of the class with the lowest accuracy with the 
proposed CS4VM, even if small, was sharply higher than that of the standard SVM in all the con-
sidered trials (see Table 4.5). This behavior shows that on this data set the proposed method al-
ways improved the accuracy of the most critical binary classifier. 
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Fig. 4.8 - Behavior of the average kappa coefficient of accuracy (computed on all the binary CS4VMs and 

SVMs included in the multi-class architecture) versus the percentage of mislabeled training patterns con-

centrated on specific classes (Ikonos data set).  

Table 4.5- Kappa coefficient of accuracy exhibited from the binary CS4VM and SVM that resulted in the 

lowest accuracy among all binary classifiers included in the multiclass architecture versus the percentages 

of mislabeled training patterns concentrated on specific classes (Ikonos data set). 

Kappa Accuracy % of mislabeled 

patterns CS4VM SVM ∆(%) 

0 0.783 0.756 2.7 

10 0.620 0.422 19.8 

16 0.449 0.360 8.9 

22 0.538 0.360 17.8 

28 0.450 0.360 9.0 

 

Fig. 4.9 shows the classification maps obtained training the considered classifiers with 28% 
of mislabeled patterns added on specific classes (“roads” and “grey roof buildings”) of the train-
ing set (the map obtained with the PS3VM is not reported  because it is very similar to the one 
yielded with the SVM classifier). As one can see, in the classification maps obtained with the 
SVM, the k-NN, and the ML algorithms, many pixels of the class grass are confused with the 
class road, while white roof buildings are confused with grey roof buildings. This effect is in-
duced by the presence of noisy training samples affecting the aforementioned classes. In grater 
detail, the SVM classifier was unable to correctly recognize the red roof buildings, while the k-
NN technique often misrecognized the shadows present in the scene as red roof buildings and 
white roof buildings as grey roof buildings. Moreover the thematic map obtained with the k-NN 
is very noisy and fragmented (as confirmed by the low kappa coefficient of accuracy). The the-
matic map obtained with the proposed CS4VM clearly appears more accurate and less affected 
by the presence of mislabeled patterns. 
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Fig. 4.9 – (a) True color composition of the Ikonos image. Classification maps obtained by the different 

classifiers with the training set containing 28% of mislabeled patterns added on specific classes. (b) 

CS4VM. (c) SVM. (d) k-NN. (e) ML. 

4.5 Experimental results: Landsat data set 

The second data set consists of an image acquired by the Landsat 5 TM sensor with a GIFOV 
of 30 m. The considered image has size of 1110 ×  874 pixels and was taken in the surrounding 
of the city of Trento (Italy) (see Fig. 4.10). A six-class classification problem (with forest, water, 
urban, rock, fields, and grass classes) was defined according to the available ground truth col-
lected on two spatially disjoint areas and used to derive the training and test sets (see Table 4.6). 
As for the Ikonos data set, this setup allowed us to study the generalization capability of the al-
gorithms by classifying areas spatially disjoint from those used in the learning of the classifier. 
The important difference between this data set and the previous one consists in the geometric 
resolution, which in this case is significantly smaller than in the previous case (30 m vs. 1 m). 
Similarly to the Ikonos data set, several noisy training sets were created adding different amount 
of mislabeled pixels to the original data set: 1) with uniform distribution over the classes and 2) 
concentrated on a specific class. 
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Fig. 4.10 - Band 2 of the Landsat TM multispectral image. 

Table 4.6- Number of patterns in the training and test set (Landsat data set). 

Number of patterns 
Class 

Training Set Test Set 

Forest 128 538 

Water 118 177 

Urban 137 289 

Rocks 45 51 

Fields 93 140 

Grass 99 227 

4.5.1 Results with mislabeled training patterns uniformly added to all classes 

Table 4.7 shows the accuracies obtained in the first set of experiments where mislabeled pat-
terns were uniformly added to the information classes. Fig. 4.11 depicts the behavior of the 
kappa accuracy versus the number of mislabeled patterns included in the training set for all the 
considered classifiers. It is possible to observe that with the noise-free training set, the proposed 
CS4VM led to the highest accuracy, slightly improving the kappa coefficient of standard SVM 
by 0.8%. The ML classifier performed very well with the noise-free training set (the kappa accu-
racy was 0.923), but decreased its accuracy to 0.778 when only 10% of mislabeled patterns were 
introduced in the original training set, and its accuracy further decreased to 0.691 when the mis-
labeled samples reached 16%. The k-NN classifier led to lower accuracy than the ML in absence 
of noise, but showed to be less sensitive to noisy patterns uniformly added to the training set, 
thus exhibiting a more stable behavior. On the contrary, SVM-based classification algorithms 
proved to be robust to the presence of mislabeled training samples. Indeed, the excellent gener-
alization capability of the SVM led to even slightly increase the classification accuracy when a 
small amount of mislabeled patterns was added to the training set. The PS3VM algorithm re-
sulted in a small improvement with respect to the SVM classifier in the trials where mislabeled 
samples were added to the training set. The kappa accuracy of the SVM classifier slightly de-
creased when the mislabeled samples exceeded 16%, reducing its accuracy by 3% with respect to 
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the noise-free case. In these cases the proposed CS4VM further enhanced the robustness of SVM, 
leading to kappa accuracies that were always above 0.91. 

 

Table 4.7- Kappa coefficient of accuracy on test set using different percentages of mislabeled patterns 

added uniformly to the training set (Landsat data set). 

Kappa Accuracy % of mislabeled 

patterns CS4VM PS3VM SVM k-NN ML 

0 0.927 0.915 0.919 0.912 0.923 

10 0.930 0.935 0.931 0.905 0.778 

16 0.935 0.932 0.930 0.893 0.691 

22 0.921 0.891 0.886 0.868 0.686 

28 0.916 0.886 0.886 0.840 0.681 
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Fig. 4.11 – Behavior of the kappa coefficient of accuracy on test set versus the percentage of mislabeled 

training patterns uniformly added to all classes (Landsat data set). 

 This behavior is confirmed by the analysis of the average and minimum kappa computed on 
the binary classifiers (see Fig. 4.12 and Table 4.8), which highlights that the CS4VM signifi-
cantly improved the accuracy with respect to the SVM. Such an improvement was more signifi-
cant when increasing the amount of noise; thus, the CS4VM resulted in a more stable value of the 
kappa coefficient with respect to the percentage of mislabeled patterns present in the training set. 
It is worth noting that on this data set the proposed CS4VM always improved the average kappa 
accuracy of the binary classifiers, even in cases where the global multiclass kappa coefficient of 
the CS4VM was slightly smaller than the one obtained with the standard SVM. This can be ex-
plained observing that the decision strategy associated with the OAA multiclass architecture in 
some cases could “recover” the errors of binary classifiers by assigning the correct label to a pat-
tern when comparing the output of binary classifiers. Nevertheless, the increased average accu-
racy of the binary CS4VMs is an important property because involves more stable and reliable 
classification results. 
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Fig. 4.12 - Behavior of the average kappa coefficient of accuracy (computed on all the binary CS4VMs 

and SVMs included in the multiclass architecture) versus the percentage of mislabeled training patterns 

uniformly added to all classes (Landsat data set). 

Table 4.8– Kappa coefficient of accuracy exhibited from the CS4VM and SVM that resulted in the lowest 

accuracy among all binary classifiers included in the multiclass architecture  versus the percentages of 

mislabeled training patterns uniformly added to all classes (Landsat data set). 

Kappa Accuracy % of mislabeled 

patterns CS4VM SVM ∆(%) 

0 0.701 0.701 0.0 

10 0.701 0.701 0.0 

16 0.650 0.627 2.3 

22 0.650 0.579 7.1 

28 0.641 0.498 14.3 

 
Fig. 4.13 shows the classification maps obtained training the classifiers with 28% of misla-

beled patterns uniformly added to all the classes. It is possible to observe that the map generated 
by the proposed CS4VM is the most accurate. In the maps yielded by the SVM, the k-NN, and 
the ML algorithms several pixels are misclassified as water (the map obtained with the PS3VM is 
not reported as very similar to the SVM map). In grater detail, the map obtained with the k-NN 
presents confusion between the classes water and urban, and the classes forest and water. In the 
map obtained by the ML, grass areas are often confused with forest. 
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Fig. 4.13 – (a) True color composition of Landsat image. Classification maps obtained by the different 

classifiers with the training set containing 28% of noisy patterns uniformly added to all classes. (b) 

CS4VM. (c) SVM. (d) k-NN. (e) ML. 

4.5.2 Results with mislabeled training patterns concentrated on a specific class 

In the second set of experiments, several samples of the class “forest” were added to the class 
“fields” to reach 10%, 16%, 22%, 28% of mislabeled patterns with respect to the total number of 
training samples. Also in this case the presence of errors that systematically affected one class 
severely impacted the performance of the supervised classification algorithms. When a low per-
centage (10%) of noisy patterns was added to the original training set, all the considered classifi-
ers decreased their kappa coefficient of accuracy by more than 12% (see Table 4.9 and Fig. 
4.14). In contrast to the first set of experiments, also the SVM algorithm suffered the presence of 
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this type of noisy training set, reducing its accuracy by 18.4% (while the k-NN decreased its ac-
curacy by 20.2% and the ML by 22.5%). The semisupervised approach based on the PS3VM was 
not able to improve the accuracies of the standard SVM. The CS4VM could partially recover the 
accuracy of standard SVM by increasing the kappa accuracy by 7.4%, thus limiting the effect of 
mislabeled patterns. When the amount of noisy patterns further increased, PS3VM, SVM, ML 
and k-NN classifiers did not further decrease significantly their kappa accuracies.  

Table 4.9 - Kappa coefficient of accuracy on the test set using  training sets with different percentages of 

mislabeled patterns added to a specific class (Landsat data set). 

 

Kappa Accuracy % of mislabeled 

patterns CS4VM PS3VM SVM k-NN ML 

0 0.927 0.915 0.919 0.882 0.923 

10 0.809 0.738 0.735 0.680 0.699 

16 0.712 0.706 0.695 0.652 0.678 

22 0.691 0.664 0.661 0.632 0.671 

28 0.658 0.651 0.648 0.632 0.666 
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Fig. 4.14 - Behavior of the kappa coefficient of accuracy on test set versus the percentage of mislabeled 

training patterns concentrated on a specific class (Landsat data set). 

This behavior is confirmed from the average kappa coefficient of accuracy of the binary clas-
sifiers versus the percentage of mislabeled training patters (see Fig. 4.15). In this case we do not 
report the results of the binary classifiers exhibiting the lowest accuracy because the complexity 
of the problem resulted in unreliable kappa values on this class (even if also in this case the 
CS4VM outperformed the SVM). 
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Fig. 4.15 - Behavior of the average kappa coefficient of accuracy (computed on all the binary CS4VMs 

and SVMs included in the multiclass architecture) versus the percentage of mislabeled training patterns 

concentrated on a specific class (Landsat data set). 

4.6 Discussion and conclusion 

In this chapter we have proposed a novel classification technique based on SVM that exploits 
the contextual information in order to render the learning of the classifier more robust to possible 
mislabeled patterns present in the training set. Moreover, we have analyzed the effects of misla-
beled training samples on the classification accuracy of supervised algorithms, comparing the re-
sults obtained by the proposed CS4VM with those yielded by a progressive semisupervised SVM 
(PS3VM), a standard supervised SVM, a Gaussian ML, and a k-NN. This analysis was carried 
out varying both the percentage of mislabeled patterns and their distribution on the information 
classes. The experimental results obtained on two different data sets (a VHR image acquired by 
the Ikonos satellite and a medium resolution image acquired by the Landsat 5 satellite) confirm 
that the proposed CS4VM approach exhibits augmented robustness to noisy training sets with re-
spect to all the other classifiers. In greater detail, the proposed CS4VM method always increased 
the average kappa coefficient of accuracy of the binary classifiers included in the OAA multi-
class architecture with respect to the standard SVM classifier. Moreover, in many cases the 
CS4VM sharply increased the accuracy on the information class that was most affected by the 
mislabeled patterns introduced in the training set. 

By analyzing the effects of the distribution of mislabeled patterns on the classes, it is possible 
to conclude that errors concentrated on a class (or on a subset of classes) are much more critical 
than errors uniformly distributed on all classes. In greater detail, when noisy patterns were added 
uniformly to all classes, we observed that the proposed CS4VM resulted in higher and more sta-
ble accuracies than all the other classifiers.  The supervised SVM and the PS3VM exhibited rela-
tively high accuracies when a moderate amount of noisy patterns was included in the training set, 
but they slowly decreased their accuracy when the percentage of mislabeled samples increased. 
On the contrary, both the ML and the k-NN classifiers are very sensitive even to the presence of 
a small amount of noisy patterns, and sharply decreased their accuracies by increasing the num-
ber of mislabeled samples. Nevertheless, the k-NN classifier resulted significantly more accurate 
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than the ML classifier when mislabeled patterns equally affected the considered information 
classes. When noisy patterns were concentrated on a specific class of the training set, the accura-
cies of all the considered classifiers sharply decreased by increasing the amount of mislabeled 
training samples. Moreover, in this case, the proposed CS4VM exhibited, in general, the highest 
and more stable accuracies. Nonetheless, when the number of mislabeled patterns increased over 
a given threshold, the classification problem became very critical and also the proposed tech-
nique significantly reduced its effectiveness. The standard SVM classifier still maintained higher 
accuracies than the ML and the k-NN techniques. The PS3VM slightly increased the accuracies 
of the standard SVM. Unlike the previous case, the k-NN algorithm resulted in lower accuracies 
than the ML method. This is mainly due to the fact that mislabeled patterns concentrated on a 
single class (or on few classes) alter the prior probabilities, thus affecting more the k-NN classi-
fier (which implicitly considers the prior probabilities in the decision rule) than the ML tech-
nique (which does not consider the prior probabilities of classes).  

The proposed CS4VM introduces some additional free parameters with respect to the stan-
dard supervised SVM, which should be tuned in the model-selection phase. The analysis on the 
effects of the values of these parameters on the classification results (carried out in the different 
simulations described in this chapter) pointed out that the empirical selection of 1 2/ 2κ κΚ = =  
(which is reasonable considering the physical meaning of this ratio) resulted in good accuracies 
on both data sets. This choice allows one to reduce the model-selection phase to tune the value of 
the ratio C/κ1 in addition to the standard SVM parameters. Nonetheless, when possible, the in-
clusion of the choice of the 1 2/κ κ  value in the model selection would optimize the results 
achievable with the proposed approach. The optimal value for the ratio C/κ1 depends on the con-
sidered data set and the type of mislabeling errors, but in general we observed that higher 
weights for the context patterns (lower values for the ratio C/κ1) can result in better classification 
accuracies when the percentage of mislabeled training patterns increases. This confirms the im-
portance of the context term to increase the classification accuracy in presence of noisy training 
sets. 

It is worth noting that the considered PS3VM classifier slightly improved the accuracy with 
respect to the standard SVM by exploiting the information of unlabeled samples, but it could not 
gain in accuracy when the amount of mislabeled patterns increased. Indeed, the PS3VM is not 
developed to take into account the possible presence of mislabeled training patterns, which affect 
the first iteration of the learning phase propagating the errors to the semilabeled samples in the 
next iterations of the algorithm. On the contrary, the proposed CS4VM is especially developed to 
cope with “non fully reliable” training sets by exploiting the information of pixels in the 
neighborhood of the training points according to a specific weighting mechanism that penalizes 
less reliable training patterns. In addition, the proposed CS4VM approach is computationally less 
demanding than the PS3VM as it requires only two steps (this choice is done for limiting the 
computational complexity and is supported from empirical experiments that confirmed that in-
creasing the number of iterations does not significantly change the classification results). On the 
contrary, the PS3VM may require a large number of iterations before convergence. 

The computational cost of the learning phase of the proposed CS4VM method is slightly 
higher than that required from the standard supervised SVM. This depends on both the second 
step of the learning algorithm (which involves an increased number of samples, as semilabeled 
context patterns are considered in the process) and the setting of the additional parameters in the 
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model-selection phase. In our experiments on the Ikonos data set, carried out on a PC mounting 
an Intel Pentium D processor at 3.4 GHz and a 2-Gb DDR2 RAM, the training phase of a super-
vised SVM took in average about 20 seconds, while the one of the proposed CS4VM required 
about 3 minutes. It is important to point out that the additional cost of the proposed method con-
cerns only the learning phase, whereas the computational time in the classification phase remains 
unchanged. 

As a final remark, it is worth stressing that proposed analysis points out the dramatic effects 
involved on the classification accuracy from a relatively small percentages of mislabeled training 
samples concentrated on a class (or on a subset of classes). This should be understood in order to 
define adequate strategies in the design of training data for avoiding this kind of errors. 
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Chapter 5 
 

5. Batch Mode Active Learning Methods for the Interactive 
Classification of Remote Sensing Images     

 
 
This chapter investigates different batch mode active learning techniques for the classifica-

tion of remote sensing (RS) images with support vector machines (SVMs). This is done by gener-
alizing to multiclass problems techniques defined for binary classifiers. The investigated tech-
niques exploit different query functions, which are based on the evaluation of two criteria: 
uncertainty and diversity. The uncertainty criterion is associated to the confidence of the super-
vised algorithm in correctly classifying the considered sample, while the diversity criterion aims 
at selecting a set of unlabeled samples that are as more diverse (distant one another) as possible, 
thus reducing the redundancy among the selected samples. The combination of the two criteria 
results in the selection of the potentially most informative set of samples at each iteration of the 
active learning process. Moreover, we propose a novel query function that is based on a kernel 
clustering technique for assessing the diversity of samples and a new strategy for selecting the 
most informative representative sample from each cluster. The investigated and proposed tech-
niques are theoretically and experimentally compared with state-of-the-art methods adopted for 
RS applications. This is accomplished by considering VHR multispectral and hyperspectral im-
ages. By this comparison we observed that the proposed method resulted in better accuracy with 
respect to other investigated and state-of-the art methods on both the considered data sets. Fur-
thermore, we derived some guidelines on the design of active learning systems for the classifica-
tion of different types of RS images. 

5.1 Introduction 

Land cover classification from RS images is generally performed by using supervised classi-
fication techniques, which require the availability of labeled samples for training the supervised 
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algorithm. As we observed in the previous chapter, the amount and the quality of the available 
training samples are crucial for obtaining accurate classification maps. However, the collection 
of labeled samples is time consuming and costly, and the available training samples are often not 
enough for an adequate learning of the classifier. A possible approach to address this problem is 
to exploit unlabeled samples in the learning of the classification algorithm according to semisu-
pervised or transductive classification procedure. The semisupervised approach has been widely 
investigated in the recent years in the RS community [3]-[5]. A different approach to both enrich 
the information given as input to the supervised classifier and improve the statistic of the classes 
is to iteratively expand the original training set according to a process that requires an interaction 
between the user and the automatic recognition system. This approach is known in the machine 
learning community as active learning (AL) and, although marginally considered in the RS 
community, can result very useful for different applications. The AL process is conducted ac-
cording to an iterative process. At each iteration, the most informative unlabeled samples are 
chosen for a manual labeling and the supervised algorithm is retrained with the additional la-
beled samples. In this way, the unnecessary and redundant labeling of non informative samples 
is avoided, greatly reducing the labeling cost and time. Moreover, AL allows one to reduce the 
computational complexity of the training phase. In this chapter we focus our attention on AL 
methods. 

In RS classification problems, the collection of labeled samples for the initial training set and 
the labeling of queried samples can be derived according to: 1) in situ ground surveys (which are 
associate to high cost and require time), or 2) image photointerpretation (which is cheap and 
fast). The choice of the labeling strategy depends on the considered problem and image. For ex-
ample, we can reasonably suppose that for the classification of very high resolution (VHR) im-
ages, the labeling of samples can be easily carried out by photointerpretation. Indeed, the metric 
or sub-metric resolution of VHR images allows a human expert to identify and label the objects 
on the ground and the different land-cover types on the basis of the inspection of real or false 
color compositions. On the contrary, when medium (or low) resolution multispectral images and 
hyperspectral data are considered, ground surveys are usually required. Medium and low resolu-
tion images do not usually allow one to recognize the objects on the ground, and the land-cover 
classes of the pixels (which may be associated to different materials) cannot usually be recog-
nized with high reliability by a human expert. Hyperspectral data, thanks to a dense sampling of 
the spectral signature, allows one characterizing several different land-cover classes (e.g., associ-
ated to different arboreal species) that cannot be recognized by a visual analysis of different false 
color compositions. Thus, depending on both the type of classification problem and the consid-
ered type of data, the cost and time associated to the labeling process significantly changes. 
These different scenarios require the definition of different AL schemes: we expect that in cases 
where photointerpretation is possible, several iterations of the labeling step may be carried out; 
whereas in cases where ground truth surveys are necessary, only few iterations (e.g., two or 
three) of the AL process are possible. 

Most of the previous studies in AL have focused on selecting the single most informative 
sample at each iteration, by assessing its uncertainty [6]-[12]. This can be inefficient, since the 
classifier has to be retrained for each new labeled sample. Moreover, this approach is not appro-
priate for RS image classification tasks for the abovementioned reasons (both in the case of 
photointerpretation and ground surveys for sample labeling). Thus, in this chapter we focus on 
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batch mode active learning, where a batch of 1h >  unlabeled samples is queried at each itera-
tion. The problem with such an approach is that by selecting the samples of the batch on the ba-
sis of the uncertainty only, some of the selected samples could be similar to each other, and thus 
do not provide additional information for the model updating with respect to other samples in the 
batch. The key issue of batch mode AL is to select sets of samples with little redundancy, so that 
they can provide the highest possible information to the classifier. Thus, the query function 
adopted for selecting the batch of the most informative samples should take into account two 
main criteria: 1) uncertainty, and 2) diversity of samples [13]-[15]. The uncertainty criterion is 
associated to the confidence of the supervised algorithm in correctly classifying the considered 
sample, while the diversity criterion aims at selecting a set of unlabeled samples that are as more 
diverse (distant one another) as possible, thus reducing the redundancy among the selected sam-
ples. The combination of the two criteria results in the selection of the potentially most informa-
tive set of samples at each iteration of the AL process. 

The aim of this chapter is to investigate different AL techniques proposed in the machine 
learning literature and to properly generalize them to the classification of RS images with multi-
class problem addressed by support vector machines (SVMs). The investigated techniques use 
different query functions with different strategies to assess the uncertainty and diversity criteria 
in the multiclass case. Moreover, we propose a novel query function that is based on a kernel 
clustering technique for assessing the diversity of samples and a new strategy for selecting the 
most informative representative sample from each cluster. The investigated and proposed tech-
niques are theoretically and experimentally compared among them and with other AL algorithms 
proposed in the RS literature in the classification of VHR images and hyperspectral data. On the 
basis of this comparison some guidelines are derived on the use of AL techniques for the classi-
fication of different types of RS images. 

The rest the chapter is organized as follows. Section 5.2 reviews the background on AL 
methods and their application to RS problems. Section 5.3 presents the investigated batch mode 
AL techniques and the proposed generalization to multiclass problems. Section 5.4 presents the 
proposed novel query function based on kernel clustering and an original selection of cluster 
most informative samples. Section 5.5 presents the description of the two considered VHR and 
hyperspectral data sets and the design of experiments. Section 5.6 illustrates the results obtained 
by the extensive experimental analysis carried out on the considered data sets. Finally, Section 
5.7 draws the conclusion of this chapter. 

5.2 Background on active learning 

5.2.1 Active learning process 

A general active learner can be modeled as a quintuple (G, Q, S, T, U) [6]. G is a supervised 
classifier, which is trained on the labeled training set T. Q is a query function used to select the 
most informative unlabeled samples from a pool U of unlabeled samples. S is a supervisor who 
can assign the true class label to any unlabeled sample of U. The AL process is an iterative proc-
ess, where the supervisor S interacts with the system by iteratively labeling the most informative 
samples selected by the query function Q at each iteration. At the initial stage, an initial training 
set T of few labeled samples is required for the first training of the classifier G. After initializa-
tion, the query function Q is used to select a set of samples X from the pool U and the supervisor 
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S assigns them the true class label. Then, these new labeled samples are included into T and the 
classifier G is retrained using the updated training set. The closed loop of querying and retraining 
continues for some predefined iterations or until a stop criterion is satisfied. Algorithm 1 gives a 
description of a general AL process. 

 

Algorithm 1: Active learning procedure 
1. Train the classifier G with the initial training set T 
2. Classify the unlabeled samples of the pool U 
Repeat 
3. Query a set of samples (with query function Q) from the pool U 
4. A label is assigned to the queried samples by the supervisor S 
5. Add the new labeled samples to the training set T 
6. Retrain the classifier 
Until a stopping criteria is satisfied. 

 

The query function Q is of fundamental importance in AL techniques, which often differ only 
in their query functions. Several methods have been proposed so far in the machine learning lit-
erature. A probabilistic approach to AL is presented in [7], which is based on the estimation of 
the posterior probability density function of the classes both for obtaining the classification rule 
and to estimate the uncertainty of unlabeled samples. In the two-class case, the query of the most 
uncertain samples is obtained by choosing the samples closest to 0.5 (half of them below and 
half above this probability value). The query function proposed in [16] is designed to minimize 
future errors, i.e., the method selects the unlabeled pattern that, once labeled and added to the 
training data, is expected to result in the lowest error on test samples. This approach is applied to 
two regression models (i.e., weighted regression and mixture of Gaussians) where an optimal so-
lution for minimizing future error rates can be obtained in closed form. Unfortunately, this solu-
tion is intractable to calculate the expected error rate for most classifiers without specific statisti-
cal models. A statistical learning approach is also used in [17] for regression problems with 
multilayer perceptron. In [18], a method is proposed that selects the next example according to 
an optimal criterion (which minimizes the expected error rate on future test samples), but solves 
the problem by using a sampling estimation. Two methods for estimating future error rate are 
presented. In the first method, the future error rate is estimated by log-loss using the entropy of 
the posterior class distribution on the set of unlabeled samples. In the second method, a 0-1 loss 
function using the posterior probability of the most probable class for a set of unlabeled samples 
is used. 

Another popular paradigm is given by committee-based active learners. The “query by com-
mittee” approach [19]-[21] is a general AL algorithm that has theoretical guarantees on the re-
duction in prediction error with the number of queries. A committee of classifiers using different 
hypothesis about parameters is trained to label a set of unknown examples. The algorithm selects 
the samples where the disagreement between the classifiers is maximal. In [22], two query meth-
ods are proposed that combine the idea of query by committee and that of boosting and bagging. 

An interesting category of AL approaches, which have gained significant success in numer-
ous real-world learning tasks, is based on the use of support vector machines (SVMs) [8]-[14]. 
The SVM classifier [4]-[8] is particularly suited to AL due to its intrinsic high generalization ca-
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pabilities and because its classification rule can be characterized by a small set of support vectors 
that can be easily updated over successive learning iterations [12]. One of the most popular (and 
effective) query heuristic for active SVM learning is to select the data point closes to the current 
separating hyperplane, which is also referred to as margin sampling (MS). This method results in 
the selection of the unlabeled sample with the lowest confidence, i.e., the maximal uncertainty 
on the true information class. The query strategy proposed in [10] is based on the splitting of the 
version space [10],[13]: the point which split the current version space into two halves having 
equal volumes are selected at each step, as they are likely to be the actual support vectors. Three 
heuristics for approximating the above criterion are described, the simplest among them selects 
the point closes to the hyperplane as in [8]. In [6], an approach is proposed that estimates the un-
certainty level of each sample according to the output score of a classifier and selects only those 
samples whose outputs are within the uncertainty range. In [11], the authors present possible 
generalizations of the active SVM approach to multiclass problems. 

 It is important to observe that the abovementioned methods consider only the uncertainty of 
samples, which is an optimal criterion only for the selection of one sample at each iteration. Se-
lecting a batch of 1h >  samples exclusively on the basis of the uncertainty (e.g., the distance to 
the classification hyperplane) may result in the selection of similar (redundant) samples that do 
not provide additional information. However, in many problems it is necessary to speed up the 
learning process by selecting batches of more than one sample at each iteration. In order to ad-
dress this shortcoming, in [13] an approach is presented especially designed to construct batches 
of samples by incorporating a diversity measure that considers the angles between the induced 
classification hyperplanes (more details on this approach are given in the next section). Another 
approach to consider the diversity in the query function is the use of clustering [14]-[15]. In [14], 
an AL heuristic is presented, which explores the clustering structure of samples and identifies 
uncertain samples avoiding redundancy (details of this approach are given in the next section). In 
[25]-[26], the authors present a framework for batch mode AL that applies the Fisher information 
matrix to select a number of informative examples simultaneously. 

Nevertheless, most of the abovementioned approaches are designed for binary classification 
and thus are not suitable for most of the RS classification problems. In this chapter, we focus on 
multiclass SVM-based AL approaches that can select a batch of samples at each iteration for the 
classification of RS images. The next subsection provides a discussion and a review on the use of 
AL for the classification of RS images. 

5.2.2 Active learning for the classification of RS data 

Active learning has been applied mainly to text categorization and image retrieval problems. 
However, the AL approach can be adopted for the interactive classification of RS images by tak-
ing into account the peculiarities of this domain. In RS problems, the supervisor S is a human 
expert that can derive the land-cover type of the area on the ground associated to the selected 
patterns according to the two possible strategies identified in the introduction, i.e., photointerpre-
tation and ground survey. These strategies are associated with significantly different costs. It is 
important to note that the use of photointerpretation or of ground surveys (and thus the cost) de-
pends on the considered classification problem, i.e., the type of the considered RS image, and the 
set of land-cover classes. Moreover, the cost of ground surveys also depends on the considered 
geographical area. In [27], the AL problem is formulated considering a spatially dependent label 
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acquisition costs. In the present work we consider that the labeling cost mainly depends on the 
type of the RS data, which affects the aforementioned labeling strategy. For example, in case of 
VHR images, often the labeling of samples can be carried out by photointerpretation, while in 
the case of medium/low resolution multispectral images and hyperspectral data, ground surveys 
are necessary. No particular restrictions are usually considered for the definition of the initial 
training set T, since we expect that the AL process can be started up with few samples for each 
class without affecting the convergence capability (the initial samples can affect the number of 
iterations necessary for obtaining convergence). The pool of unlabeled samples U can be associ-
ated to the whole considered image or to a portion of it (for reducing the computational time as-
sociated to the query function and/or for considering only the areas of the scene accessible for 
labeling). An important issue is related to the capability of the query function to select batches of 

1h >  samples, which results to be of fundamental importance for the adoption of AL in real-
world RS problems. It is worth to stress here the importance of the choice of the h value in the 
design of the AL classification system, as it affects the number of iterations and thus both the 
performance and the cost of the classification system. In general, we expect that for the classifi-
cation of VHR images (where photointerpretation is possible), several iterations of the labeling 
step may be carried out and small values for h can be adopted; whereas in cases where ground 
truth surveys are necessary, only few iterations (e.g., two or three) of the AL process are possible 
and large h values are necessary. 

In the RS domain, AL was applied to the detection of subsurface targets, such as landmines 
and unexploded ordnance in [29]-[30]. Some preliminary works about the use of AL for RS clas-
sification problems can be found in [12], [31]-[32]. The technique proposed in [12] is based on 
MS and selects the most uncertain sample for each binary SVM in a OAA multiclass architecture 
(i.e., querying h L=  samples, where L is the number of classes). In [31], two batch mode AL 
techniques for multiclass RS classification problems are proposed. The first technique is MS by 
closest support vector (MS-cSV), which considers the smallest distance of the unlabeled samples 
to the L hyperplanes (associated to the L binary SVMs in a OAA multiclass architecture) as the 
uncertainty value. At each iteration, the most uncertain unlabeled samples, which do not share 
the closest SV, are added to the training set. The second technique, called entropy query-by bag-
ging (EQB), is based on the selection of unlabeled samples according to the maximum disagree-
ment between a committee of classifiers. The committee is obtained by bagging: first different 
training sets (associated to different EQB predictors) are drawn with replacement from the origi-
nal training data. Then, each training set is used to train the OAA SVM architecture to predict 
the different labels for each unlabeled sample. Finally, the entropy of the distribution of the dif-
ferent labels associated to each sample is calculated to evaluate the disagreement among the 
classifiers on the unlabeled samples. The samples with maximum entropy (i.e., those with maxi-
mum disagreement among the classifiers) are added to the current training set. In [32], an AL 
technique is presented, which selects the unlabeled sample that maximizes the information gain 
between the a posteriori probability distribution estimated from the current training set and the 
training set obtained by including that sample into it. The information gain is measured by the 
Kullback–Leibler (KL) divergence. This KL-Maximization (KL-Max) technique can be imple-
mented with any classifier that can estimate the posterior class probabilities. However this tech-
nique can be used to select only one sample at each iteration. 
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5.3 Investigated query functions 

In this section we investigate different query functions Q based on SVM for multiclass RS 
classification problems. The investigated techniques are based on standard methods; however, 
some of them are presented here with modifications with respect to the original version to over-
come shortcomings that would affect their applicability to real RS problems. In particular, the 
presented techniques are adapted to classification problems characterized by a number of classes 

2 L > (multiclass problems) and to the inclusion of a batch of 1 h > samples at each iteration in 
the training set (for taking into account RS constraints and limiting the AL process to few itera-
tions according to the analysis presented in the previous sections). The investigated query func-
tions are based on the evaluation of the uncertainty and diversity criteria applied in two consecu-
tive steps. The m h>  most uncertain samples are selected in the uncertainty step and the most 
diverse h ( 1h > ) samples among these m uncertain samples are chosen in the diversity step. The 
ratio /m h provides an indication on the tradeoff between uncertainty and diversity. In this sec-
tion we present different possible implementations for both steps, focusing on the OAA multi-
class architecture. 

5.3.1 Techniques for implementing the uncertainty criterion with multiclass SVMs 

The uncertainty criterion aims at selecting the samples that have maximum uncertainty 
among all samples in the unlabeled sample pool U. Since the most uncertain samples have the 
lowest probability to be correctly classified, they are the most useful to be included in the train-
ing set. In this chapter, we investigate two possible techniques in the framework of multiclass 
SVM: a) binary-level uncertainty (which evaluates uncertainty at the level of binary SVM classi-
fiers), and b) multiclass-level uncertainty (which analysis uncertainty within the considered 
OAA architecture). 

Binary-level uncertainty (BLU) 

The binary-level uncertainty (BLU) technique separately selects a batch of the most uncertain 
unlabeled samples from each binary SVM on the basis of the MS query function. In the tech-
nique adopted in [12], only the unlabeled sample closest to the hyperplane of each binary SVM 
was added to the training set at each iteration (i.e., h L= ). On the contrary, in the investigated 
BLU technique, at each iteration the most uncertain q  ( 1q > ) samples are selected from each 
binary SVM (instead of a single sample). In greater detail, L binary SVMs are initially trained 
with the current training set and the functional distance ( )if x , 1,...,i L=  of each unlabeled sam-
ple U∈x  to the hyperplane is obtained. Then, the set of q  samples { }1, 2, ,, ,...,BLU BLU BLU

i i q ix x x , 
1, 2,...,i L= closest to margin of the corresponding hyperplane are selected for each binary SVM. 

Totally qLρ =  samples are taken. Note that ,
BLU
j ix , 1,2,...,j q= , represents the selected  j-th 

sample from the i-th SVM. Since some unlabeled samples can be selected by more than one bi-
nary SVM, the redundant samples are removed. Thus, the total number m of selected samples 
can actually be smaller than ρ  (i.e., m ρ≤ ). The set of m most uncertain samples 

1 2{ , ,..., }BLU BLU BLU
mx x x  is forwarded to the diversity step. Fig. 5.1 shows the architecture of the in-

vestigated BLU technique. 
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Fig. 5.1 - Multiclass architecture adopted for the BLU technique 

Multiclass-level uncertainty (MCLU) 

The adopted multiclass-level uncertainty (MCLU) technique selects the most uncertain sam-
ples according to a confidence value ( )c x , U∈x , which is defined on the basis of their func-
tional distance ( )if x , 1,...,i L=  to the L decision boundaries of the binary SVM classifiers in-
cluded in the OAA architecture [31], [33]. In this technique, the distance of each sample U∈x  
to each hyperplane is calculated and a set of L distance values { }1 2( ), ( ),... ( )nf f fx x x  is obtained. 
Then, the confidence value ( )c x  can be calculated using different strategies. Here, we consider 
two strategies: 1) the minimum distance function min ( )c x  strategy, which is obtained by taking 
the smallest distance to the hyperplanes (as absolute value), i.e., [31]  

 { }min 1,2,...,
( ) min [ ( )]       i

i n
c abs f

=
=x x  (5.1) 

and 2) the difference ( )diffc x  strategy, which considers the difference between the first largest 
and the second largest distance values to the hyperplanes (note that, for the i-th binary SVM in 
the OAA architecture, ( ) 0if ≥x  if x belongs to i-th class and ( ) 0if <x  if x belongs to the rest), 
i.e, [33]  
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The min ( )c x  function models a simple strategy that computes the confidence of a sample x 
taking into account the minimum distance to the hyperplanes evaluated on the basis of the most 
uncertain binary SVM classifier. Differently, the ( )diffc x  strategy assesses the uncertainty be-
tween the two most likely classes. If this value is high, the sample x is assigned to 1maxr  with high 
confidence. On the contrary, if ( )diffc x  is small, the decision for 1maxr  is not reliable and there is a 
possible conflict with the class2maxr  (i.e., the sample x is very close to the boundary between 
class 1maxr  and 2maxr ). Thus, this sample is considered uncertain and is selected by the query 
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function for better modeling the decision function in the corresponding position of the feature 
space. After that the ( )c x  value of each U∈x  is obtained based on one of the two above-
mentioned strategies, the m samples 1 2, ,...,MCLU MCLU MCLU

mx x x  with lower ( )c x  are selected to be 
forwarded to the diversity step. Note that MCLU

jx denotes the selected j-th most uncertain sample 
based on the MCLU strategy. Fig. 5.2 shows the architecture of the investigated MCLU tech-
nique. 

 

Fig. 5.2 - Architecture adopted for the MCLU technique. 

5.3.2 Techniques for implementing the diversity criterion 

The main idea of using diversity in AL is to select a batch of samples ( 1h > ) which have low 
confidence values (i.e., the most uncertain ones), and at the same time are diverse from each 
other. In this chapter, we consider two diversity methods: 1) the angle based diversity (ABD); 
and 2) the clustering based diversity (CBD). Before considering the multiclass formulation, in 
the following we recall their definitions for two-class problems. 

Angle based diversity (ABD) 

A possible way for measuring the diversity of uncertain samples is to consider the cosine an-
gle distance. It is a similarity measure between two samples defined in the kernel space by [13] 
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where ( )φ ⋅  is a nonlinear mapping function and ( , )K ⋅ ⋅  is the kernel function. The cosine angle 
distance in the kernel space can be constructed using only the kernel function without consider-
ing the direct knowledge of the mapping function ( )φ ⋅ . The angle between two samples is small 
(cosine of angle is high) if these samples are close to each other and vice versa. 

Clustering based diversity (CBD) 

Clustering techniques evaluate the distribution of the samples in a feature space and group 
the similar samples into the same clusters. In [14], the standard k-means clustering [34] was used 
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in the diversity step of binary SVM AL technique. The aim of using clustering in the diversity 
step is to consider the distribution of uncertain samples and select the cluster prototypes as they 
are more sparse in the feature space (i.e., distant one another). Since the samples within the same 
cluster are correlated and provide similar information, a representative sample is selected for 
each cluster. In [14], the sample that is closest to the corresponding cluster center (called medoid 
sample) is chosen as representative sample. 

5.3.3 Proposed combination of uncertainty and diversity techniques generalized to multi-
class problems  

In this chapter, each uncertainty technique is combined with one of the (binary) diversity 
techniques presented in the previous section. In the uncertainty step, the m most uncertain sam-
ples are selected using either MCLU or BLU. In the diversity step, the most diverse  h m<  sam-
ples are chosen based on either ABD or CBD generalized to the multiclass case. Here, four pos-
sible combinations are investigated: 1) MCLU with ABD (denoted by MCLU-ABD), 2) BLU 
with ABD (denoted by BLU-ABD), 3) MCLU with CBD (denoted by MCLU-CBD), and 4) 
BLU with CBD (denoted by BLU-CBD). 

Combination of uncertainty with ABD for multiclass SVMs (MCLU-ABD and BLU-ABD) 

In the binary AL algorithm presented in [13], the uncertainty and ABD criteria are combined 
based on a weighting parameter λ . On the basis of this combination, a new sample is included in 
the selected batch X according to the following optimization problem: 
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where I  denotes the indices of unlabeled examples whose distance to the classification hyper-
plane is less than one, /I X  represents the index of unlabeled samples of I that are not contained 
in X, λ  provides the tradeoff between uncertainty and diversity, and t denotes the index of the 
unlabeled sample that will be included in the batch. The cosine angle distance between each 
sample of /I X  and the samples included in X is calculated and the maximum value is taken as 
the diversity value of the corresponding sample. Then, the sum of the uncertainty and diversity 
values weighted by λ  is considered to define the combined value. The unlabeled sampletx  that 
minimizes such value is included in X. This process is repeated until the cardinality of X ( X ) is 
equal to h. This technique guarantees that the selected unlabeled samples in X are diverse regard-
ing to their angles to all the others in the kernel space. Since the initial size of X is zero, the first 
sample included in X is always the most uncertain sample of I  (i.e., closest to the hyperplane). 
We generalize this technique to multiclass architectures presenting the MCLU-ABD and BLU-
ABD algorithms. 
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Algorithm 2: MCLU-ABD 
Inputs: 
λ  (weighting parameter that tune the tradeoff between uncertainty and diversity) 
m (number of samples selected on the basis of their uncertainty) 
h (batch size) 
Output:  
X (set of unlabeled samples to be included in the training set) 
1. Compute ( )c x for each sample U∈x . 
2. Select the set of m unlabeled samples with lower ( )c x  value (most uncertain) 

1 2{ , ,..., }MCLU MCLU MCLU
mx x x . 

3. Initialize X to the empty set. 
4. Include in X the most uncertain sample (the one that has the lowest ( )c x  value). 
Repeat 
5. Compute the combination of uncertainty and diversity with the following equation formulated 
for the multiclass architecture: 

 
( , )

arg min ( ) (1 ) max
( , ) ( , )

i j
i

j Xi I X
i i j j

K
t c

K K
λ λ

∈∈

    = + − 
    

x x
x

x x x x
 (5.5) 

where I  denotes the set of indices of m most uncertain samples and ( )c x  is calculated as 
explained in the MCLU subsection (with min ( )c x  or ( )diffc x  strategy).  

6. Include the unlabeled sampletx in X. 

Until X h=  

7. The supervisor S adds the label to the set of samples 1 2{ , ,..., }MCLU ABD MCLU ABD MCLU ABD
h X− − − ∈x x x  

and these samples are added to the current training set T.  

 
It is worth noting that the main difference between (5.4) and (5.5) is that the uncertainty in 

(5.5) is evaluated considering the confidence function ( )ic x  instead of the functional distance 

( )if x  as in the binary case. 
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Algorithm 3: BLU-ABD 
Inputs: 
λ (weighting parameter that tune the tradeoff between uncertainty and diversity) 
m (number of samples selected on the basis of their uncertainty) 
h (batch size) 
q (number of unlabeled samples selected for each binary SVM in the BLU technique) 
L (total class number) 
Output: 
X (set of unlabeled samples to be included in the training set) 
1. Select the q most uncertain samples from each of the L binary SVM included in the multiclass 
OAA architecture (totally qLρ = samples are obtained). 
2. Remove the redundant samples and consider the set of m ρ≤  patterns 1 2{ , ,..., }BLU BLU BLU

mx x x . 

3. Compute ( )c x for the set of m  samples as follows: if one sample is selected by more than one 
binary SVM, ( )c x  is calculated as explained in the MCLU subsection (with min ( )c x  or ( )diffc x  
strategy); otherwise ( )c x  is assigned to the corresponding functional distance ( )f x . 
4. Initialize X to the empty set. 
5. Include in X the most uncertain sample (the one that has the lowest ( )c x  value). 
Repeat 
6. Compute the combination of uncertainty and diversity with the equation (5.5). 

7. Include the unlabeled sampletx in X. 

Until X h=  

8. The supervisor S adds the label to the set of patterns 1 2{ , ,..., }BLU ABD BLU ABD BLU ABD
h X− − − ∈x x x  and 

these samples are added to the current training set.  

Combination of uncertainty with CBD for multiclass SVMs (MCLU-CBD and BLU-CBD) 

The uncertainty and CBD were combined for binary SVM AL in [14]. The uncertain sam-

ples are identified according to the MS strategy based on their distance to the hyperplane. Then, 

the standard k-means clustering is applied in the original feature space to the unlabeled samples 

whose distance to the hyperplane (computed in the kernel space) is less than one (i.e., those that 

lie in the margin) and the k=h clusters are obtained. The medoid sample of each cluster is added 

to X (i.e., X h= ), labeled by the supervisor S and moved to the current training set. This algo-

rithm evaluates the distribution of the uncertain samples within the margin and selects the repre-

sentative of uncertain samples based on standard k-means clustering. We extend this technique to 

multiclass problems. Here we define the MCLU-CBD and BLU-CBD algorithms. 
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Algorithm 4: MCLU-CBD 
Inputs: 
m (number of samples selected on the basis of their uncertainty) 
h (batch size) 
Output:  
X (set of unlabeled samples to be included in the training set) 
1. Compute ( )c x  for each sample U∈x . 

2. Select the set of m unlabeled samples with lowest ( )c x  (with min ( )c x  or ( )diffc x  strategy) 

value (most uncertain) 1 2{ , ,..., }MCLU MCLU MCLU
mx x x . 

3. Apply the k-means clustering (diversity criterion) to the selected m most uncertain samples 
with k=h. 

4. Calculate the h cluster medoid samples 1 2{ , ,..., }MCLU CBD MCLU CBD MCLU CBD
h

− − −x x x , one for each 
cluster. 

5. Initialize X to the empty set and include in X the set of h patterns 

1 2{ , ,..., }MCLU CBD MCLU CBD MCLU CBD
h X− − − ∈x x x  

6. The supervisor S adds the label to the set of h patterns 

1 2{ , ,..., }MCLU CBD MCLU CBD MCLU CBD
h X− − − ∈x x x  and these samples are added to the current training set.  

 
Algorithm 5: BLU-CBD 
Inputs: 
m (number of samples selected on the basis of their uncertainty) 
h (batch size) 
q (number of unlabeled samples selected for each binary SVM in the BLU technique) 
L (total class number) 
Output:  
X (set of unlabeled samples to be included in the training set) 
1. Select the q most uncertain samples from each of the L binary SVMs included in the multi-
class OAA architecture (totally qLρ = samples are obtained). 

2. Remove the redundant samples and consider the set of m ρ≤  patterns 1 2{ , ,..., }BLU BLU BLU
mx x x . 

3. Compute ( )c x  for the set of m  samples as follows: if one sample is selected by more than one 

binary SVM, ( )c x  is calculated as explained in the MCLU subsection (with min ( )c x  or ( )diffc x  

strategy); otherwise ( )c x  is assigned to the corresponding functional distance ( )f x . 
4. Apply the k-means clustering (diversity criterion) to the selected m most uncertain samples 
(k=h). 

5. Calculate the h cluster medoid samples 1 2{ , ,..., }BLU CBD BLU CBD BLU CBD
h

− − −x x x , one for each cluster. 

6. Initialize X to the empty set and include in X the set of h patterns 

1 2{ , ,..., }BLU CBD BLU CBD BLU CBD
h X− − − ∈x x x  

7. The supervisor S adds the label to the set of h patterns 1 2{ , ,..., }BLU CBD BLU CBD BLU CBD
h X− − − ∈x x x  

and these samples are added to the current training set.  
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5.4 Proposed novel query function 

Clustering is an effective way to select the most diverse samples considering the distribution 
of uncertain samples in the diversity step of the query function. In the previous section we gener-
alized the CBD technique presented in [14] to the multiclass case. However, some other limita-
tions can compromise its application: 1) the standard k-means clustering is applied to the original 
feature space and not in the kernel space where the SVM separating hyperplane operates, and 2) 
the medoid sample of each cluster is selected in the diversity step as the corresponding cluster 
representative sample (even if “more informative” samples in that cluster could be selected). 

To overcome these problems, we propose a novel query function that is based on the combi-
nation of a standard uncertainty criterion for multiclass problems and a novel Enhanced CBD 
(ECBD) technique. In the proposed query function, MCLU is used with the difference ( )diffc x  
strategy in the uncertainty step to select the m most uncertain samples. The proposed ECBD 
technique, unlike the standard CBD, works in the kernel space by applying the kernel k-means 
clustering [35], [36] to the m samples obtained in the uncertainty step to select the h m<  most 
diverse patterns. The kernel k-means clustering iteratively divides the m samples into k=h clus-
ters ( 1 2, ,... hC C C ) in the kernel space. At the first iteration, initial clusters 1 2, ,... hC C C  are con-
structed assigning initial cluster labels to each sample [35]. In next iterations, a pseudo centre is 
chosen as the cluster center (the cluster centers in the kernel space ( ) ( ) ( )1 2, ,... hφ µ φ µ φ µ  can 
not be expressed explicitly). Then the distance of each sample from all cluster centers in the ker-
nel space is computed and each sample is assigned to the nearest cluster. The Euclidean distance 
between ( )iφ x  and ( )vφ µ , 1,2,...,v h= , is calculated as [35], [36]: 
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 (5.6) 

where ( )( ),j vCδ φ x  shows the indicator function. The ( )( ),j vCδ φ x =1 only if jx  is assigned to 

vC , otherwise ( )( ),j vCδ φ x =0. The vC  denotes the total number of samples in vC  and is calcu-
lated as ( )1

( ),
m

v j vj
C Cδ φ

=
=∑ x . As mentioned before, ( )φ ⋅  is a nonlinear mapping function 

from the original feature space to a higher dimensional space and ( , )K ⋅ ⋅  is the kernel function. 
The kernel k-means algorithm can be summarized as follows [35]: 

1. The initial value of ( )( , )i vCδ φ x , 1,2,...,i m= , 1,2,...,v h= , is assigned and h initial clus-
ters  { }1 2, ,... hC C C  are obtained. 

2. Then ix  is assigned to the closest cluster. 

 ( )
2 21        if  ( ( ), ( )) ( ( ), ( ))      j

( , )          
0          otherwise

i v i j
i v

D D v
C

φ φ µ φ φ µ
δ φ

 < ∀ ≠= 


x x
x  (5.7) 

3. The sample that is closest tovµ  is selected as the pseudo centre vη  of vC . 
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∈

=
x

x  (5.8) 

4. The algorithm is iterated until converge, which is achieved when samples do not change 
clusters anymore. 

 After 1 2, ,... hC C C  are obtained, unlike in the standard CBD technique, the most informa-
tive (i.e., uncertain) sample is selected as the representative sample of each cluster. This sample 
is defined as 

 
( )

{ }arg min ( )      1,2,...,
i v

MCLU ECBD MCLU
v diff i

C
c v h

φ

−

∈
= =

x
x x  (5.9) 

where MCLU ECBD
v

−x  represents the v-th sample selected using the proposed query function MCLU-
ECBD and is the most uncertain sample of the v-th cluster (i.e., the sample that has minimum 

( )diffc x  in the v-th cluster). Totally h samples are selected, one for each cluster, using (5.9).  
In order to better understand the difference in the selection of the representative sample of 

each cluster between the query function presented in [14] (which selects the medoid sample as 
cluster representative) and the proposed query function (which selects the most uncertain sample 
of each cluster), Fig. 5.3 presents a qualitative example. Note that, for simplicity, the example is 
presented for binary SVM in order to visualize the confidence value ( )diffc x  as the functional 
distance (MS is used instead of MCLU). The uncertain samples are firstly selected based on MS 
for both techniques, and then the diversity step is applied. The query function presented in [14] 
selects medoid sample of each cluster (reported in blue in the figure), which however is not in 
agreement with the idea to select the most uncertain sample in the cluster. On the contrary, the 
proposed query function considers the most uncertain sample of each cluster (reported in red in 
the figure). This is a small difference with respect to the algorithmic implementation but a rele-
vant difference from a theoretical viewpoint and for possible implications on results. 

  

(a) (b) 

Fig. 5.3 - Comparison between the samples selected by (a) the CBD technique presented in [14], and (b) 

the proposed ECBD technique. 
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The proposed MCLU-ECBD algorithm can be summarized as follows: 
 

Algorithm 6: Proposed MCLU-ECBD 
Inputs: 
m (the number of samples selected on the basis of their uncertainty) 
h (batch size) 
Output:  
X (set of unlabeled samples to be included in the training set) 
1. Compute ( )c x for each sample U∈x . 
2. Select the set of m unlabeled samples with lower ( )c x  value (most uncertain) 

1 2{ , ,..., }MCLU MCLU MCLU
mx x x . 

3. Apply the kernel k-means clustering (diversity criterion) to the selected m most uncertain 
samples with k=h.  

4. Select the representative sample MCLU ECBD
v

−x , 1,2, ,v h= …  (i.e., the most uncertain sample) of 

each cluster according to (5.9). 

5. Initialize X to the empty set and include in X  the set of samples MCLU ECBD
v X− ∈x , 1,2, ,v h= … .  

6. The supervisor S adds the label to the set of samples MCLU ECBD
v X− ∈x , 1,2, ,v h= … ,  and these 

samples are added to the current training set.  

5.5 Data set description and design of experiments 

5.5.1 Data set description 

Two data sets were used in the experiments. The first data set is a hyperspectral image ac-
quired on a forest area on the Mount Bondone in the Italian Alps (near the city of Trento) on 
September 2007. This image consists of 1613 1048×  pixels and 63 bands with a spatial resolu-
tion of 1 m. The available labeled data (4545 samples) were collected during a ground survey in 
summer 2007. The reader is referred to [37] for greater details on this dataset. The samples were 
randomly divided to derive a validation set V of 455 samples (which is used for model selection), 
a test set TS of 2272 samples (which is used for accuracy assessment), and a pool P of 1818 
samples. The 4 % of the samples of each class are randomly chosen from P as initial training 
samples and the rest are considered as unlabeled samples. The land cover classes and the related 
number of samples used in the experiments are shown in Table 5.1. 

The second data set is a Quickbird multispectral image acquired on the city of Pavia (north-
ern Italy) on June 23, 2002. This image includes the four pan-sharpened multispectral bands and 
the panchromatic channel with a spatial resolution of 0.7 m. The image size is 1024 1024×   pix-
els. The reader is referred to [1] for greater details on this dataset. The available labeled data 
(6784 samples) were collected by photointerpretation. These samples were randomly divided to 
derive a validation set V of 457 samples, a test set TS of 4502 samples and a pool P of 1825 
samples. According to [1], Test pixels were collected on both homogeneous areas TS1 and edge 
areas TS2 of each class. The 4 % of the samples of each class in P are randomly selected as initial 
training samples, and the rest are considered as unlabeled samples. Table 5.2 shows the land 
cover classes and the related number of samples used in the experiments. 
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Table 5.1 - Number of samples of each class in P, V and TS for the Trento data set. 

Class P  V TS 

Fagus Sylvatica 720 180 900 

Larix Decidua 172 43 215 

Ostrya Carpinifolia 160 40 200 

Pinus Nigra 186 47 232 

Pinus Sylvestris 340 85 425 

Quercus Pubescens 240 60 300 

Total 1818 455 2272 

Table 5.2 - Number of samples of each class in P, V, TS1 and TS2 for the Pavia data set. 

Class P V TS1 TS2 

Water 58 14 154 61 
Tree areas 111 28 273 118 
Grass areas 103 26 206 115 

Roads 316 79 402 211 
Shadow 230 57 355 311 

Red buildings 734 184 1040 580 
Gray buildings 191 48 250 177 

White building 82 21 144 105 

Total 1825 457 2824 1678 

5.5.2 Design of experiments 

In our experiments, without loosing in generality, we adopt an SVM classifier with RBF ker-
nel. The values for C and γ  parameters are selected performing a grid-search model selection 
only at the first iteration of the AL process. Indeed, initial experiments revealed that, if a reason-
able number of initial training samples is considered, performing the model selection at each it-
eration does not increase significantly the classification accuracies at the cost of a much higher 
computational burden. The MCLU step is implemented with different m values, defined on the 
basis of the value of h (i.e., 4 ,  6 , 10m h h h= ), with h=5,10,40,100. In the BLU technique, the 
q=h most uncertain samples are selected for each binary SVM. Thus the total number of selected 
samples for all SVMs is qLρ = . After removing repetitive patterns, m ρ≤  samples are obtained. 
The value of λ  used in the MCLU-ABD and the BLU-ABD [for computing (5.5)] is varied as 

0.3,0.5,0.6,0.8λ = . The total cluster number k for both kernel k-means clustering and standard 
k-means clustering is fixed to h. All the investigated techniques and the proposed MCLU-ECBD 
technique are compared with the EQB and the MS-cSV techniques presented in [12]. The results 
of EQB are obtained fixing the number of EQB predictors to eight and selecting bootstrap sam-
ples containing 75 % of initial training patterns. These values have been suggested in [12]. Since 
the MS-cSV technique selects diverse uncertain samples according to their distance to the SVs, 
and can consider at most one sample related to each SV, it is not possible to define h greater than 
the total number of SVs. For this reason we can provide MS-cSV results for only h=5,10. Also 
the results obtained by the KL-Max technique proposed in [32] are provided for comparison pur-
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poses. Since the computational complexity of KL-Max implemented with SVM is very high, in 
our experiments at each iteration an unlabeled sample is chosen from a randomly selected subset 
(made up of 100 samples) of the unlabeled data. Note that the KL-Max technique can be imple-
mented with any classifier that exploits posterior class probabilities for determining the decision 
boundaries [32]. In order to implement KL-Max technique with SVM, we converted the outputs 
of each binary SVM to posterior probabilities exploiting the Platt’s method [39]. 

All experimental results are referred to the average accuracies obtained in ten trials according 
to ten initial randomly selected training sets. Results are provided as learning rate curves, which 
show the average classification accuracy versus the number of training samples used to train the 
SVM classifier. In all the experiments, the size of final training set T  is fixed to 473 for the 
Trento data set, and to 472 for the Pavia data set. The total number of iterations is given by the 
ratio between the number of samples to be added to the initial training set and the pre-defined 
value of h. 

5.6 Experimental results 

We carried out different kinds of experiments in order to: 1) compare the effectiveness of the 
different investigated techniques that we generalized to the multiclass case in different condi-
tions; 2) assess the effectiveness of the novel ECBD technique; 3) compare the investigated 
methods and the proposed MCLU-ECBD technique with the techniques used in the RS literature; 
and 4) perform a sensitivity analysis with respect to different parameter settings and strategies. 

5.6.1 Comparison among investigated techniques generalized to the multiclass case 

In the first set of trials, we analyze the effectiveness of the investigated techniques general-
ized to multiclass problems. As an example, Fig. 5.4 compares the overall accuracies versus the 
number of initial training samples obtained by the MCLU-ABD, the MCLU-CBD, the BLU-
ABD and the BLU-CBD techniques with 5h = , k=5 and 0.6λ = . In the MCLU, m=20 samples 
are selected for both data sets. In the BLU, 30m≤ and 40m≤  samples are chosen for the Trento 
and Pavia data sets, respectively. The confidence value is calculated with the ( )diffc x  strategy for 
both MCLU and BLU, as preliminary tests pointed out that by fixing the query function, the 

( )diffc x  strategy is more effective than the min ( )c x  strategy in case of using MCLU, whether it 
provides similar classification performance to the min ( )c x  strategy when using BLU. Fig. 5.4 
shows that the MCLU-ABD technique is the most effective on both the considered data sets. 
Note that similar behaviors are obtained by using different values of parameters (i.e., m, h,λ and 
k). The effectiveness of the MCLU and BLU techniques for uncertainty assessment can be ana-
lyzed by comparing the results obtained by combining them with the same diversity techniques 
under the same conditions (i.e., same values for parameters). From Fig. 5.4, one can observe that 
the MCLU technique is more effective than the BLU in the selection of the most uncertain sam-
ples on both data sets (i.e., the average accuracies provided by the MCLU-ABD are higher than 
those obtained by the BLU-ABD and a similar behavior is obtained with the CBD). This trend is 
confirmed by using different values of parameters (i.e., m, h,λ and k ). The ABD and CBD tech-
niques can be compared by combining them with the same uncertainty technique under the same 
conditions (i.e., same values for parameters). From Fig. 5.4, one can see that the ABD technique 
is more effective than the CBD technique. The same behavior can also be observed by varying 
the values of parameters (i.e., m, h,λ and k ). 
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(a) 

 

(b) 

Fig. 5.4 - Overall classification accuracy obtained by the MCLU and BLU uncertainty criteria when com-

bined with the ABD and CBD diversity techniques in the same conditions for (a) Trento, and (b) Pavia 

data sets. The learning curves are reported starting from 183 samples and 87 samples for Trento and Pavia 

data sets, respectively, in order to better highlight the small differences. 

5.6.2 Results with the proposed MCLU-ECBD technique 

In the second set of trials, we compare the standard CBD with the proposed ECBD using the 
MCLU uncertainty technique with the ( )diffc x  strategy and fixing the same parameter values. As 
an example, Fig. 5.5 shows the results obtained with 40, 10, 10m h k= = =  for both data sets. 
Table 5.3 (Trento data set) and Table 5.4 (Pavia data set) report the mean and standard deviation 
of classification accuracies obtained on ten trials versus different iteration numbers and different 
training data sizeT . From the reported results, one can see that ECBD technique provides the 
selection of more informative samples compared to CBD technique achieving higher accuracies 
than the standard CBD algorithm for the same number of samples. In addition, it can reach the 
convergence in less iterations. These results are also confirmed in other experiments with differ-
ent values of parameters (not reported for space constraints). 
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(a) 

 

(b) 

Fig. 5.5 - Overall classification  accuracy obtained by the MCLU uncertainty criterion when combined 

with the standard CBD and the proposed ECBD diversity techniques for (a) Trento, and (b) Pavia data 

sets. 
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Table 5.3 - Average classification accuracy (CA) and standard deviation (std) obtained on ten trials for 

different training data size T  and iteration numbers (Iter. Num) (Trento data set) 

T = 163 

(Iter.Num. 9) 

T = 193 

(Iter. Num. 12) 

T = 333 

(Iter. Num. 26) Technique 

CA std CA std CA std 

Proposed MCLU-ECBD 72.78 1.20 74.13 1.42 78.00 1.00 

MCLU-CBD 71.55 1.57 72.88 1.62 76.47 1.10 

Table 5.4 - Average classification accuracy (CA) and standard deviation (std) obtained on ten trials for 

different iteration numbers (Iter. Num) and training data size T  (Pavia data set)  

T = 102 

(Iter.Num. 3) 

T = 142 

(Iter. Num. 7) 

T = 172 

(Iter. Num. 10) Technique 

CA std CA std CA std 

Proposed MCLU-ECBD 84.10 1.66 85.66 1.29 86.23 1.09 

MCLU-CBD 81.28 1.77 83.77 1.59 84.88 1.36 

5.6.3 Comparison among the proposed AL techniques and literature methods 

In the third set of trials, we compare the investigated and proposed techniques with AL tech-
niques proposed in the RS literature. We compare the MCLU-ECBD and the MCLU-ABD tech-
niques with the MS-cSV [31], the EQB [31] and the KL-Max [32] methods. According to the ac-
curacies presented in section VA, we present the results obtained with the MCLU, which is more 
effective than the BLU. Fig. 5.6 shows the average accuracies versus the number of training 
samples obtained in the case of 5h =  (h=1 only for KL-Max) for both data sets. For a fair com-
parison, the highest average accuracy result of each technique is given in the figure. Note that, 
since the MCLU-CBD proved less accurate than the MCLU-ECBD (see section V B), its results 
are no more reported here. For the Trento data set, the highest accuracies for MCLU-ECBD are 
obtained with 30m=  (while k=5), whereas the best results for MCLU-ABD are obtained with 
λ =0.6 and 20m= . For the Pavia data set, the highest accuracies for MCLU-ECBD are obtained 
with 20m= (while k=5), whereas the best results for MCLU-ABD are obtained with λ =0.6 and 

20m= . 
By analyzing Fig. 5.6(a) (Trento data set) one can observe that MCLU-ECBD and MCLU-

ABD results are much better than MS-cSV, EQB, KL-Max results. The accuracy value at con-
vergence of the EQB is significantly smaller than those of other techniques. The KL-Max accu-
racies are similar to the MS-cSV accuracies at early iterations. However, the accuracy of the KL-
Max at convergence is smaller than those of the MCLU-ECBD and MCLU-ABD, as well as 
those of other methods. The results obtained on the Pavia data set [see Fig. 5.6(b)] show that the 
proposed MCLU-ECBD technique leads to the highest accuracies in most iteration; furthermore, 
it achieves convergence in less iterations than the other techniques. The MCLU-ABD method 
provides slightly lower accuracy than MCLU-ECBD; however, it results in significantly higher 
accuracies than MS-cSV, EQB as well as KL-Max techniques. KL-Max accuracy at convergence 
is significantly smaller than those achieved with other techniques. 

For a better comparison, additional experiments were carried out on both data sets varying 
the values of the parameters. In all cases, we observed that MCLU-ECBD and MCLU-ABD 
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yield higher classification accuracies than the other AL techniques when small h values are con-
sidered, and that the EQB technique is not effective when selecting a small number h of samples. 
On the contrary, the accuracies of EQB are close to those of MCLU-ECBD and MCLU-ABD 
when relatively high h values are considered. MS-cSV can not be used for high h values when 
small initial training set are available since the maximum number of h is equal to the total num-
ber of SVs. KL-Max results can only be provided for h=1 and the related accuracies are smaller 
than those of both MCLU-ECBD and MCLU-ABD methods. 

Table 5.5 reports the computational time (in seconds) required by MCLU-ECBD, MCLU-
ABD, MS-cSV, and EQB (for one trial) for different h values, and the computational time taken 
from KL-Max  (related to h=1) for both data sets. In this case, the value of m for MCLU-ECBD 
and MCLU-ABD is fixed to 4h  for both data sets. It can be noted that MCLU-ECBD and 
MCLU-ABD are fast both for small and high values of h. The computational time of MS-cSV 
and EQB is very high in the case of small h values, whereas it decreases by increasing the h 
value. The largest computational time is obtained with KL-Max that with an SVM classifier re-
quires the use of the Platt algorithm for computing the class posterior probabilities. All the re-
sults clearly confirm that on the two considered data sets the proposed MCLU-ECBD is the most 
effective technique in terms of both computational complexity and classification accuracy. 

 

 

(a) 
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(b) 

Fig. 5.6 - Overall classification accuracy obtained by the MCLU-ECBD, MCLU-ABD, MS-cSV, EQB 

and KL-Max techniques for (a) Trento, and (b) Pavia data sets. The learning curves are reported starting 

from 178 samples and 92 samples for Trento and Pavia data sets, respectively, in order to better highlight 

the differences. 

Table 5.5 - Examples of computational time (in seconds) taken from the MCLU-ECBD, MCLU-ABD, 

MS-cSV, EQB and KL-Max techniques  

h 
Data Set Technique 

1 5 10 40 100 

Proposed MCLU-ECBD - 10 6 8 12 

MCLU-ABD - 10 6 7 10 

MS-cSV - 584 452 - - 

EQB - 300 148 34 12 

Trento 

KL-Max 72401 - - - - 

Proposed MCLU-ECBD - 10 6 7 11 

MCLU-ABD - 10 5 6 10 

MS-cSV - 384 193 - - 

EQB - 138 68 16 6 

Pavia 

KL-Max 71380 - - - - 

5.6.4 Sensitivity analysis with respect to different parameter settings and strategies 

The aim of the fourth set of trials is to analyze the considered AL techniques under different 
parameter settings and strategies. 

Analysis of the effect of the m value on the accuracy of the MCLU-ABD technique 

We analyzed the effect of the m value on the classification accuracy obtained with the 
MCLU-ABD technique (which is the one that exhibited the highest accuracy among the investi-
gated standard methods that we generalized to multiclass problems). In this technique, the equa-
tion (5.5) is calculated only for the m ( 4 ,  6 , 10m h h h= ) most uncertain samples. The obtained 
results are compared to those obtained using all unlabeled samples, i.e., m U= . Fig. 5.7 shows 
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the behavior of the overall classification accuracy versus the number of training samples ob-
tained on both data sets with parameter values h=5, 20m= , 0.6λ =  and using the ( )diffc x  strat-
egy. Results show that the choice m U=  produces accuracies close to those obtained using 

4 ,  6 , 10m h h h=  for both data sets. A similar behavior is observed in all the experiments carried 
out with different combinations of the abovementioned parameter values. Table 5.6 shows the 
computational time taken from the MCLU-ABD technique (for one trial) when 4m h=  and 
m U= , while h=5,10,40,100. From the table, one can observe that the value of m directly af-
fects the computational time of MCLU-ABD: small m values decrease the computational time 
without resulting in a considerable loss in classification accuracy. 

 
(a) 

 
(b) 

Fig. 5.7 - Overall classification accuracy versus the number of training samples obtained by the MCLU-

ABD with respect to different m values for (a) Trento, and (b) Pavia data sets 
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Table 5.6 - Examples of computational time (in seconds) taken from the MCLU-ABD technique  

h 
Data Set m 

5 10 40 100 

4h 10 6 7 10 
Trento 

 U  37 36 35 35 

4h 10 5 6 10 
Pavia 

U  36 35 34 34 

Analysis of the effect of different batch size values 

We carried out an analysis of the performances of different AL techniques varying the value 
of the batch size h by fixing the query function. As an example, Fig. 5.8 shows the accuracies 
versus the number of training samples obtained on both data sets adopting the proposed MCLU-
ECBD query function. The results are obtained with 4m h=  and k h= . The computational time 
taken from the MCLU-ECBD (related to one trial) for different h values is given in Table 5.7. 
From the table one can observe that the largest learning time is obtained in the case where one 
sample is selected at each iteration. The computational time decreases by increasing the h value. 
From Fig. 5.8, one can see that for both data sets selecting small h values results in similar (or 
better) classification accuracies compared to those obtained selecting only one sample at each it-
eration. On the contrary, high h values decrease the classification accuracy without decreasing 
the computational time if compared to small h values. Another interesting observation is that on 
the Pavia data set, when using small h values, convergence is achieved with less samples than 
when using large values. Note that similar behaviors are obtained with the other query functions. 

 

(a) 
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(b) 

Fig. 5.8 - Overall classification accuracy versus the number of training samples obtained by the MCLU-

ECBD technique with different h values for a) Trento and b) Pavia data sets 

Table 5.7 - Examples of computational time (in seconds) taken from the MCLU-ECBD technique with 

respect to different h values 

MCLU  MCLU-ECBD  

h h Data Set 

1 10 40 100 

Trento 47 6 8 12 

Pavia 46 6 7 11 

Analysis of the effect of different batch size values h on the diversity criteria 

Finally, we analyze the accuracy obtained by using only uncertainty criteria and the combina-
tion of uncertainty with diversity criteria for different h values. As an example, Fig. 5.9 shows 
the average accuracy versus the number of training samples obtained by MCLU (m is fixed to h 
for a fair comparison) and MCLU-ECBD with 4m h= , 5,100h =  and k h= . One can observe 
that, as expected, using only the uncertainty criterion provides poor accuracies when h is small, 
whereas the classification performances are significantly improved by using both uncertainty and 
diversity criteria. On the contrary, the choice of complex query functions is not justified when a 
large batch of samples is added to the training set at each iteration (i.e., similar results can be ob-
tained with and without considering diversity). This mainly depends on the intrinsic capability of 
a large number of samples h to represent patterns in different positions of the feature space. 
Similar behaviors are observed with the other query functions. 



 

123 

 

(a) 

 

(b) 

Fig. 5.9 - Overall classification accuracy versus the number of training samples for the uncertainty crite-

rion and the combination of uncertainty and diversity criteria with different h values: a) Trento and b) 

Pavia data sets 

5.7 Discussion and conclusion  

In this chapter, AL in RS classification problems has been addressed. Query functions based 
on MCLU and BLU in the uncertainty step, and ABD and CBD in the diversity step have been 
generalized to multiclass problems and experimentally compared on two different RS data sets. 
Furthermore, a novel MCLU-ECBD query function has been proposed. This query function is 
based on MCLU in the uncertainty step and on the analysis of the distribution of most uncertain 
samples by means of k-means clustering in the kernel space. Moreover, it selects the batch of 
samples at each iteration according to the identification of the most uncertain sample of each 
cluster. 

In the experimental analysis we compared the investigated and proposed techniques with 
state-of-the-art methods adopted in RS applications for the classification of both a VHR multis-
pectral and a hyperspectral image. By this comparison we observed that the proposed MCLU-
ECBD method resulted in higher accuracy with respect to other state-of-the art methods on both 
the VHR and hyperspectral data sets. It was shown that the proposed query function is more ef-
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fective than all the other considered techniques in terms of both computational complexity and 
classification accuracies for any h value. Thus, it is actually well-suited for applications which 
rely on both ground survey and image photointerpretation based labeling of unlabeled data. The 
MCLU-ABD method provides slightly lower accuracy than the MCLU-ECBD; however, it re-
sults in higher accuracies than the MS-cSV, the EQB as well as the KL-Max techniques. More-
over, we showed that: 1) the MCLU technique is more effective in the selection of the most un-
certain samples for multiclass problems than the BLU technique; 2) the ( )diffc x  strategy is more 
precise than the min ( )c x strategy to assess the confidence value in the MCLU technique; 3) it is 
possible to have similar (sometimes better) classification accuracies with lower computational 
complexity when selecting small batches of h samples rather than selecting only one sample at 
each iteration; 4) the use of both uncertainty and diversity criteria is necessary when h is small, 
whereas high h values do not require the use of complex query functions; 5) the performance of 
the standard CBD technique can be significantly improved by adopting the ECBD technique, 
thanks to both the kernel k-means clustering and the selection of the most uncertain sample of 
each cluster instead of the medoid sample. In greater detail, on the basis of our experiments we 
can state that: 

1) The proposed novel MCLU-ECBD technique shows excellent performance in terms of 
classification accuracy and computational complexity. It improves the already good performance 
of the standard CBD method. It is important to note that this technique has a computational com-
plexity suitable to the selection of batch of samples made up of any desired number of patterns, 
thus it is compatible with both photointerpretation and ground survey based labeling of unlabeled 
data. 

2) The MCLU-ABD technique provides slightly lower classification accuracies than the 
MCLU-ECBD method in most of the cases, with a similar computational time. It can be used for 
selecting a batch made up of any desired number of h samples. Thus, also the MCLU-ABD tech-
nique is suitable for both photointerpretation and ground survey based labeling of unlabeled data. 

3) The MS-cSV technique provides quite good classification accuracies. However, the 
maximum value of h that can be used is equal to the total number of SVs SVs  (i.e., SVsh ≤  
and therefore it can not be implemented for any h value). In the case of small h values, the com-
putational complexity of this technique is much higher than that of the other investigated and 
proposed techniques. This complexity decreases when h increases. Therefore, the MS-cSV tech-
nique does not offer any advantage over the proposed technique. 

4) The EQB technique results in poor classification accuracies with small values of h and 
classification accuracies comparable with other techniques with high values of h. The computa-
tional complexity of this technique is very high in case of selecting few samples, and decreases 
while h increases. Although it is possible to select any desired number of h samples with the 
EQB, it is not properly suitable for photointerpretation applications since its high computational 
complexity and poor classification performance with small h values. It is preferable for ground 
survey based labeling of unlabeled data. 

5) The KL-Max technique is different from the above mentioned techniques since it is only 
able to select one sample at each iteration and can be implemented with any classifier that esti-
mates a posteriori class probabilities. In our experiments we converted the SVM results into 
probabilities and results showed that this technique is not effective with SVM classifiers and re-
quires very high computational complexity. 
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We assessed the compatibility of the considered AL techniques with the strategies to label 
unlabeled samples by image photointerpretation or ground data collection in order to provide 
some guidelines to the users under different conditions. As mentioned before, in the case of VHR 
images, in many applications the labeling of unlabeled samples can be achieved by photointer-
pretation, which is compatible with several iterations of the AL process in which a small value h 
of samples are included in the training set at each step according to an interactive procedure of 
labeling carried out by an operator. On our VHR data set, we observed that batches of 5h =  or 
10 samples can give the highest accuracies. In the case of hyperspectral or medium/low resolu-
tion multispectral data, expensive and time consuming ground surveys are usually necessary for 
the labeling process. Under this last condition, only few iterations (two or three) of the AL proc-
ess are realistic. Thus, large batches (of e.g., hundreds of samples) should be considered. In this 
case, we observed that sophisticated query functions are not necessary, as with many samples of-
ten an uncertainty criterion is sufficient for obtaining good accuracies. As a final remark, we 
point out that in real applications, some geographical areas may be not accessible for ground 
survey (or the process might be too expensive). Thus, the definition of the pool U should be car-
ried out carefully, in order to avoid these areas. As a future development, we consider to extend 
the proposed method by including a spatially-dependent labeling costs, which takes into account 
that traveling to a certain area involves some type of costs (e.g., associated with gas or time) that 
should take into account in the selection of batch of unlabeled samples [27]. In addition, we plan 
to define hybrid approaches that integrate semisupervised and AL methods in the classification 
of RS images. 
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Chapter 6 
 

6. A Novel Protocol for Accuracy Assessment in Classification of 
Very High Resolution Images     

 
This chapter presents a novel protocol for the accuracy assessment of thematic maps ob-

tained by the classification of very high resolution (VHR) images. As the thematic accuracy 
alone is not sufficient to adequately characterize the geometrical properties of high resolution 
classification maps, we propose a protocol that is based on the analysis of two families of indi-
ces: 1) the traditional thematic accuracy indices and 2) a set of novel geometric indices that 
model different geometric properties of the objects recognized in the map. In this context, we 
present a set of indices that characterize five different types of geometric errors in the classifica-
tion map: 1) over-segmentation; 2) under-segmentation; 3) edge location; 4) shape distortion; 
and 5) fragmentation. Moreover, we propose a new approach for tuning the free parameters of 
supervised classifiers on the basis of a multiobjective criterion function that aims at selecting the 
parameter values that result in the classification map that jointly optimize thematic and geomet-
ric error indices. Experimental results obtained on Quickbird images show the effectiveness of 
the proposed protocol in selecting classification maps characterized by a better tradeoff between 
thematic and geometric accuracy than standard procedures based only on thematic accuracy 
measures. In addition, results obtained with Support Vector Machines (SVM) classifiers confirm 
the effectiveness of the proposed multiobjective technique for the selection of free parameter val-
ues for the classification algorithm. 

6.1 Introduction 

With the availability of very high resolution (VHR) images acquired by satellite multispectral 
scanners (e.g., GeoEye-1, Quickbird, Ikonos, SPOT 5), it is possible to acquire detailed informa-
tion on the shape and the geometry of the objects present on the ground. This detailed informa-
tion can be exploited by automatic classification systems to generate land-cover maps that ex-
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hibit a high degree of geometrical details. The precision that the classification system can afford 
in the characterization of the geometrical properties of the objects present on the ground is par-
ticularly relevant in many practical applications, e.g., in urban area mapping, building characteri-
zation, target detection, crop fields classification in precision farming, etc. 

In this context, it is necessary to further develop both algorithms for characterizing the tex-
tural and geometric information present in VHR images, and effective classification techniques 
capable to exploit these properties for increasing the classification accuracy. In the literature, 
several techniques have been proposed for the classification of VHR images. Among the others, 
we recall the use of texture, geometric features, and morphological transformations for character-
izing the context of each single pixel, and the use of classification algorithms that can operate in 
large dimensional feature spaces (e.g., SVM) [1]-[5]. Nonetheless, a major open issue in classifi-
cation of VHR images is the lack of adequate strategies for a precise evaluation of the quality of 
the produced thematic maps. The most common accuracy assessment methodology in classifica-
tion of VHR images is based on the computation of thematic accuracy measures according to 
collected reference data. However, the thematic accuracy alone does not result sufficient for ef-
fectively characterizing the geometrical properties of the objects recognized in a map, because it 
assesses the correctness of the land-cover labels of sparse test pixels (or regions of interests) that 
do not model the actual shape of the objects in the scene. Thus, often maps derived by different 
classifiers (or with different parameter values for the same classifier) that have similar thematic 
accuracy exhibit significantly different geometric properties (and thus global quality). For this 
reason, in many real classification problems the quality of the maps obtained by the classification 
of VHR data is assessed also through a visual inspection. However, this procedure can provide 
just a subjective evaluation of the map quality that can not be quantified. Thus, it is important to 
develop accuracy assessment protocols for a precise, objective, and quantitative characterization 
of the quality of thematic maps in terms of both thematic and geometric properties [6]. These 
protocols could be used not only for assessing the quality of thematic maps generated by differ-
ent classification systems, but also for better driving the model selection of a single classifier, 
i.e., the selection of the optimum values for the free parameter of a supervised categorization al-
gorithm. 

An important area in which some studies related to the aforementioned problem have been 
done in the past is that of landscape ecology. Some approaches have been proposed in the land-
scape ecology literature to compare different maps by considering the spatial structure of the 
landscape [7] (and thus not only the thematic accuracy). As an example, in [8] different compari-
son methods that consider both the spatial structure and the pixel-based overlap (i.e., the the-
matic accuracy) simultaneously are presented. However, these methods are developed in a dif-
ferent framework and do not consider the particular properties of classification maps derived 
form VHR remote sensing  images and the issues related to the tuning of the free parameters of a 
classifier. 

In this chapter we address the abovementioned problem by proposing a novel protocol for a 
precise, automatic, and objective characterization of the accuracy of thematic maps derived from 
VHR images. The proposed protocol is based on the evaluation of two families of indices: 1) 
thematic accuracy indices, and 2) a set of novel geometric indices that assess different properties 
of the objects recognized in the thematic map. The proposed protocol can be used to: 1) to objec-
tively characterize the thematic and geometric properties of classification maps; 2) to select the 
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map that better fit specific user requirements; or 3) to identify the map that exhibits in average 
best global properties if no specific requirements are defined. Moreover, we propose a novel ap-
proach for tuning the free parameters of supervised classification algorithms (e.g., SVM), which 
is based on the optimization of a multiobjective problem. The aim of this approach is to select 
the parameter values that result in a classification map that exhibits high geometric and thematic 
accuracies.  

The chapter is organized into six sections. The next section presents the background on the 
assessment of thematic accuracy of land-cover maps. Section 6.3 describes the proposed accu-
racy assessment protocol, and discusses the two families of presented geometric and thematic in-
dices. Section 6.4 illustrates the proposed multiobjective criterion for the tuning of the free pa-
rameters (model selection) of a classifier. Section 6.5 presents the obtained experimental results, 
while section 6.6 draws the conclusion of the chapter. 

6.2 Background on thematic accuracy assessment of classification maps 

In this section we briefly recall the main concepts on the procedures used to assess the the-
matic accuracy of a classification map obtained by a supervised classifier [9], [10]. In general, 
two main issues should be addressed: 1) the collection of the labeled samples for both training 
and testing a supervised algorithm (which may require the subdivision of the reference sample 
set in two or more disjoint sets) and 2) the choice of the statistical measure to evaluate the error 
(or accuracy) in pattern classification. 

With respect to the first issue, several resampling methods have been proposed in the pattern 
recognition and statistical literature, e.g., resubstitution, holdout, leave-one-out, cross-validation, 
bootstrap [11]-[14]. Holdout is one of the most widely adopted resampling strategies in remote 
sensing applications. It consists in partitioning the available labeled samples in two independent 
sets or in directly collecting two independent sets of samples in separate areas of the scene. One 
set is used for training the classifier, the other one for assessing the classification accuracy. In 
some cases it is preferable to split the available samples in three sets: 1) one for training the algo-
rithm (training set); 2) one for tuning the free parameters of the classifier (validation set); and 3) 
one for assessing the final accuracy (test set). Holdout is less computationally demanding with 
respect to other methods (e.g., leave-one-out and k-fold cross validation) and it is particularly re-
liable when the available labeled samples are acquired in two spatially disjoint portions of the 
scene. Indeed, in this case it is possible to asses the generalization capability of the classifier for 
test pixels that are spatially disjoint from the ones used for the training (which may present a dif-
ferent spectral behavior). With all the mentioned resampling methods, it is important to adopt a 
stratified approach, i.e., the training and test sets (or each of the k folds) should contain approxi-
mately the same proportions of the class labels as the original data set. Otherwise imbalanced 
and skewed results can be obtained. 

With respect to statistical measures for accuracy evaluation, the complete description of the 
information that comes out from the comparison of the classification of test samples with the ref-
erence labeled data is given by the confusion (or error) matrix E. E is a square matrix of size 
L L×  (where L is the number of information classes in the considered problem) defined as: 
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The generic element ije of the matrix denotes the number of samples classified into category i 
( 1,...,i L= ) by the supervised classifier that are associated with label j ( 1,...,j L= ) in the refer-
ence data set. This representation is complete as the individual accuracy of each category is de-
scribed along with both the errors of inclusion (commission errors) and errors of exclusion 
(omission errors) [9]. From the confusion matrix, different indices can be derived to summarize 
the information with a scalar value. Let us consider the sum of the elements of the row i,  
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i ijj
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=∑ (which is the number of samples classified into the category i in the classification 
map), and the sum of the elements of column j, 

1

l
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e e+ =

=∑  (which is the number of samples 
belonging to category j in the reference data set). Two commonly adopted indices are the overall 
accuracy (OA) and the kappa coefficient of accuracy (kappa), defined as: 
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where e is the total number of test samples. OA represents the ratio between the number of sam-
ples that are correctly recognized by the classification algorithm with respect to the total number 
of test samples. The kappa coefficient of accuracy is a measure based on the difference between 
the actual agreement in the confusion matrix (as indicated by the main diagonal) and the chance 
agreement, which is indicated by the row and column totals (i.e., the marginals). The kappa coef-
ficient is widely adopted as it uses also off-diagonal elements of the error matrix, and as it com-
pensates for chance agreement. However, as pointed out in [15], kappa statistics has also unfa-
vorable features. The main objection to the kappa coefficient is that it was introduced as a 
measure of agreement for two observers (see [16]). Thus, the kappa coefficient evaluates the de-
parture from the assumption that two observers’ ratings are statistically independent, rather than 
a measure of classification accuracy. For this reason, in [15] it is suggested to use other measures 
instead of kappa statistic, e.g., the class-averaged accuracy defined as: 
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or an alternative coefficient based on Kullback-Leibler information. We refer the reader to [9]-
[11] for further details on accuracy assessment procedures in remote sensing image classifica-
tion. 
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It is important to point out that all the abovementioned thematic accuracy measures do not 
consider the geometrical quality of the map under assessment and the shape of the objects pre-
sent in the scene, thus resulting in the impossibility to assess the correctness of the geometry of 
the objects recognized by the classification algorithm. This is reasonable to evaluate the quality 
of classification maps obtained by medium or low resolution images, where the geometry of the 
objects is difficult to characterize. On the contrary, for adequately assessing the quality of classi-
fication maps obtained by VHR images, it is important to define indices capable to evaluate the 
geometrical properties of the maps, and to use them together with more traditional thematic indi-
ces. 

6.3 Proposed protocol for accuracy assessment in VHR images 

In this section we present the proposed protocol for accuracy assessment that is based on the 
computation of both thematic and geometric indices. The proposed procedure for thematic accu-
racy assessment is a simple refinement of the more traditional procedures described in the previ-
ous section, which takes into account particular properties of the classification of VHR images. 
On the contrary, the introduction of geometric indices to characterize the properties of the ob-
jects present in VHR images is one of the main contributions of the chapter. Thematic and geo-
metric indices are described in the following two subsections, respectively. 

6.3.1 Thematic error indices 

When VHR images are considered, we can clearly identify two different contributions to the 
overall thematic accuracy: 1) the accuracy obtained on homogeneous areas, where pixels are 
characterized by the spectral signature of only one class, and 2) the accuracy obtained on borders 
of the objects and details, where pixels are associated with a mixture of the spectral signatures of 
different classes. These two contributions model the attitude of a classifier to correctly classify-
ing homogeneous regions and high frequency areas, allowing a more precise assessment of the 
quality of the classification map. The classification of mixed pixels is a difficult task with crisp 
classifiers, which should decide for the predominant class in the area associated with the pixel 
(fuzzy classifiers may be adopted in their place for considering the contributions of the different 
land-cover types to the spectral signature associated with each single pixel [17]). The proposed 
thematic accuracy assessment consists of the calculation of two separate indices: 1) thematic ac-
curacy on homogeneous areas, 2) thematic accuracy on edge areas. This is accomplished extend-
ing the holdout strategy by defining two independent test sets: one on homogeneous areas (pixel 
“inside” objects), the other one on edge areas (pixels on the boundaries of objects). This results 
in the calculation of two independent confusion matrices. Any index derived from the confusion 
matrices (e.g., overall accuracy, kappa coefficient, etc.) may be adopted to calculate the accuracy 
on the two separate test sets. It is worth noting that different indices provide different informa-
tion and can be used together (see the next section for a detailed discussion on the combined use 
of multiple indices for the tuning of the free parameters of a supervised classifier). 

6.3.2 Geometric error indices 

The geometric accuracy of a classification map is related to its precision in reproducing the 
correct geometry, the shapes, and the boundaries of the objects (e.g., buildings, streets, fields, 
etc.) present in the scene under investigation. In this chapter, in order to quantify the geometric 
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accuracy of maps characterized by very high spatial resolution, we define a set of object-based 
indices (error measures) that evaluate different geometric properties of the objects represented in 
a thematic map with respect to a reference map. Some of these indices are partially inspired to 
the measures used in the accuracy assessment of segmentation maps, while others are imported 
from different domains of image processing. These indices are computed by using a reference 
map that defines the exact shape, structure and position of a set { }1 2, ,..., dO O O=Ο  of d objects 
(e.g., buildings) adequately distributed in the scene under investigation and with different proper-
ties (see the example in Fig. 6.1). Generally, given the high resolution of VHR images, the map 
of reference objects can be easily defined by photointerpretation (few objects are sufficient for a 
good characterization of the properties of the map). Please note that the labels of the classes of 
the reference objects are not required for the computation of the geometric accuracy indices. In 
this way the evaluation of the geometric properties of the objects recognized in the map can be 
separated from the assessment of the thematic accuracy. Moreover, we do not require having ref-
erence objects for all the classes considered in the classification problem, but only for the classes 
for which the geometric properties are important and the precise shape can be easily defined 
(e.g., buildings, fields, lakes, bridges, etc).  

 

 

Fig. 6.1 – Example of a map of reference objects. 

Let us consider that the thematic map under assessment (e.g., obtained by an automatic algo-
rithm or by photointerpretation) is made up of a set { }1 2, ,..., rM M M=M of r different regions 
of connected pixels (with 4- or 8-connectivity), such that each pixel in jM , 1,2,...,j r= , is asso-
ciated with the same label jv , where jv  is one of the L information classes in 

{ }1 2, ,..., Lω ω ωΩ = . In order to calculate the geometric error measures, it is necessary to identify 
for each object iO  in the reference map the corresponding region in the thematic map iM . This 
can be done by considering the degree of overlapping between the pixels in the reference object 

iO  and in the regions jM , 1,2,...,j k= . The region iM  in the map with the highest overlapping 
area with the object iO  (i.e., with the highest number of common pixels) is selected according to: 

 arg max
i

i i j
M

M O M
∀ ∈

= ∩
M

 (6.5) 

where ⋅  is the cardinality of a set, and here is used to extract the number of pixels (area) from a 
region (see the example in Fig. 6.2). Given a pair ( iO , iM ), it is possible to calculate a set of lo-
cal geometric error measures ( )h

ierr , 1,2,...,i d= , 1,2,...,h m= , that evaluate the degree of mis-
matching (in terms of m different specific geometric properties) between the reference object and 
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the corresponding region on the map. Global error measures ( )herr , 1,2,...,h m= , can then be 
defined on the basis of the local measures. 

 

Fig. 6.2 – Example of a reference object Oi and the regions on the map that overlap with it. Region M1 has 

the highest overlapping area with Oi and is selected according to (6.5). 

The adopted measures are: 1) over-segmentation error, 2) under-segmentation error, 3) edge 
location error, 4) fragmentation error, and 5) shape error. 

1) Over-segmentation - Similarly to the segmentation process, this error refers to the subdivi-
sion of a single object into several distinct regions in the classification map [see the example in 
Fig. 6.3(a)]. The proposed local error measure can be written as: 

 ( , ) 1 i i
i i i

i

O M
OS O M

O

∩
= −  (6.6) 

This measure evaluates the ratio between the overlapping area of the two regions (iO , iM ) with 
respect to the area of the reference object. The index iOS  is defined in order to scale the output 
values in the range [0,1). The higher is the value of the error, the higher is the level of over-
segmentation of the object iO  in the considered classification map. The value of this error is 0 in 
the optimal case where the two regions are in full agreement, while it tends to 1 in the worst case 
of just one common pixel among the two regions.  

2) Under-segmentation - The under-segmentation refers to the classification errors that result 
in group of pixels belonging to different objects fused into a single region [see the example in 
Fig. 6.3(b)]. The proposed local error measure is defined as: 

 ( , ) 1 i i
i i i

i

O M
US O M

M

∩
= −  (6.7) 

Unlike the over-segmentation, the under-segmentation error is computed by considering the ratio 
between the area of overlapping among iM  and iO , and the area of the region on the map iM . 
Also the iUS  error varies in the range [0,1). Value 0 of this index corresponds to perfect agree-
ment between iM  and iO , while values close to 1 reflect a high amount of under-segmentation 
(i.e., the region iM  is much bigger than the area of overlapping between the regions iM  and 

iO ). 
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(a)  (b) 

Fig. 6.3 – (a) Example of over-segmentation: the region Mi recognized on the map is smaller than the ref-

erence object Oi. (b) Example of under-segmentation: the region Mi recognized on the map is bigger than 

to the reference object Oi. 

3) Edge location - This index measures the precision of the object edges recognized in the 
classification map with respect to those of the actual object [see the example in Fig. 6.4(a)]. Let 

( )ib O  denote the operator that extracts the set of edge pixels from a generic region iO . In this 
framework, we consider the possibility to introduce a tolerance in the recognition of the object 
borders. This can be implemented by adopting an operator ( )b ⋅  that extracts the border line of 
the objects with a width greater than 1 pixel (e.g., 2 or 3 pixels). The definition of the border er-
ror is given by:  

 
( ) ( )

( , ) 1
( )

i i
i i i

i

b O b M
ED O M

b O

∩
= −  (6.8) 

This error measure varies in the range [0,1) like the previous ones. A perfect matching in the 
borders of the two regions iM  and iO  leads to an error value equal to 0, whereas a large mis-
matching among the region edges results in error values close to 1. 

4) Fragmentation error - The fragmentation of a classification map refers to the problem of 
sub-partitioning single objects into different small regions [see the example in Fig. 6.4(b)]. In or-
der to quantitatively measure this type of error, we define a measure based on the number ir  of 
regions jM , 1,2,..., ij r= , that have at least one pixel in common with the reference object iO . 
For this reason, we define the set iR  of all the regions overlapping with the reference object iO  
as: 

 { }, 1,2,..., :i j i i jM j r O M= ∀ = ∩ ≠ ∅R  (6.9) 

The proposed fragmentation error is then defined by the following equation: 

 
1

( , )
1

i
i i i

i

r
FG O M

O

−=
−

 (6.10) 

This error value is scaled in a range[0,1] . The value is 0 in the optimal case when only one re-
gion jM  is overlapping with the reference object iO , whereas it is 1 in the worst case where all 
the pixels of the object iO  belong to different regions jM  on the map. The measure is normal-
ized with respect to the size (area) of the reference object iO . It is worth noting that the fragmen-
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tation error is correlated with the over-segmentation error, but differs from the latter because it 
takes into account all the ir   regions jM  that overlap with the real object iO , instead of the area 
of the single region iM  obtained by (6.5). 

5) Shape error - This error is used to evaluate the shape difference between an object iO  and 
the corresponding region jM  on the map [see the example in Fig. 6.4(c)]. In order to character-
ize the shape of an object, several shape factors have been proposed in the literature and can be 
adopted (e.g., compactness, sphericity, eccentricity [18]). Thus the shape error can be defined as 
the absolute value of the difference in the selected shape factor ( )sf ⋅ of the two regions iM  and 

iO : 

 ( ) ( )i i iSH sf O sf M= −  (6.11) 

It is worth noting that by adopting shape factors normalized in the range [0,1], the defined shape 
error measure will vary in the same range. 

On the basis of the above defined measures of local errors (i.e., errors associated with single 
objects in the map), it is then possible to estimate global behaviors of the geometric properties of 
the classification map. Global error measurements can be obtained by averaging the local errors 
over the d measurements associated with the reference objects in Ο , i.e., a generic global error 
measure characterizing property ( )herr  of the map can be expressed as: 

 ( ) ( )

1

1 d
h h

i
i

err err
d =

= ∑ , (6.12) 

where ( )h
ierr  is a local error h on the object i. In this way we give the same weight to the errors 

over the d objects, independently from their size. Other possible definitions of the global meas-
ures may take into account the size of the different objects, i.e., 

 ( ) ( )

1

1 d
h h

i i
i

err O err
d =

= ∑  (6.13) 

or can weight differently the objects on the basis of specific user-defined requirements, i.e.,  

 ( ) ( )

1

1
 

d
h h

i i
i

err err
d

λ
=

= ∑ , (6.14) 

where iλ , 1,2,...,i n=  are defined by the user. For example, the user may specify that geometric 
errors on buildings are more important than geometric errors on other objects, like streets, crop 
fields or lakes. Global measures are then used to estimate different geometric properties of the 
map. Combining the different global indices in a single measure that averages geometric indices 
is also possible. Nevertheless, this procedure would result in a measure that is difficult to under-
stand. 
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(a)  (b) (c) 

Fig. 6.4 – Example of a region Mi recognized on the map (with corresponding reference object Oi) that 

exhibits (a) large edge error, (b) high level of fragmentation, and (c) relatively high shape error. 

6.4 Proposed multiobjective strategy for classifier parameter optimization 

Other than the quality assessment of classification maps obtained according to different pro-
cedures (e.g., different automatic classifiers, photointerpretation, etc.), an accuracy index is also 
an important measure for tuning the free parameters of supervised classifiers (this process is also 
indicated as model selection). Let us consider a generic supervised algorithm for which a vector 
θ  of free parameters should be selected in order to optimize the quality of the output map. Stan-
dard approaches are based on the adoption of a scalar index to assess the thematic accuracy of 
the map (e.g., the overall accuracy or the kappa coefficient), and on the selection of the vector θ  
that maximizes such a scalar value on the test samples. If a vector I of quality indices that char-
acterize different thematic and geometric properties of the classification map is considered, the 
selection of θ  should be based on a different optimization strategy. The simplest (yet empirical 
and only partially reliable) strategy is to define a single error function ( )E ⋅ combining the m pro-
posed error measures according to a weighted average: 

 ( )

1

( , )  
m

j
j

j

E c err
=

=∑Ο M  (6.15) 

where the terms jc , 1,2,...,j m=  are defined by the user. The set of parameter values of θ  that 
produces the classification map that minimizes ( , )E Ο M  represents the solution to the consid-
ered problem. Nevertheless, this formulation has an important drawback: the definition of the jc  
(which significantly affects the final result) is very critical because of the different intrinsic 
scales of the considered errors. In addition, the physical information conveyed by the resulting 
global index is difficult to understand. 

To overcome this drawback, we propose to model our problem as a multiobjective minimiza-
tion problem, where the multiobjective function ( )g θ  is made up of m different objectives 

1 2( ), ( ),..., ( )mg g gθ θ θ  that represent the set of adopted error measures computed for different 
values of the classifier parameters (e.g., different thematic and geometric indices). All the differ-
ent objectives of ( )g θ  have to be jointly minimized and are considered equally important.  In 
general all the proposed thematic indices (evaluated on homogeneous and border areas with dif-
ferent statistical parameters) and geometric indices could be used for the definition of ( )g θ . 
However, depending on the application, it could be more appropriate to use different subsets of 
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the presented indices as objectives of the optimization problem (e.g., for meeting some particular 
quality properties of the classification map required by the end users). Thus, the multiobjective 
problem can be formulated as follows: 

 
{ } [ ]1 2

1 1

min ( ) ,   ( ) ( ), ( ),..., ( )

subject to ( , ,..., ) ,      

m
S

h
h

g g g

Sθ θ θ
∈

=
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θ

g θ g θ θ θ θ

θ ℝ

 (6.16) 

where S denotes the search space for the classifier parameters. This problem is characterized by a 
vector-valued objective function ( )g θ  and cannot be solved in order to derive a single solution 
like in optimization problems characterized by a single objective function. Instead, a set of opti-
mal solutions *P can be obtained by following the concept of Pareto dominance. In greater detail, 
a solution *

θ  is said to be Pareto optimal if it is not dominated by any other solution in the search 
space, i.e., there is no other θ  such that *( ) ( )i ig g≤θ θ  ( 1,2,...,i m∀ = ) and *( ) ( )j jg g<θ θ  for at 
least one j ( 1,2,...,j m= ). This means that *θ is Pareto optimal if there exists no other subset of 
classifier parameters θ  which would decrease an objective without simultaneously increasing 
another one (Fig. 3.2 clarifies this concept with a graphical example). The set *P  of all optimal 
solutions is called Pareto optimal set. The plot of the objective function of all solutions in the 
Pareto set is called Pareto front * *{ ( ) | }PF P= ∈g θ θ . The main advantage of the multiobjective 
approach is that it avoids to aggregate metrics capturing multiple objectives into a single meas-
ure. On the contrary, it allows one to effectively identify different possible tradeoffs between 
maps exhibiting different thematic and geometric properties. 

 

 

Fig. 6.5 – Example of Pareto-optimal solutions and dominated solutions in a two-objective search space. 

Because of the complexity of the search space, an exhaustive search of the set of optimal so-
lution *P  is unfeasible. Thus, instead of identifying the true set of optimal solutions, we aim to 
estimate a set of non-dominated solutions *P̂ with objective values as close as possible to the 
Pareto front. This estimation can be done with different multiobjective optimization algorithms 
[e.g., multiobjective evolutionary algorithms (MOEA) [19], [20]]. The final selection of the op-
timal solution among all estimated non-dominated solutions is demanded to the user, who can 
select the best tradeoff among the considered objectives on the basis of the specific application 
(e.g., one could tolerate to have under-segmented maps rather than over-segmented ones, or pre-
fer to have less fragmented objects rather than high precision in the shape, etc.). 
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6.5 Experimental results 

This section presents an experimental analysis aimed at studying the reliability of the pro-
posed protocol for accuracy assessment of classification maps obtained by VHR images. We first 
applied the proposed indices to the quality assessment of different thematic maps obtained by the 
classification (carried out with different automatic techniques) of a Quickbird image acquired on 
the city of Pavia, Italy. Then, in a second set of experiments, we applied the proposed multiob-
jective strategy to the model selection of an SVM classifier in the analysis of a different Quick-
bird image acquired on the city of Trento, Italy. In our implementation of the geometric indices 
we considered a tolerance of 3 pixels for the edge location error, and we selected the eccentricity 
[18] as shape factor for the evaluation of the shaper error. The global geometric errors were 
computed on the basis of (6.12). 

6.5.1 Quality assessment of classification maps 

The first considered data set is made up of a Quickbird multispectral image acquired on the 
city of Pavia (northern Italy) on June 23, 2002. In particular, we used a panchromatic image and 
a pan-sharpened multispectral image [see Fig. 6.6(a)] obtained by applying a Gram Schmidt fu-
sion technique [21] to the panchromatic channel and to the four bands of the multispectral image. 
The image size is 1024 × 1024 pixels with a spatial resolution of 0.7m. Greater details about this 
data set can be found in [1]. Table 6.1 presents the number of labeled reference samples for each 
set and class. Test pixels used for the assessment of thematic accuracy were collected on both 
edge and homogeneous areas. Test set pixels were taken from areas of the scene spatially disjoint 
from those related to the training samples. Fig. 6.6(b) shows the map of reference objects used 
for the evaluation of the geometric error indices. In particular, six different buildings were 
manually selected and considered as reference objects. It is worth noting that given the very high 
resolution of the images the procedure for digitizing few reference objects is simple and very 
fast. 

Table 6.1 - Number of samples in the training and test sets (Pavia data set) 

Number of patterns 

Class 
Training set 

Test set on 

edge areas 

Test set on 

homogeneous areas 

Water 180 55 150 

Tree areas 348 95 250 

Grass areas 323 90 160 

Roads 984 182 381 

Shadow 750 297 325 

Red buildings 2271 442 1040 

Gray buildings 602 167 250 

White building 275 98 100 

TOTAL 5733 1426 2656 
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(a) 

 
(b) 

Fig. 6.6 – (a) Real color composition of the image acquired by the Quickbird satellite on the city of Pavia 

(northern Italy). (b) Map of reference objects. 

In our experiments, we obtained different thematic maps of the scene by using different 
automatic classification systems. The different systems were defined by varying the feature vec-
tor (i.e., considering only spectral features or also multiscale/multilevel contextual features), the 
supervised classification algorithms (i.e., parallelepiped, maximum likelihood, and SVM classi-
fiers), and in some cases adding a post-processing phase for regularizing the final classification 
map. These systems were chosen with the goal to obtain classification maps with different prop-
erties. Fig. 6.7 shows the thematic maps obtained by the different considered classification sys-
tems. In particular, the maps (a)-(d) are obtained by considering a feature vector that is made up 
of only the original spectral features. Map (a) is obtained by using a very simple parallelepiped 
classifier (with 2σ = ) [22]; map (b) is derived adopting a Gaussian Maximum Likelihood (ML) 
classifier; map (c) is obtained by applying a majority filter (with a sliding window of size 3×3) as 
post-processing to the map (b) [22]; map (d) is the result of the classification with SVM (using 
Gaussian kernels). The maps (e)-(h) are yielded using both spectral and contextual features, and 
adopting SVM as classification algorithm. Map (e) is obtained considering features extracted on 
the basis of the generalized Gaussian pyramid decomposition. In detail, the images were itera-
tively analyzed by a Gaussian kernel low-pass filter (with 5 × 5 square analysis window) and 
were under-sampled by factor two. We exploited five levels of pyramidal decomposition to char-
acterize the spatial context of pixels and to label each pixel of the scene under investigation. 
Maps (f)-(h) are obtained using the multilevel context-based feature-extraction approach pro-
posed in [1]; different statistical parameters are extracted from the pixels in each region defined 
at six different levels by a hierarchical segmentation process. In particular, for map (f) we con-
sidered the mean value for the first five levels and the standard deviation for the levels three, 
four, and five; for map (g) we considered only the mean for all first five levels. Map (h) is ob-
tained considering the mean value extracted from all six segmentation levels. 
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(a) Parallelepiped 

 
(b) ML 

 
(c) ML with post-processing 

 
(d) SVM 

 
(e) SVM Gaussian Pyramid 

 
(f) SVM multilevel features – 5 levels (1) 
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(g) SVM multilevel features – 5 levels (2) 

 
(h) SVM multilevel features – 6 levels 

  
  Water   Tree areas   Grass areas   Roads 

  Shadow   Red buildings   Gray buildings   White building 

  

Fig. 6.7 – Thematic maps obtained by different classification systems applied to the Pavia Quickbird im-

age.  

Table 6.2 and Table 6.3 report the thematic accuracies and the geometric error indices associ-
ated with the obtained maps, respectively. Considering the eight different maps, we can easily 
observe that, as expected, thematic maps obtained by pixel-based classification approaches 
[maps (a)-(b)-(d)] are less accurate than those obtained by context-based approaches. This gen-
eral behavior is clearly pointed out also by thematic accuracy indices. The geometric error meas-
urements give us important additional information about the different properties of the maps. In 
particular, we note that maps obtained by pixel-based approaches are generally more over-
segmented and fragmented than the maps obtained by context-based classification systems, but 
they have also the important property to be less under-segmented. In the considered scene, we 
can observe that the buildings are very close each others. Thus, most of the considered classifiers 
merge regions associated to distinct objects (i.e., buildings) into a single region. The aforemen-
tioned problem is captured by the proposed geometric indices, which indicate that most of the 
maps have an under-segmentation error that is higher than the over-segmentation error [except 
for map (a)]. This problem strongly affects also the recognition of the correct shape of the ob-
jects. For this reason, we can observe that on this data set the shape error is highly correlated 
with the under-segmentation error. We can further observe that the edge location error is in gen-
eral quite high for all obtained maps (even if a tolerance of 3 pixels is considered). This indicates 
that the considered classification techniques can scarcely model the correct borders of the ob-
jects. 
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Table 6.2 – Thematic accuracies computed on the test set on homogeneous areas, edge areas, and on both 

of them (complete test set) evaluated in terms of Overall Accuracy (OA) and kappa coefficient (kappa) 

(Pavia data set). 

Complete Test set 

(homog. + edge ar-

eas) 

Test set on 

homogeneous Areas 

Test set on 

edge Areas Map  

OA% kappa OA% kappa OA% kappa 

(a) Parallelepiped  63.6% 0.564 77.7% 0.725 37.4% 0.287 

(b) ML 83.0% 0.789 94.1% 0.925 62.4% 0.543 

(c) ML post-processing  84.4% 0.805 95.2% 0.939 64.2% 0.564 

(d) SVM 84.2% 0.801 94.7% 0.932 64.6% 0.563 

(e) SVM Gaussian Pyramid 86.3% 0.828 95.0% 0.936 70.1% 0.631 

(f) SVM Multilevel 5 levels (1) 90.0% 0.874 96.8% 0.960 77.1% 0.716 

(g) SVM Multilevel 5 levels (2) 88.9% 0.861 97.1% 0.963 73.6% 0.677 

(h) SVM Multilevel 6 levels 89.3% 0.866 96.2% 0.952 76.5% 0.711 

Table 6.3 – Geometric error indices (Pavia data set). 

Map 
Under-

segmentation 

Over-

segmentation 

Edge  

location 
Fragmentation Shape 

(a) Parallelepiped 26.9 % 44.6 % 77.4 % 27.6 % 13.8 % 

(b) ML 26.2 % 9.7 % 66.9 % 9.4 % 14.5 % 

(c) ML post-processing 30.2 % 8.5 % 68.0 % 8.2 % 16.2 % 

(d) SVM 16.9 % 12.7 % 58.4 % 7.4 % 12.9 % 

(e) SVM Gaussian Pyramid 29.3 % 6.3 % 64.2 % 4.7 % 16.8 % 

(f) SVM Multilevel 5 levels (1) 47.6 % 4.1 % 74.1 % 3.1 % 24.8 % 

(g) SVM Multilevel 5 levels (2) 26.8 % 6.2 % 62.4 % 5.9 % 19.2 % 

(h) SVM Multilevel 6 levels 27.1 % 4.8 % 58.5 % 4.3 % 17.0 % 
 

Analyzing the single maps, we can observe that map (a) has very low quality in terms of 
thematic accuracy and in terms of most of the geometric indices. In particular, this map is 
sharply over-segmented and fragmented as indicated by the geometric errors; this is confirmed 
by a visual inspection. Map (b) has better quality than map (a): it exhibits higher thematic accu-
racy (both on homogeneous and border areas) and better geometric properties in terms of under-
segmentation and border error. Map (c) [obtained by a post-processing applied to map (b)] re-
sults in slightly higher thematic accuracy, and in smaller over-segmentation, fragmentation and 
border errors than map (b). Nevertheless, the majority post-processing leads to slightly increase 
the under-segmentation error. Map (d) is the most accurate among those obtained with a pixel-
based approach: this is pointed out by both thematic and geometric indices. In particular, this 
map exhibits the smallest under-segmentation and edge location errors among all considered 
maps. Map (e) exhibits important advantages with respect to the aforementioned maps, showing 
smaller over-segmentation and fragmentation errors as well as higher thematic accuracies. Nev-
ertheless, the thematic accuracies (especially on border areas) are smaller than those of maps (f)-
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(h). The geometric indices result particularly important for the characterization of the different 
maps obtained by the multilevel feature-extraction technique [maps (f)-(h)], which have high and 
very similar thematic accuracies. Map (f) is the most accurate from a thematic point of view, but 
maps (g) and (h) exhibit better geometric characteristics (e.g., under-segmentation and edge loca-
tion error) than map (f). As it is possible to observe in Fig. 6.8, map (f) is affected by under-
segmentation problems, as it merges different objects in the same region. On the contrary, map 
(h) correctly models the different buildings. This difference is clearly pointed out by the values 
of the under-segmentation error. Thus, considering both thematic and geometric indices, we can 
select map (h) as more reliable than map (f) (which would be preferred considering only the-
matic accuracies) because it presents a better tradeoff among different properties of the maps. It 
is worth noting that the property of correctly recognizing and distinguishing single objects in the 
scene can be very important for urban area analysis, especially in applications like building de-
tection. 

In general, the selection of the highest quality map depends on the kind of application and/or 
on end-user requirements. In this context, the proposed indices are a valuable tool that can drive 
the selection of the best thematic map in accordance to the application constraints. 

 

  
(a) Detail of map (f) (b) Detail of map (h) 

 
(c) Detail of map (f) 

 
(d) Detail of map (h) 

Fig. 6.8 – Details of the thematic maps: (a)-(c) under-segmentation problems in map (f); (b)-(d) correct 

recognition of distinct buildings in map (h) (Pavia data set). 
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6.5.2 Multiobjective strategy for the model selection of supervised algorithms 

In the second set of experiments, we used the proposed multiobjective technique for the 
model selection of a support vector machine (SVM) classifier with radial basis function (RBF) 
Gaussian kernels [23], [24]. The free parameters of the classifier are the regularization term C 
and the spread 2σ of the Gaussian kernel. The experiments were carried out on a VHR image ac-
quired by the Quickbird multispectral scanner on an urban area in the south of the city of Trento 
(Italy), on July 2006 [see Fig. 6.9(a)]. We used a panchromatic image and a pan-sharpened mul-
tispectral image obtained by applying a Gram Schmidt fusion technique to the panchromatic 
channel and to the four bands of the multispectral image. The image size is 500 × 500 pixels with 
a spatial resolution of 0.7 m. From the panchromatic and pan-sharpened multispectral bands we 
extracted textural features by applying an occurrence filter with 5 × 5 window size and comput-
ing mean, data range, and variance. Thus, the final feature vector is made up of 20 features (5 
spectral features and 15 textural features). The available set of reference samples included a 
training set, a test set on homogeneous areas, and test set on border areas. The following six 
classes were considered: 1) roads, 2) red buildings, 3) dark buildings, 4) bright buildings, 5) 
shadow, and 6) vegetation. Table 6.4 presents the number of labeled reference samples for each 
set and class. Fig. 6.9(b) shows the map of the 11 reference objects used for the evaluation of the 
geometric error indices. 

 
(a) 

 
(b) 

Fig. 6.9 – (a) Real color composition of the multispectral image acquired by the Quickbird satellite on the 

city of Trento (northern Italy). (b) Map of reference objects. 
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Table 6.4 - Number of samples in the training and test sets (Trento data set) 

Number of patterns 

Class 
Training set 

Test set on 

edge areas 

Test set on 

homogeneous areas 

Roads 58 63 47 

Red roof buildings 71 70 73 

Dark roof buildings 68 51 66 

Bright roof buildings 39 38 39 

Shadow 43 46 40 

Vegetation 88 57 83 

TOTAL 367 325 348 

 
The strategy for the model selection proposed in section IV can be applied considering dif-

ferent sets of thematic and geometric indices as objectives of the optimization problem, depend-
ing on the specific application. In our analysis, we performed two sets of experiments consider-
ing: 1) seven objectives (two thematic and five geometric error indices), 2) two objectives (one 
thematic and one geometric error indices). These two sets of experiments represent examples of 
the practical use of the proposed multiobjective approach in real problems, but any other combi-
nation of thematic and geometric indices may be used in the optimization problem for the pa-
rameter tuning. 

A) Experiments with seven error indices in the optimization problem 

In this set of experiments we defined the model selection as a multiobjective optimization 
problem made up of seven objectives: the five geometric measures presented in Section III (i.e., 
under-segmentation, over-segmentation, edge location, fragmentation, and shape errors) and the 
two thematic errors based on kappa coefficient (calculated as 1-kappa) on the homogeneous and 
border test sets. Please note that in our experimental analysis we used a thematic error index 
based on the popular kappa coefficient, but any other index may be used in its place (e.g., the 
overall error). For the estimation of the Pareto-optimal solutions, we adopted a genetic multiob-
jective algorithm (a variation of NSGA-II) [25]. The population size was set to 30 and the maxi-
mum number of generation to 20. Among all Pareto-optimal solutions obtained by the genetic 
algorithm we selected seven solutions (used as an example in this discussion), characterized by 
different tradeoffs among the different indices (see Table 6.5). The selected solutions are charac-
terized by the lowest error among all solutions for each index [e.g., map (2a) presents the highest 
thematic accuracy on homogeneous areas, map (2b) exhibits the highest thematic accuracy on 
edge areas, map (2c) exhibits the minimum under-segmentation error, etc.]. 
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Table 6.5 – Thematic and geometric accuracy/error indices of seven solutions selected among all Pareto-

optimal points estimated by the genetic algorithm. Each selected solution exhibit an accuracy index that 

has the highest value among all solutions (experiments with seven error indices in the optimization prob-

lem) 

SVM parameters Them. accuracies Geometric errors 

Map 
C 22σ  

kappa 

homog. 

kappa 

edge 

Under-

segment. 

Over-

segment. 

Edge 

 location 
Fragm. Shape 

(2a) 3187 0.820 0.951 0.892 12.7% 21.9% 51.3% 13.3% 14.7% 

(2b) 4032 6.094 0.926 0.930 11.0% 25.5% 59.4% 15.4% 14.0% 

(2c) 92 6.725 0.909 0.911 7.3% 29.9% 56.6% 13.1% 11.2% 

(2d) 3464 0.221 0.926 0.771 31.9% 19.6% 63.6% 12.4% 16.8% 

(2e) 2119 4.634 0.930 0.922 10.9% 25.2% 50.0% 15. 5% 13.9% 

(2f) 4725 0.617 0.930 0.782 23.3% 21.4% 59.4% 10.5% 18.4% 

(2g) 86 6.767 0.905 0.903 9.4% 30.2% 52.4% 12.7% 11.0% 

 
All these Pareto-optimal solutions are associated with maps having different thematic and 

geometric properties. For example, Fig. 6.10 shows some details of the maps (2a)-(2g) and (2c)-
(2d). Map (2a) (Fig. 6.10a) exhibits the highest kappa coefficient of accuracy on homogeneous 
areas, but the shape of red-roof buildings is not well recognized. On the contrary, map (2g) (Fig. 
6.10b) has a smaller thematic accuracy, but better models the shape of the buildings. This behav-
ior can also be observed by a visual inspection of the maps. Map (2c) (Fig. 6.10c) has the lowest 
under-segmentation error, whereas map (2d) (Fig. 6.10d) has good over-segmentation properties, 
in spite of significant under-segmentation errors (which also affect the recognition of the shape 
of the objects). 
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(a) Detail of map (2a) 

 
(b) Detail of map (2g) 

 
(c) Detail of map (2c) 

 
(d) Detail of map (2d) 

Fig. 6.10 – Details of maps associated with different Pareto-optimal solutions (experiments with seven 

error indices in the optimization problem, Trento data set). 

B) Experiments with two error indices in the optimization problem 

In this second set of experiments, two objectives were considered in the optimization prob-
lem: 1) the kappa coefficient of accuracy on homogeneous areas, and 2) the under-segmentation 
error. This represents an example in which we would like to select the SVM model that results in 
classification maps with the best tradeoff among thematic accuracy and precision in detecting 
separate buildings (under-segmentation error). The genetic algorithm adopted for the estimation 
of the Pareto front resulted in the estimation of the ten optimal solutions reported in Table 6.6. 
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Table 6.6 – Pareto-optimal solutions estimated by the genetic algorithm for the experiment with two error 

indices (Trento data set) 

SVM parameters Error indices 
Map 

C 22σ  1-kappa (homog. areas) Under-segmentation error 

(3a) 440 4.387 6.31% 9.95% 

(3b) 155 5.836 6.66% 9.43% 

(3c) 449 4.672 5.96% 10.36% 

(3d) 799 1.177 5.61% 13.23% 

(3e) 12 6.212 8.77% 6.86% 

(3f) 24 6.455 7.01% 7.89% 

(3g) 665 1.146 4.91% 13.62% 

(3h) 667 1.145 5.26% 13.49% 

(3i) 12 6.218 8.42% 7.19% 

(3l) 19 6.059 7.71% 7.77% 

 
Fig. 6.11 shows the estimated Pareto front. The selection of one model for the SVM classifier 

(i.e., the values of C and 22σ ) depends on the requirements of the specific application. For ex-
ample, we selected three possible models from the Pareto-optimal solutions that leads to: 1) the 
map with the highest kappa coefficient of accuracy on homogeneous areas [map (3g)], 2) the 
map with the lowest under-segmentation error [map (3e)], 3) a good tradeoff between the two 
competing objectives [map (3c)]. A qualitative visual analysis of the obtained maps confirms 
that map (3g) [Fig. 6.12(a)] has some under-segmentation problems (but it has the smallest pos-
sible under-segmentation error for the obtained kappa value), map (3e) [Fig. 6.12(b)] is less un-
der-segmented (and exhibits the highest possible kappa accuracy for the value of the obtained 
under-segmentation error), and map (3c) [Fig. 6.12(c)] can be considered a good tradeoff be-
tween the two considered objectives. 
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Fig. 6.11 – Estimated Pareto-optimal solutions for the experiment with two error indices in the optimiza-

tion problem. 

 
(a) Detail of map (3g) 

 
(b) Detail of map (3c) 

 
(c) Detail of map (3e) 

Fig. 6.12 - Details of the maps associated with the three selected solutions (experiment with two error in-

dices in the optimization problem, Trento data set). 

It is worth noting that different error indices can be included in the multiobjective model se-
lection. The choice of the error indices should reflect the properties that the end-users desire to 
optimize in the classification map. Other experiments, carried out using different error indices, 
confirmed the reliability of the proposed multiobjective model-selection technique based on the 
proposed accuracy assessment protocol. 

6.6 Discussion and conclusion 

In this chapter a novel protocol for the accuracy assessment of thematic maps obtained by the 
classification of VHR images has been presented. The proposed protocol is based on the evalua-
tion of a set of error measures that can model the thematic and geometric properties of the ob-
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tained map. In particular, we presented a set of indices that characterize five different types of 
geometric errors in the classification map: 1) over-segmentation, 2) under-segmentation, 3) edge 
location, 4) shape distortion, and 5) fragmentation. The proposed geometric measures can be 
jointly used with the traditional thematic accuracy measures for a precise characterization of the 
properties of a thematic map derived by VHR images. The presented protocol can be used in 
three different frameworks: 1) assessing the quality of a classification map in an automatic, ob-
jective, and quantitative way; 2) selecting the classification map, among a set of different maps, 
that is more appropriate for the specific application on the basis of user-defined requirements; or 
3) selecting the values of the free parameters of a supervised classification algorithm that result 
in the most appropriate classification map. Regarding this latter point, we have introduced a new 
technique for tuning the free parameters of supervised classifiers that is based on the optimiza-
tion of a multiobjective problem, which results in parameter values that jointly optimize thematic 
and geometric error indices on the classification map. 

Experimental results, obtained on two VHR images, confirms that the proposed geometric 
indices can accurately characterize the properties of classification maps, providing objective and 
quantitative error measures, which are in agreement with the observations derived by a visual in-
spection of the considered maps. Moreover, the proposed approach for tuning the free parameters 
of supervised classifiers resulted effective in the selection of the free parameters of SVM classi-
fiers. This approach allows one to better characterize the tradeoff among the different thematic 
and geometric indices and to select the model in accordance with user requirements and applica-
tion constraints. 

It is worth noting that the proposed approach represents a step towards a new direction in ac-
curacy assessment of classification maps derived from VHR images. However, some issues need 
to be further studied. One open issue is related to the definition of the reference objects and the 
evaluation of geometric indices in case of adjacent objects that can not be easily separated (e.g., 
different overlapped tree crown). Other issues are related to the definition of additional geomet-
ric indices to include in the proposed protocol and multiobjective strategy for considering differ-
ent geometric properties. Moreover, as additional future developments of this research, we plan 
to extend the proposed multiobjective approach based on the evaluation of both thematic and 
geometric indices to the tuning of other variables of the classification system (not only related to 
the classification algorithm), e.g., for selecting the features to be given as input to the classifier 
or the parameters defining a post-processing, which strongly impact on the geometric properties 
of the final classification map. 
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Chapter 7 
 

7. Conclusions 
This chapter concludes the thesis by summarizing and discussing the results obtained in the 

development of the considered research topics. Finally, it gives an outlook for future works. 

7.1 Summary and discussion 

In this thesis we investigated and developed different techniques and methods for the classi-
fication of VHR and hyperspectral RS images. In particular, we addressed several issues associ-
ated to different steps in the processing chain for the automatic classification of RS images (i.e., 
feature selection, classification techniques, accuracy assessment). We considered the following 
topics: 1) selection of a subset of the original features of a hyperspectral image that exhibits, at 
the same time, high capability to discriminate among the considered classes and high invariance 
in the spatial domain of the scene; 2) classification of RS images when the available training set 
is not fully reliable; 3) active learning techniques for interactive classification of RS images; and 
4) definition of a protocol for accuracy assessment in the classification of VHR images that is 
based on the analysis of both thematic and geometric accuracy. For each considered topic de-
tailed study of the literature was carried out and the limitations of currently published method-
ologies were highlighted. Starting from this analysis, novel solutions were theoretically devel-
oped, implemented and applied to real RS data in order to verify their effectiveness. 

With respect to the first considered topic, in chapter 3 we have presented a novel feature-
selection approach to the classification of hyperspectral images. The proposed approach aim at 
selecting subsets of features that exhibit, at the same time, high discrimination ability and high 
spatial invariance, improving the robustness and the generalization properties of the classifica-
tion system with respect to standard techniques. The feature selection is accomplished by defin-
ing a multiobjective criterion function that considers the evaluation of both a standard separabil-
ity measure and a novel term that measured the spatial invariance of the selected features. In 
order to assess the invariance in the scene of the feature subset, we proposed both a supervised 
method (assuming the availability of training samples acquired in two or more spatially disjoint 
areas) and a semisupervised method (which requires only a standard training set acquired in a 
single area of the scene and which exploits the information of unlabeled pixels in portions of the 
scene spatially disjoint from the training areas). The multiobjective problem is solved by an evo-
lutionary algorithm for the estimation of the set of Pareto-optimal solutions. Experimental results 
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showed that the proposed feature-selection approach selected subsets of the original features that 
sharply increased the classification accuracy on disjoint test samples, while it slightly decreased 
the accuracy on the adjoint test set with respect to standard methods. This behavior confirms that 
the proposed approach results in augmented generalization capability of the classification sys-
tem. In particular, the proposed supervised method is effective in exploiting the information of 
the two available training sets, and the proposed semisupervised method can significantly in-
crease the generalization capabilities of the classification system, without requiring additional 
reference data with respect to traditional feature-selection algorithms. This can be achieved at the 
cost of an acceptable additional computational time. 

Concerning the second topic, in chapter 4 we have proposed a novel classification technique 
based on SVM that exploits the contextual information in order to render the learning of the clas-
sifier more robust to possible mislabeled patterns present in the training set. Moreover, we have 
analyzed the effects of mislabeled training samples on the classification accuracy of supervised 
algorithms, comparing the results obtained by the proposed CS4VM with those yielded by a 
PS3VM, a standard supervised SVM, a Gaussian ML, and a k-NN. This analysis was carried out 
varying both the percentage of mislabeled patterns and their distribution on the information 
classes. The experimental results obtained on two different data sets confirm that the proposed 
CS4VM approach exhibits augmented robustness to noisy training sets with respect to all the 
other classifiers. In greater detail, the proposed CS4VM method always increased the average 
kappa coefficient of accuracy of the binary classifiers included in the OAA multiclass architec-
ture with respect to the standard SVM classifier. Moreover, in many cases, the CS4VM sharply 
increased the accuracy on the information class that was most affected by the mislabeled patterns 
introduced in the training set. By analyzing the effects of the distribution of mislabeled patterns 
on the classes, it is possible to conclude that errors concentrated on a class (or on a subset of 
classes) are much more critical than errors uniformly distributed on all classes. In greater detail, 
when noisy patterns were added uniformly to all classes, we observed that the proposed CS4VM 
resulted in higher and more stable accuracies than all the other classifiers.  The supervised SVM 
and the PS3VM exhibited relatively high accuracies when a moderate amount of noisy patterns 
was included in the training set, but they slowly decreased their accuracy when the percentage of 
mislabeled samples increased. On the contrary, both the ML and the k-NN classifiers are very 
sensitive even to the presence of a small amount of noisy patterns, and sharply decreased their 
accuracies by increasing the number of mislabeled samples. Nevertheless, the k-NN classifier re-
sulted significantly more accurate than the ML classifier when mislabeled patterns equally af-
fected the considered information classes. When noisy patterns were concentrated on a specific 
class of the training set, the accuracies of all the considered classifiers sharply decreased by in-
creasing the amount of mislabeled training samples. Moreover, in this case, the proposed 
CS4VM exhibited, in general, the highest and more stable accuracies. Nonetheless, when the 
number of mislabeled patterns increased over a given threshold, the classification problem be-
came very critical and also the proposed technique significantly reduced its effectiveness. The 
standard SVM classifier still maintained higher accuracies than the ML and the k-NN techniques. 
The PS3VM slightly increased the accuracies of the standard SVM. Unlike the previous case, the 
k-NN algorithm resulted in lower accuracies than the ML method. This is mainly due to the fact 
that mislabeled patterns concentrated on a single class (or on few classes) alter the prior prob-
abilities, thus affecting more the k-NN classifier (which implicitly considers the prior probabili-
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ties in the decision rule) than the ML technique (which does not consider the prior probabilities 
of classes). The computational cost of the learning phase of the proposed CS4VM method is 
slightly higher than that required from the standard supervised SVM. This depends on both the 
second step of the learning algorithm (which involves an increased number of samples, as semi-
labeled context patterns are considered in the process) and the setting of the additional parame-
ters in the model-selection phase. However, the additional cost of the proposed method concerns 
only the learning phase, whereas the computational time in the classification phase remains un-
changed. 

In Chapter 5 we investigated the use of batch mode active learning for the interactive classi-
fication of RS images. Query functions based on MCLU and BLU in the uncertainty step, and 
ABD and CBD in the diversity step have been generalized to multiclass problems and experi-
mentally compared on two different RS data sets. Furthermore, a novel MCLU-ECBD query 
function has been proposed. This query function is based on MCLU in the uncertainty step and 
on the analysis of the distribution of most uncertain samples by means of k-means clustering in 
the kernel space. Moreover, it selects the batch of samples at each iteration according to the iden-
tification of the most uncertain sample of each cluster. In the experimental analysis we compared 
the investigated and proposed techniques with state-of-the-art methods adopted in RS applica-
tions for the classification of both a VHR multispectral and a hyperspectral image. By this com-
parison we observed that the proposed MCLU-ECBD method resulted in higher accuracy with 
respect to other state-of-the art methods on both the VHR and hyperspectral data sets. It was 
shown that the proposed query function is more effective than all the other considered techniques 
in terms of both computational complexity and classification accuracies for any h value. Thus, it 
is actually well-suited for applications which rely on both ground survey and image photointer-
pretation based labeling of unlabeled data. The MCLU-ABD method provides slightly lower ac-
curacy than the MCLU-ECBD; however, it results in higher accuracies than the MS-cSV, the 
EQB as well as the KL-Max techniques. Moreover, we showed that: 1) the MCLU technique is 
more effective in the selection of the most uncertain samples for multiclass problems than the 
BLU technique; 2) the ( )diffc x  strategy is more precise than the min ( )c x strategy to assess the 
confidence value in the MCLU technique; 3) it is possible to have similar (sometimes better) 
classification accuracies with lower computational complexity when selecting small batches of h 
samples rather than selecting only one sample at each iteration; 4) the use of both uncertainty 
and diversity criteria is necessary when h is small, whereas high h values do not require the use 
of complex query functions; 5) the performance of the standard CBD technique can be signifi-
cantly improved by adopting the ECBD technique, thanks to both the kernel k-means clustering 
and the selection of the most uncertain sample of each cluster instead of the medoid sample.  

In chapter 6 we have proposed a novel protocol for the accuracy assessment of thematic maps 
obtained by the classification of VHR images. The proposed protocol is based on the evaluation 
of a set of error measures that can model the thematic and geometric properties of the obtained 
map. In particular, we presented a set of indices that characterize five different types of geomet-
ric errors in the classification map: 1) over-segmentation, 2) under-segmentation, 3) edge loca-
tion, 4) shape distortion, and 5) fragmentation. The proposed geometric measures can be jointly 
used with the traditional thematic accuracy measures for a precise characterization of the proper-
ties of a thematic map derived by VHR images. The presented protocol can be used in three dif-
ferent frameworks: 1) assessing the quality of a classification map in an automatic, objective, 
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and quantitative way; 2) selecting the classification map, among a set of different maps, that is 
more appropriate for the specific application on the basis of user-defined requirements; or 3) se-
lecting the values of the free parameters of a supervised classification algorithm that result in the 
most appropriate classification map. Regarding this latter point, we have introduced a new tech-
nique for tuning the free parameters of supervised classifiers that is based on the optimization of 
a multiobjective problem, which results in parameter values that jointly optimize thematic and 
geometric error indices on the classification map. Experimental results, obtained on two VHR 
images, confirms that the proposed geometric indices can accurately characterize the properties 
of classification maps, providing objective and quantitative error measures, which are in agree-
ment with the observations derived by a visual inspection of the considered maps. Moreover, the 
proposed approach for tuning the free parameters of supervised classifiers resulted effective in 
the selection of the free parameters of SVM classifiers. This approach allows one to better char-
acterize the tradeoff among the different thematic and geometric indices and to select the model 
in accordance with user requirements and application constraints. 

7.2 Concluding remarks and future developments 

In this research activity we developed techniques and approaches that can significantly im-
prove the capability to automatically analyze and extract information from VHR and hyperspec-
tral images. We addressed several issues related to feature selection for hyperspectral images, 
classification of VHR and hyperspectral data, and the definition of a novel protocol for the accu-
racy assessment of thematic maps obtained by the classification of VHR images. Moreover, we 
addressed operational problems related to the classification of RS images in real conditions 
where often the available reference samples are few and not completely reliable. The proposed 
methodologies contribute to a more effective use of last generation of RS data in many real-
world applications related to the monitoring and the management of environmental resources. 

Following the direction towards a more effective exploitation of last generation of RS images 
in real applications, several issues remain open and need to be addressed in future developments. 
Here, we identify (among the others) the following topics of interest: 1) feature selec-
tion/extraction in the kernel space for robust and accurate classification of hyperspectral images 
with kernel methods (e.g., support vector machine); 2) feature extraction methods for the classi-
fication of VHR images based on thematic and geometric accuracy indices; 3) classification 
techniques capable to jointly exploit the information of panchromatic and hyperspectral bands 
acquired satellites sensors; 4) classification of multi-temporal series of VHR or hyperspectral 
images with active learning and domain adaptation techniques for an automatic update of land-
cover maps. 


