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Abstract 

๠e average age of strategic constructions in the Western world is becoming higher 
and higher. Many of these structures need inspection, maintenance or replacement, 
resulting in significant costs. ๠e accurate estimate of structural condition can make 
operators optimize the allocation of resources. Nowadays, the progress of technology 
and machine learning has made structural health monitoring appealing to the agencies 
that manage important structures. ๠is has encouraged the research community in the 
study of new structural health monitoring methods. In spite of this, the use of 
monitoring data is often disregarded by practitioners, who still prefer to gather more 
information and then act based on experience. Similarly, unlike the design of civil 
structures, the design of structural health monitoring systems is carried out based on 
heuristics rather than on rigorous evaluations of the expected monitoring system 
effectiveness. In this doctoral thesis, I apply expected utility theory for the 
development of decision support systems to be used in structural health monitoring 
and I develop a procedure for the design of structural health monitoring systems that 
follows the scheme of semi-probabilistic structural design. ๠e use of monitoring data 
in a decision support system that implements expected utility theory financially 
optimizes the management of civil structures. ๠e proposed monitoring system 
design method enables practitioners to design monitoring systems using their 
experience and guarantees that the installation of a monitoring solution is financially 
convenient. I present the mathematical formulation for monitoring-based decision 
support systems and monitoring system design. ๠en, I propose the numerical 
algorithms for the development of monitoring-based decision support systems and 
solutions for monitoring data analysis. Finally, the proposed methods are applied to 
three case studies, which enabled me to discuss the application in real life and the 
hypotheses. ๠e applications show also the feasibility of the proposed approaches and 
test the numerical algorithms. 
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1 Introduction 

๠e definition of structural health monitoring (SHM) is still debated by the academic 
community and there is not a unique view of the SHM paradigm. Sohn et al. [1] refer 
to SHM as “the process of implementing a damage detection strategy for aerospace, 
civil and mechanical engineering infrastructure”. ๠e monitoring process can be 
periodic or continuous. In some cases, SHM is implemented to monitor the long-term 
behavior of a structure; in others, SHM seeks information about a structure 
immediately after extreme events such as earthquakes or structural rehabilitation. 
SHM of civil structures has been increasingly studied since the early 1980s [2] due 
to the financial benefits that may result from obtaining precise information on the 
structural state. Major applications of SHM include offshore installations, buildings, 
towers, nuclear installations, tunnels and bridges [3]. In 2010, 69,223 out of 604,485 
(11.5%) bridges longer than 20 ft in the US were structurally deficient [4]. As the 
average age of bridges and strategic constructions in the Western world becomes 
higher, many of these structures need frequent inspections, maintenance and 
replacement. Whereas, in the past, maintenance and repair were performed on as-
needed basis [5], an accurate estimate of the structural condition can assist operators 
in a better allocation of the available resources and save money as a result. SHM can 
be used to evolve from the current time-based maintenance philosophies into the 
more cost effective condition-based maintenance philosophies [2]. Moreover, SHM 
can expedite the current slow post-earthquake risk assessment procedures [6]. 
However, SHM of civil structures is also challenging. Monitoring of rotating and 
reciprocating machinery, known as condition monitoring (CM), is easier mostly due 
to minimal environmental variability and well-defined damage types [2]. Monitoring 
of civil structures is difficult because of the complexity of the structural elements, 
variability of the damage scenarios and uncertainty that affects the properties of 
materials. Instrumenting strategic constructions usually requires a large number of 
sensors and expensive instrumentation, while the monitoring data will be inevitably 
affected by the uncertainties due to the operational and environmental conditions [7]. 
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Nowadays, progress in technology and new methods for data analysis have 
made SHM appealing to operators of important structures and have encouraged the 
academic community in research. After the development of robust sensor technology, 
the aim of research is now to integrate SHM into more comprehensive processes such 
as damage prognosis [6] and to interpret structural performance while supplementing 
the subjective human element [3]. 

1.1 Motivation 

In SHM, decision-making is usually regarded as something that automatically 
follows a prediction of the structural state (e.g. “damaged” or “undamaged”). 
However, the output of monitoring systems is always affected by severe uncertainty, 
which is not always quantified. ๠us, operators and technicians often employ precious 
resources to acquire further information on the monitored structure and eventually 
take decisions disregarding the output of the monitoring system. Instead, in order to 
optimize the use of monitoring data, the acquisition of measurements should be 
followed by an analysis that considers the costs of the available management policies 
and of the outcomes. 

A similar inconvenience also affects the design process of SHM systems. ๠e 
decision to implement SHM, the type of sensors and the number of sensors in the 
monitoring system concept are usually chosen based on the designer’s experience and 
heuristics. Instead, the identification of the SHM strategy to apply should follow a 
quantitative evaluation of the tentative monitoring systems. 

In this thesis, I formalize a model of decision support system (DSS) that 
optimizes the use of monitoring data and drives decision-making based on SHM. 
Moreover, I develop a novel approach to the design of SHM systems (monitoring 
system design), which follows the scheme of semi-probabilistic structural design and 
enables practitioners to quantitatively predict the effectiveness of a monitoring 
system concept. 

1.2 Decision theory for structural health monitoring 

DeGroot, in 1970, defined decision theory as “the class of statistical problems in 
which the statistician must gain information about certain critical parameters in order 
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to be able to make effective decisions in situations where the consequences of his 
decisions will depend on the values of these parameters” [8]. In SHM, we acquire 
information to improve our capabilities of taking optimal decisions about the 
monitored structure, where the term “optimal decisions” usually stands for financially 
optimal choices. From this perspective, it seems logic that an application of decision 
theory must follow the acquisition of data from any monitoring system. Nevertheless, 
in the SHM community, optimal strategies are often considered as implicitly provided 
by the probabilistic analysis of the data, without the need to consider the financial 
outcomes of each possible scenario that concerns the monitored structure. 

In the development of the SHM-based DSS that I propose in §3 of this 
dissertation, I apply expected utility theory (EUT) after Bayesian inference in order 
to identify financially optimal decisions. As a result, the optimal actions are identified 
not only based on the condition of the monitored structure, but also on the direct and 
indirect costs that would follow the realization of each possible structural state. By 
implementing EUT along with Bayesian inference, we obtain a function – a classifier 
– that correlates the measurements provided by the monitoring system to financially 
optimal actions. With this classifier, SHM-based DSSs identify the actions that have 
to be suggested to operators immediately after the measurements coming from the 
monitoring system become available. 

๠e paradigm of SHM proposed by Farrar et al. [9] includes: 

1. operational evaluation; 

2. data acquisition, normalization and cleansing; 

3. feature selection and information condensation; 

4. statistical model development for feature discrimination. 

Operational evaluation is performed before the installation of the monitoring system 
and it analyzes the condition in which SHM will be implemented. In data 
normalization, changes in the measurements due to damage are separated from the 
effects of operational and environmental conditions. In data cleansing, we select the 
data that will be considered in the following steps. Feature selection and feature 
discrimination are processes in which damage sensitive features are calculated from 
the monitoring data in order to identify possible damages. ๠e proposed SHM-based 
DSS takes the monitoring data as an input after normalization and cleansing, and 
suggests financially optimal actions as an output. 
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In continuous monitoring, the proposed DSS is included in the SHM process 
as depicted by Figure 1.1. ๠e measurements, which are observations provided by the 
monitoring system, come from the sensors installed on the monitored structure. ๠e 
reading units control the sensors and acquire the raw monitoring data, which are 
stored in a database. ๠en, an algorithm performs data normalization and cleansing. 
Finally, the DSS identifies the optimal action the agent should undertake. 

1.3 Decision theory for the design of structural health 
monitoring systems 

Monitoring design is a decision problem in which we have to choose a monitoring 
system concept among different alternatives, including the option of not to do SHM 
at all. Since the purchase and installation of a monitoring system always come with 
a cost, we may think that the optimal choice will be always the decision to install the 
cheapest monitoring system or not to install any system. However, SHM improves 
our capabilities of taking wiser choices, and repeatedly taking wiser choices leads to 
an average reduction in our expenditure. With EUT, we can quantify the value of 
information (VOI) a monitoring system concept is expected to produce by calculating 
the change in the expected utility due to the measurements. ๠is approach was 
proposed by Raiffa and Schlaifer [10] for the design of experiments and requires an 
estimate of the financial outcomes that follow each combination of actions and 
structural conditions, besides the definition of a utility function that encodes the risk 
aversion of the decision-maker. ๠ese outcomes usually include direct and indirect 
costs of structural damages, which are difficult to calculate before damages actually 
occur. Practitioners need a more straightforward approach, similar to that of semi-
probabilistic structural design in which they calculate the capacity of the structure 
and compare the capacity with a value of demand prescribed by a design code. 

 
Figure 1.1. Holistic view of structural health monitoring with decision support system. 
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In §5 of this dissertation, I start from the Raiffa and Schlaifer’s VOI-based 
experiment design approach and I develop a performance-based monitoring system 
design method, whose scheme reproduces that of semi-probabilistic structural design. 
In the proposed formulation, the VOI is used to calculate the required monitoring 
effectiveness, which I call demand. However, the demand can be prescribed by design 
codes for groups of monitoring problems. Instead, the calculation of the effectiveness 
of a monitoring system concept, which I call capacity, can be done through pre-
posterior analysis using only Bayesian logic. Demand and capacity can be assessed 
in the design stage, before actually installing the monitoring system. Demand and 
capacity are defined as the covariance matrix that characterize the distribution of the 
state parameters a posteriori, i.e. after the acquisition of the monitoring data. ๠ese 
parameters are damage sensitive features of the monitored structure such as stiffness 
or natural frequencies, which usually have a physical meaning. ๠erefore, besides the 
proposed performance-based monitoring system design follows an approach that is 
similar to semi-probabilistic structural design, it also lets designers judge the 
calculated values of capacity and demand with their experience, as they do in 
structural design. 

1.4 Overview 

In the second chapter of this thesis, I review the current state of the art that regards 
the implementation of Bayesian logic and EUT in SHM. ๠e analysis of the literature 
evidenced the need to formalize the application of EUT to decision-making based on 
monitoring data and the need for a method of monitoring system design applicable 
by practitioners in real life. 

In §3 of this thesis, I introduce the reader to the problem of SHM-based 
decision-making, define the variables involved in in the analysis of monitoring data, 
present Bayesian inference and describe the application of EUT to SHM. ๠e result 
of the implementation of Bayesian inference and EUT in SHM is a classifier that 
provides the financially optimal action based on any possible combination of the 
measurements. In the next chapter, I present some considerations on data 
normalization, data cleansing and on the development of SHM-based DSS programs 
working with real-life data. ๠en, I propose the algorithms for Bayesian inference 
and Monte Carlo simulation that are contained in the literature. 
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In §5 of this thesis, I develop the performance-based monitoring system design 
method. After the formal definition of capacity and demand, I propose: (1) a criterion 
for the comparison of capacity and demand; (2) a Monte Carlo simulation that can be 
used to predict the capacity of a monitoring system concept based only on 
information a priori; (3) an approach based on the propagation of uncertainty that 
can be used in some circumstances instead of the Monte Carlo simulation for the 
calculation of capacity. 

In §6 of this dissertation, I show the development of a SHM-based DSS for a 
real-life case study – Colle Isarco Viaduct. ๠e viaduct, located in northern Italy, was 
instrumented with prisms for topographic measurements, resistance thermometers 
(RTDs) and fiber-optic sensors (FOSs) for the measurement of strain. ๠e technical 
specifications and the architecture of the monitoring system is presented. ๠en, I 
present the measurements of displacement acquired from the topographic network 
and the temperature measurement obtained using the RTDs. ๠e strain measurements 
of the FOSs were not available when this thesis was written. Finally, I show the 
equation of the classifier that defines the DSS and present some results. 

In §7 and §8 of this thesis, I apply the performance-based monitoring system 
design method to two real-life case studies. In the first example, the case study regards 
SHM of the cables of Adige Bridge, a cable-stayed bridge located in northern Italy. 
๠e monitoring system design was aimed to predict the uncertainty that would affect 
the tension of the stay cables, if the tension were calculated from the orthogonal 
accelerations provided by a single accelerometer. Since the tension can be calculated 
based only on the first mode of the cable, I could calculate the expected standard 
deviation of the tension through both the Monte Carlo simulation and uncertainty 
propagation. 

In §8 of this dissertation, the case study is the monitoring problem of Wayne 
Overpass. ๠e neutral axis and the curvature of one of the bridge steel girders had to 
be calculated based on two measurements of strain acquired from FOSs. In this case, 
the expected performance of the monitoring system concept could not be calculated 
using uncertainty propagation. However, I could use the Monte Carlo simulation to 
implement performance-based monitoring system design and I could apply the 
method for the comparison of capacity and demand that I proposed for multi-
parameter monitoring system design. 

A summary and a discussion of the results are presented at the end of each 
chapter except in this introduction. Finally, the last chapter presents comprehensive 
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conclusions, discusses the outcome of the research project and predict the impact of 
the findings. 
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2 State of the art 

SHM is a research topic that has gained a lot of interest by academia and industry in 
the last decades. Some definitions and approaches to SHM are universally accepted 
by the research groups in the field, others change from school to school. ๠ere is a 
strong tradition of research in sensor technology and in damage identification 
techniques, but some groups also focus on probabilistic data analysis and optimal 
sensor placement (OSP). In this chapter, I introduce the terms that are commonly 
used in SHM and the SHM techniques that mostly influenced the current state of the 
art. 

During my research project, I used EUT to define a framework for the 
development of SHM-based DSSs and a performance-based monitoring system 
design procedure. My literature review is focused on those approaches that were 
closely related to my research interests and on those contributions that were based on 
the same theories. In the first section, I present the meaning of structural monitoring 
of civil structures. ๠en, I introduce Bayesian logic in the form recognized by most 
of the literature sources and, finally, I present the current state of the art, the issues 
and the criticisms that regard the implementation of EUT in SHM. 

2.1 Data acquisition and structural health monitoring 

SHM should not be regarded as the mere use of a monitoring system. Whereas 
running a monitoring system just indicates the acquisition of data through the sensor 
and the physical devices installed on the structure, SHM includes the acquisition of 
data as well as the analysis performed in order to assist the agent who manages the 
monitored structure. 

Every monitoring system includes sensors and reading units, which are the 
components that affect the precision of the raw measurements. Sensors are sources of 
information and are considered as objects that convert physical quantities (e.g. 
displacements, strains, temperatures and accelerations) into a signal that can be 



Carlo Cappello – Theory of Decision Based on Structural Health Monitoring 
 

 
10 

acquired by the reading units. Depending on the quantity that needs to be measured, 
there are different types of sensors that can be employed. A monitoring system can 
have one or more reading units, depending on the number of sensors that need to be 
connected and on how many types of sensors are in the system. ๠e reading units 
acquire the signal (e.g. voltage or light spectrum) from the sensors and usually encode 
the signal into a stream of bits that is sent to a computer. Reading units and computers 
communicate through an interface. Examples of interfaces are Ethernet, universal 
serial bus (USB), Wi-Fi and RS-232. ๠e choice of sensors and reading units 
influences the type and precision of measurements. In the following, I present the 
well-established definitions of the most important specifications of monitoring 
systems [11]. 

• Sensitivity. ๠e sensitivity is the ratio between the variations in the 
encoded measurements and the variations of the measured quantity. 

• Resolution. ๠e resolution is the minimum variation in the measured 
quantity that can be detected by the monitoring system. 

• Accuracy. ๠e accuracy is defined as the difference between the 
measurements and the true values of the measured quantity. In 
statistical terms, it represents a systematic error or bias. 

• Precision. ๠e precision is the random error that affects each 
measurement. It can be quantified, for example, by repeating the 
measurement without changing the measured quantity and can be 
expressed with the standard deviation of the resulting distribution. ๠e 
precision indicates the magnitude of noise introduced by a particular 
combination of sensors and reading units. 

• Dynamic range. It is the ratio between the maximum and the minimum 
magnitude of the measured quantity that can be read by the monitoring 
system. 

• Stability. It is the property of the monitoring system to provide the same 
measurement in time, without variations in the measured quantity. If a 
monitoring system configuration is not stable, the measurements may 
experience a drift in time and their accuracy decreases. 
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After data are collected by the reading units, the raw measurements are stored in a 
database and are ready for the analysis. 

What should happen to the monitoring data after the acquisition depends on 
the approach. ๠ere is not a unique opinion on if SHM should include also techniques 
for damage prognosis [6], the calculation of the probability of failure, or the 
calculation of a classifier for the automatic identification of financially optimal 
decisions. Lynch [12] distinguishes SHM from structural monitoring based on 
whether the structural health is actually assessed. Sigurdardottir, in her doctoral 
thesis [13], analyzed [2], [14] and [15], and formulated this general definition of 
SHM: “SHM is the process of periodically or continuously measuring structural 
parameters over time and the analysis of these measurements with the ultimate aim 
of providing actionable information of structural health and performance for 
engineers, managers and decision-makers”. ๠ese views forecast that comprehensive 
SHM approaches should include the estimation of structural reliability and support 
decision-making. However, this is in contrast to what happens in real life. 

Herein, I propose a general framework for SHM-based DSSs that implement 
well-established probability theories in order to analyze monitoring data and identify 
optimal management strategies. In the development of SHM-based DSSs, first, 
monitoring data are analyzed by application of Bayesian logic for the identification 
of the structural condition. ๠en, EUT is used to identify the financially optimal 
action that the decision-maker should take. In the next section, I present and discuss 
the state of the art regarding Bayesian inference, focusing on the application to SHM. 
๠en, I present the contributions in the field of SHM that already uses EUT for bridge 
management and OSP. 

2.2 Bayesian logic for structural health monitoring 

For a long time, the SHM community studied techniques for damage identification 
from the deterministic standpoint. ๠e effort of researchers focused on the 
development of novel sensor technologies and accurate models, while damage 
identification was performed based on heuristics or using non-probabilistic classifiers 
such as support vector machines [16]. Although the use of accurate models and 
effective sensors is crucial, all the deterministic approaches are useless if we need to 
know the uncertainty of the results (e.g. the probability of failure) or if we need to 
take decisions based on monitoring data. Moreover, we cannot judge whether a SHM 
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method is worth the costs simply by quantifying model and sensor precision. Instead, 
we need to take into account all the sources of uncertainty and study how much the 
uncertainties together affect the damage sensitive features. 

๠e application of Bayesian logic enables us to take into account different 
sources of information about the monitored structure in order to estimate the most 
probable structural state and the probability of misclassification, i.e. the confusion 
matrix [17] of the structural states. In SHM based on Bayesian logic, the information 
about a monitored structure may come from one or more of the following sources: 

1. measurements acquired by sensors; 

2. documents that are produced during the structural design of the 
monitored structure; 

3. reports containing results of inspections and tests performed on the 
monitored structure; 

4. engineering experience. 

With Bayesian logic, we can merge all the sources above and obtain the most precise 
estimate of the structural condition, which is provided by means of probability 
distributions. Using the Bayes’ theorem [18], the probability of the state of the 
structure after acquiring data is proportional to the product between the probability 
of observing the data, given the state, and the probability of the state before acquiring 
the data: 

( ) ( ) ( )| |p state data p data state p state∝ ⋅ . (2.1)

๠e probability p(state|data) is called posterior probability, p(data|state) is called 
likelihood function and p(state) is called prior probability. ๠e data are usually a 
vector or matrix with the measurements coming from sensors, tests or inspections. 
๠e state is usually a class that represents the condition of the structure (e.g. 
“damaged” and “undamaged”) or a set of parameters that represent the structural 
condition (e.g. stiffness and natural frequencies). 

Bayesian logic has been increasingly implemented in SHM techniques during 
the last decade. Vanik et al. [19] showed how Bayesian statistics can be used to 
estimate, from modal parameters, the probability that the stiffness of a structure is 
less than a predefined value. Where the “predefined value” was a fraction of the model 
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stiffness corresponding to the pristine condition of the structure. Vanik et al. assumed 
that a high value of probability of reduction in the stiffness indicates a damage. A 
later paper by Beck and Au [20] proposed an adaptive Markov chain Monte Carlo 
(MCMC) simulation, based on the Metropolis-Hastings algorithm, to perform 
Bayesian inference for system identification based on SHM data. Enright and 
Frangopol [21] showed how engineering judgement and data from inspections 
performed on reinforced concrete (RC) bridges can be combined to assess the bridge 
conditions. Enright and Frangopol studied how inspections influence the estimate of 
time-variant bridge reliability. Sohn and Law [22] present a Bayesian probabilistic 
approach for damage detection, with application to multi-storey frame structures. In 
their work, they applied Bayesian logic to assess the modal parameters of structures 
and then to identify the locations of multiple damages. 

In 2015, I published a paper [23], in which we showed how data from a SHM 
system can be combined with knowledge coming from different sources, including 
finite element model (FEM) analysis results, topographic surveys and engineering 
experience. Sources other than measurements were included trough prior 
probabilities in the Bayesian inference. We analyzed the strain data of the cables of 
Adige Bridge, a cable-stayed bridge built in 2008 near Trento, Italy. ๠e aim of the 
analysis was to study the results provided by Bayesian inference when the Bayes’ 
theorem is implemented in SHM for the calculation of both the parameters that 
characterize the structural behavior and the structural state class. In the paper, we 
showed that the influence of the information considered through prior probabilities is 
big when we take into account little data and decreases as more measurements are 
included in the Bayesian inference. 

Despite the effectiveness in the identification of the most probable structural 
state, the output of Bayesian inference per se does not help operators in managing a 
structure. Indeed, decision-making does not depend only on the probability of the 
different scenarios that may occur; decisions are affected also by the consequences 
that may result from different combinations of actions and scenarios. When a bridge 
manager evaluates the option of closing a bridge that may be damaged with a certain 
probability, he considers also the loss due to a possible structural failure and the loss 
due to a possible bridge downtime. ๠is is the reason why SHM-based DSSs that 
provide suggestions for structure management must be based on a model that takes 
into account losses and gains that may result from all the possible scenarios. EUT 
does exactly this and it has been employed already in medicine and finance, in which 
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the estimation of costs and probabilities is easier due to a large amount of available 
data. 

2.3 Expected utility theory for structural health monitoring 

In order to develop SHM-based DSSs that assist operators by providing actions 
regarding the management of the monitored structure (e.g. “do nothing”, “close the 
bridge”, “send inspector”), we need to implement EUT and take into account the 
losses that may result from all the possible combinations of actions and structural 
states. With EUT, the weight of each available action depends on: 

1. the probability of the scenarios that may occur after the action is 
taken; 

2. the quantification of the consequences of each possible scenario; 

3. the risk aversion of the stakeholders. 

In SHM, scenarios are defined by structural states, and their probability can be 
calculated using Bayesian inference, as presented in the preceding section. ๠e 
quantification of the consequences is called outcome and is usually expressed in 
monetary terms, i.e. with a currency such as EUR or USD. Outcomes usually include 
direct costs, like the cost of repairing the structure or sending an inspector to take 
more information about the structural state, and indirect costs, which include the 
impact of events on environment and society. ๠e stakeholders can be identified in 
structure owners, infrastructure operators, technicians or in the society. ๠eir risk 
aversion is considered by using a function called utility function, which takes an 
outcome as an argument and provides the corresponding utility as an output. More 
formally, if each statei occurs with a probability p(statei) and results in costi after that 
action a is taken, the expected utility of a is 

( ) ( )
1

N

a i i
i

EU p state utility cost
=

= ⋅ , (2.2)

where N is the number of states that may occur after action a. ๠e utility decreases as 
its argument – the cost – increases. 

EUT can improve risk-based management [24] by taking into account the risk 
aversion of the stakeholders. In classic risk-management, decisions are driven by risk, 
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which is the expected monetary value associated with a given action a [25] [26]. ๠e 
technical definition of risk is: 

( )
1

N

a i i
i

risk p state cost
=

= ⋅ . (2.3)

๠e use of expected utility instead of risk enables us to identify management policies 
that better satisfy the stakeholders when the consequences of some events are 
extreme. ๠erefore, since the structural failure of a bridge or a building involves 
major direct and indirect costs, EUT is more appropriate in the management of civil 
engineering facilities. 

EUT was born as an attempt to model people’s preferences in presence of 
uncertain consequences. Daniel Bernoulli, in his article of 1738 [27] [28], argued that 
people in risk-taking situations did not seek the maximum monetary expected value. 
Instead, he suggested that the choices must have been based on the utility of the 
monetary consequences rather than the monetary consequences themselves [29]. He 
also defined the expected utility as “moral expectation”. ๠e promising Bernoulli’s 
hypothesis evolved in the von Neumann-Morgenstern utility theory [30] presented in 
1947. ๠e literature contains many contributions showing applications of EUT, but 
also criticisms to the axiomatic hypotheses of the theory. ๠e most suitable 
formulation of EUT for the application to SHM is that proposed by Raiffa and 
Schlaifer [10], in 1961. ๠e axiom of the von Neumann-Morgenstern utility theory, 
represented by (2.2), was used also in civil engineering and SHM. However, a 
rigorous framework that implements EUT in SHM for the development of SHM-
based DSSs is still missing.  

๠e civil engineering community has implicitly recognized EUT for years. For 
example, Melchers, in his seminal book Structural Reliability Analysis and 
Prediction [31] published in 1999, states that “the objective of structural engineering 
design may be taken reasonably to be the maximization of the total expected utility 
of the structure […]”. ๠e formulation of VOI proposed by Raiffa and Schlaifer [10] 
has attracted those operating in SHM because it enables us to assign a monetary value 
to the measurements acquired through a monitoring system. ๠erefore, it enables who 
designs the system to optimize his monitoring strategy [32]. ๠e use of VOI for 
assessing the advantages of monitoring has been extensively recognized by the SHM 
community [33] [34]. 
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EUT has been applied also to the optimization of infrastructure management 
(IM) policies. However, although the approaches to IM available in the literature 
appear to be rigorous and might be successfully applied for major structures, the 
feasibility of implementing complex models in SHM-based DSSs for operational 
civil structures still remains to be proven. For its practical application, I found very 
inspiring the methodology proposed by Mussi [35] in his article “Putting value of 
information theory into practice: a methodology for building sequential decision 
support systems”. Mussi proposed a method in which a DSS is built by extending a 
Bayesian network with nodes representing the utility. In this way, the solution of the 
network automatically provides the expected value of each choice, because each 
choice affects the variables in the system that in turn provide the optimal action. 
Although Mussi’s method is very straightforward and looks promising for application 
in real life, it is not in a form that can be implemented in SHM. Due to the high 
magnitude of aleatory and epistemic uncertainties [36] involved in the SHM 
problems, any DSS that is based on SHM data needs a general robust framework for 
the quantification of the probability of each structural state. Moreover, the 
probabilistic analysis of structures usually requires complex models that need to be 
studied with numerical algorithms or, when they are very complex, with 
approximated metamodels [37]. 

In the following sections, I present the issues that may arise from the 
application of EUT to SHM and the tentative solutions that are proposed by the 
literature. Finally, I review the contributions in which EUT was applied to civil 
engineering and SHM. 

2.3.1 Expected utility theory for societal decision-making 

Decision-making in civil engineering should “serve society and hence the individuals 
of society to maintain or even improve their quality of life” [38]. One of the questions 
that usually arises when we implement EUT in civil engineering problems regards 
the consideration of the impact of structural failure on the environment, society and 
of intergenerational effects. Faber and Maes [38] identified the classes of 
consequences that concern civil engineering structures, such as buildings or bridges. 
An event may occur with a certain probability that can be calculated using either 
Bayesian inference or a simple frequentist approach. If the considered event occurs, 
the structure, the environment and the society may be positively or negatively 
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affected. ๠is happens also with a certain probability, given that the event occurs. 
Faber and Maes [38] call these types of events exposure events, and they identify 
three type of consequences: one direct and two indirect. ๠ey define vulnerability the 
probability of an event that results in direct consequences. Direct consequences are: 
immediate casualties, physical damage of the assets and damage of the environment. 
๠ey define robustness the capability of the structure to avoid indirect consequences. 
Indirect consequences are of two types. ๠e first type are “event-imposed 
consequences”, which are loss of performance and costs due to the impossibility of 
using the structure or part of the structure. ๠e second type are “societal-imposed 
consequences”, which occur due to the change of the public perception about the 
exposure events. Whereas direct consequences are relatively easy to assess, it is 
difficult to quantify the indirect costs that stem from the impossibility of using a 
structure, and it is even more difficult to quantify the impact of damages on the 
environment or the losses due to a change in the public opinion. 

SHM is usually performed for the management of bridges and other strategic 
structures, whose behavior is of huge impact on the environment and society. 
๠erefore, I reviewed the methods that can be used to estimate the indirect costs that 
result from closing a road bridge and address the indirect costs of casualties. ๠e 
indirect costs of a bridge downtime are the sum of the road user costs (RUCs). ๠e 
cost of human life is estimated by evaluating the impact of deaths or major injuries 
on the society’s gross domestic product (GDP). 

Road user costs 

Closing a bridge forces the infrastructure operator to reroute the traffic that was going 
to use the structure. ๠e costs of forced traffic flow due to lane closures, road closure 
and posted speed are not direct costs to the manager’s budget, but affect the society 
because are costs to the road users. In sustainable decision-making, the total expected 
cost to the road users stemming from an action of the infrastructure operator should 
be considered. 

๠ere are reliable procedures to calculate the RUCs due to road or lane closures 
that may result from altering the traffic flow on a monitored bridge. ๠ese RUCs can 
be used in SHM-based decision-making to calculate the utility of those conditions in 
which the traffic on the monitored structure is limited. 

According to the Road User Cost Manual of the New Jersey Department of 
Transportation [39], the RUCs depend on the vehicle class. For simplicity, traffic can 
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be divided in cars and trucks. For all traffic, five major sources of RUCs can be 
reliably assessed. 

• Work zone delay. ๠e cost due to work zone delay stems from the 
additional time required to traverse a work zone. ๠is cost usually 
occurs because a speed lower than normal speed is posted in the work 
zone. 

• Queue delay. ๠e cost from queue delay is due to the additional time 
required to creep through a queue when the traffic flow is forced. 

• Queue idling vehicle operating costs. Queue idling vehicle operating 
costs are those costs that are due to the irregular driving (“stop and 
go”) throughout the queue. ๠ese operating costs depend on the cost 
of fuel, oil, maintenance and depreciation [39]. 

• Circuity vehicle operating costs. ๠ese costs occur when the traffic 
flow is forced in a detour. Circuity vehicle operating costs are those 
costs that stem from the additional distance imposed by the detour. 

• Circuity delay. ๠e cost from circuity delay is due to the time required 
to drive throughout the excess distance imposed by a detour. 

Life quality and cost of casualties 

Faber and Rackwitz [40] proposed to use the life quality index (LQI) in order to 
account for human life in decision-making. Assuming a GDP pro capita g, a life 
expectancy l, and that w is the fraction of l devoted to paid work, the LQI Lq is 

,
1

q

q
g l wL q

q w
⋅= =

−
. (2.4)

By following the approach of Faber and Rackwitz [40], we can maximize the LQI 
and obtain that, in the stationary point, small variations δg in the pro-capita GDP and 
small variations δl in the life expectancy are related through the equation 

g lg
q l

δδ− = ⋅ . (2.5)
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Now, let me say that a choice of costs z changes the life expectancy of Δl, but does 
not change w and g. Based on (2.5), we can conclude that it improves the overall life 
quality of a society if 

g lz
q l

Δ< ⋅ . (2.6)

Otherwise, the same choice worsens the overall life quality of a society. ๠e right-
hand term of (2.6) can be used in EUT application as a quantification, in monetary 
terms, of variations in the life expectancy. 

๠e presented approach is a simplified model, which assumes that the value of 
a human life in a society is quantified through the contribute of an individual to the 
GDP. Equation (2.6) also assumes that the contribute to the GDP of an individual 
decreases in proportion to the life expectancy. ๠is results from the fact that g and q 
are constants in (2.6). To me, this is reasonable for small values of Δl, and (2.6) 
cannot be used to calculate the costs of casualties. Instead, the cost of human losses 
should be regarded as the value of statistical life (VSL), which ideally represents the 
amount of money that a society evaluates a human life. ๠e VSL mostly depends on 
the country. Faber and Rackwitz [40] report that, for societies in the western world, 
the VSL is in the range of €4 million to €6 million. ๠e US Food and Drug 
Administration estimated the VSL in US$7.9 million; the US Department of 
Transportation estimated the VSL in UD$6 million [41]. In spite of this estimates, 
the analysis of society decision-making often results in much lower VSL. Ashenfelter 
and Greenstone [42], found that, in 1987, the US government raised the speed limit 
from 55 mph to 65 mph. ๠is increased the fatality rate by 35%, but also resulted in 
saving of 125,000 hours per lost life. If the saved time were evaluated in terms of 
average hourly wage and assuming that the government had correctly forecasted the 
fatality rate increment, we would obtain that the VSL implicitly assumed during the 
decision of rising the speed limit was US$1.54 million (in 1997 USD). 

2.3.2 Criticisms to expected utility theory 

๠e application of EUT, even with complex utility functions, leads to financially 
optimal choices but may not reproduce the behavior of actual decision-makers. ๠us, 
implementing EUT makes agents maximize the overall utility, but may not satisfy 
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them. ๠is inconvenience has several reasons. First, there are some aspects of 
decision-making that cannot be reproduced by a decision tree. Kahneman and 
Tversky [43], in 1979, found that people usually disregard the components of a choice 
that are shared among the alternatives. When their subjects took an action, they 
implicitly followed a decision tree that is different from the tree that we would have 
built to solve the decision problem using EUT. ๠is phenomenon, called isolation 
effect, may be observed when decision-makers have to choose an alternative that will 
be effective after the realization of a state that is still unknown. In this situation, the 
decision-makers usually imagine that the state has been already observed, instead of 
taking into account the probabilities of the different realizations. 

People also attribute a weight to each choice that is non-linear with respect to 
the actual probability. ๠ey underweight outcomes that are probable (i.e. may or may 
not occur), whereas they overweight outcomes whose probability is extreme. ๠is 
phenomenon, called certainty effect, is exploited in gambling because people 
overestimate little probabilities of getting huge rewards. In prospect theory [43] and 
cumulative prospect theory [44], proposed by Kahneman and Tversky, the isolation 
effect and the certainty effect are taken into account by: (1) editing the decision tree 
according to four editing rules (coding, combination, segregation and cancellation); 
(2) using a weighting function that is non-linear with respect to probabilities. By 
applying the prospect theory or the cumulative prospect theory, the behavior of 
decision-makers toward risk depends both on a value function that plays the role of 
the utility function used in EUT and on a weighting function, which takes the 
probabilities as an argument. 

Unlike isolation and certainty effect, a phenomenon that can hardly be 
considered in a quantitative analysis of a decision problem is formulation effect [45]. 
Formulation effect results in inconsistent choices when the same decision problem is 
proposed to the decision-maker in terms of gain rather than losses. With the 
formulation effect, the attitude of the decision-maker towards the same decision 
problem can turn from risk aversion to risk seeking. 

2.3.3 Expected utility theory for the value of information 

One of the most common applications of EUT to SHM is done to assign a monetary 
value to the information provided by monitoring systems. In science and engineering, 
information is a statistical concept. In information theory, the information is usually 
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measured with entropy [46] [47], which quantifies the uncertainty of a random 
variable. When one or more parameters are random variables with a statistical 
distribution, we can quantify the magnitude of the uncertainty that affects those 
parameters by calculating the corresponding entropy. For example, let me say that 
we defined the prior probability p(S) of a state class S. ๠e entropy that quantifies our 
information on the state class a priori is 

( ) ( ) ( )2log .
S

H S p S p S
Ω

= −  (2.7)

In a similar way, the entropy of k state parameters θ characterized a priori by a 
multivariate normal distribution of covariance Σθ is 

( ) ( ) ( ) ( )1 log 2 exp det .
2

kH kπ =  θθ Σ  (2.8)

For two random variables, we can also define conditional entropy and mutual 
information. ๠e value of conditional entropy is the entropy of a variable, given the 
complete knowledge of another variable. ๠e value of mutual information represents 
the reduction in the uncertainty of a variable due to the knowledge of the other. ๠e 
latter also quantifies the dependence between the two random variables [48]. 

We may be tempted to measure the effectiveness of a monitoring solution using 
the entropy. However, if we observe (2.8), we notice that the entropy of the state 
parameters depends on the unit of the parameters themselves – it is not dimensionless. 
๠erefore, it would be very difficult to define a general metric for the quantification 
of monitoring effectiveness based on entropy. Moreover, if we quantify the 
monitoring effectiveness with entropy, there would be no way to check whether a 
monitoring solution is worth the costs. To overcome these issues, we must use the 
VOI instead. ๠e concept of VOI follows an application of the EUT and was 
introduced by Raiffa and Schlaifer [10] with the aim of assessing the value of an 
experiment. In simple words, the VOI corresponding to an experiment, which is 
formally identical to monitoring, is the difference between the expected utility of the 
situation in which we know the results of an experiment (or monitoring data) and the 
expected utility of the situation in which we do not have monitoring data but only 
prior information. ๠e latter situation is that in which no experiment is performed and 
in the literature is sometimes called null experiment or dummy experiment. VOI 



Carlo Cappello – Theory of Decision Based on Structural Health Monitoring 
 

 
22 

measures in monetary terms how much our decision capability improves after we 
acquire data with the experiment (or monitoring). 

๠e VOI is a concept that has been employed in engineering since the late 
1990s. Back in 1999, Papazoglou [49] used the VOI to define the optimum sampling 
strategy for the certification of the reliability of single- and multi-component systems. 
In Papazoglou’s method, the reliability of the system components is modeled with 
simple equations. He defines a utility function that takes the reliability of the entire 
system as an argument. ๠us, in this case, the utility is not a function of costs or gains, 
but it is a function of the reliability. ๠en, Papazoglou applies pre-posterior analysis 
[10] to calculate the expected value of sample information (EVSI) corresponding to 
a given sampling strategy. Although Papazoglou does not evaluate the VOI of a 
sampling strategy in monetary terms, his approach follows the rigorous pre-posterior 
analysis method originally proposed by Raiffa and Schlaifer [10]. 

More recently, some research groups have used the concept of VOI to quantify 
the value of SHM techniques. ๠e calculation of the VOI due to a SHM technique 
has been subject to several studies because, in principle, it can prove that the 
installation of a monitoring system leads to a net monetary gain. More generally, 
according to [34], the VOI can be employed in SHM in order to: 

1. compare the VOI corresponding to a SHM solution with the 
monitoring costs and drawbacks; 

2. compare different monitoring systems, i.e. rank different SHM 
strategies; 

3. compare the choice of performing SHM with other available actions 
like inspection, maintenance and rehabilitation. 

Zonta et al. [33], in 2014, showed with a simple example the formal difference 
between decision-making based on the mere output of Bayesian inference and 
decision-making that strictly follows EUT. If SHM-based decision-making follows 
the principle of EUT, Zonta et al. showed that the thresholds in the measurements 
that identify the decision of closing a bridge does not correspond to the values for 
which the probability of damage exceeds 50%, which would be the threshold in a 
mere probabilistic approach. In the same paper, Zonta et al. calculate the EVSI that 
resulted from performing SHM with Bayesian pre-posterior analysis. 
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In 2014, six working groups from both academia and industry in the European 
region established the network COST Action TU1402: Quantifying the Value of 
Structural Health Monitoring, supported by the European Framework Program 
Horizon 2020. ๠e aim of COST Action TU1402 is the quantification of the value of 
SHM solutions in monetary terms. COST Action TU1402 recognizes that the 
calculation of the SHM value must be based on EUT [32] [50]. In this context, 
Bayesian pre-posterior analysis is not used specifically to design a monitoring system, 
but it is used to evaluate the benefits of a SHM strategy. ๠e calculation of the SHM 
value requires: 

1. a probabilistic model of the structure, which is possibly time-
dependent; 

2. a probabilistic model that takes into account the uncertainties of the 
structural model and the uncertainties that are introduced by the 
monitoring system; 

3. the monetary outcomes of the structural states that may occur; 

4. a utility function or the assumption that the stakeholders are risk-
neutral. 

COST Action TU1402 indicates the JCSS Probabilistic Model Code [51], developed 
by the Joint Committee on Structural Safety, for the definition of the uncertainties. 
๠e definition of the utility function is usually avoided in favor of the assumption that 
the stakeholders are risk-neutral and that the utility is the opposite of costs. 

Despite the methods proposed by the academic community to calculate the 
value of SHM strategies, these applications are still confined to academic examples. 
Indeed, in practice the actual VOI may be hard to obtain because the expected utility 
of structural states is based on: (1) the probability of each structural state; (2) the costs 
of the consequences following each state. ๠e former, (1), involves complex 
numerical models of the monitored structure, while the latter, (2), is mostly 
influenced by indirect costs (e.g. impact of the consequences on the environment and 
society) that are hard to estimate. 
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2.3.4 Optimal sensor placement based on expected utility theory 

Many successful approaches to OSP are based on the minimization of information 
entropy, which is a scalar measurement of uncertainty [52]. Provided that the state 
parameters to be estimated do not change, ranking different monitoring solutions 
based on information entropy can be useful to compare different sensor 
configurations [53]. Papadimitriou and Lombaert [54] showed how the information 
entropy corresponding to any sensor configuration decreases as more and more 
sensors are installed on a structure. ๠is property is extremely important in practice, 
because it guarantees that the efficiency with which we identify the structural state 
can only improve as more information is taken into account. ๠e principle of 
minimizing the information entropy was also used by Papadimitriou and Lombaert 
in order to define computationally-efficient heuristic algorithms for sequential sensor 
placement. 

As an alternative approach, Udwadia [55] proposed do carry out OSP by 
maximizing a norm (either trace or determinant) of the Fisher information matrix 
(FIM). ๠e use of the determinant of the FIM instead of the trace is justified when a 
large amount of data is available [54]. Heredia-Zavoni and Esteva [56] showed that 
minimizing the expected value of the trace of the FIM is equivalent to minimizing 
the function defined by the sum of the squared errors in the parameter space. 

A different method was proposed by Fedorov and Hackl [57]. ๠eir technique, 
called most informative subset (MIS), is based on the coefficients of the covariance 
matrix. According to the MIS technique, the best sensor configuration is the one that 
minimizes the determinant of the covariance matrix. An evolution of the MIS 
technique, called variance method, was implemented in a case study by Meo and 
Zumpano [58]. 

OSP based on EUT has been broadly studied by Flynn and Todd, with 
applications to guided-wave damage detection [59] [60]. In [61], Flynn and Todd 
proposed a method that finds the optimal configuration of sensors by minimizing 
either the expected global type I error (false positive/false alarm) or type II error (false 
negative). In [59], the two authors extend their approach and present a criterion to 
find the sensor configuration that minimizes the Bayes risk [62] of an entire structure 
subjected to monitoring. Briefly, the approach proposed by Flynn and Todd can be 
summarized as follows: 
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1. iterative choice of a sensor arrangement through a genetic algorithm 
[63], with the aim of minimizing the global Bayes risk; 

2. for a given sensor arrangement, calibration of the thresholds in the 
detector to minimize the Bayes risk; 

3. calculation of local detection and false alarm rate for the given sensor 
arrangement based on the thresholds in the detector; 

4. computation of the global Bayes risk based on the local detection rate, 
local false alarm rate and the costs of misclassification. 

๠e Bayes risk is similar to the expected utility, but it is calculated as the product 
between costs and probabilities. Flynn and Todd assumed that the monitored system 
is divided in regions and that each region is monitored with a sensor that may or may 
not correctly classify the state of the region, with a given probability. ๠e global 
Bayes risk is calculated without using a utility function, i.e. assuming that the 
stakeholder is risk-neutral. ๠e sensor configuration is changed in order to find the 
configuration of minimum global risk. For each tentative configuration, the thresholds 
used for the classification are changed to minimize the risk for that configuration. 

๠e framework of Flynn and Todd is rigorous and extremely effective when 
the type and number of sensor is given, i.e. it is efficient to optimize the sensor 
configuration of a given monitoring strategy. However, it does not formalize how 
different monitoring systems should be compared and how to calculate the required 
monitoring effectiveness. 

2.3.5 Risk-based inspection planning and infrastructure management 

EUT has been implemented also to optimize the schedule of inspections in IM. In 
this case, it is usually necessary to define performance models [64], i.e. models that 
provide the condition of the structure given information including: the age of the 
structure, the loads and the history of maintenance and rehabilitation. In risk-based 
inspection planning, we usually assume that the life of a structure can be divided in 
stages and that at the beginning of each stage an operator can take an action that may 
affect the future state of the structure, with some uncertainty. 

Madanat, in 1993, published a paper entitled “Optimal infrastructure 
management decisions under uncertainty” [64]. In his contribution, he proposed a 
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technique aimed to the optimization of maintenance and rehabilitation that takes into 
account the presence of uncertainty in the acquisition of data. He defined his 
formulation a latent Markov decision process, because the management policy of the 
structure is optimized every year based on annual inspections, while the actual state 
of the system is hidden by the uncertainty of the inspection results. Madanat assumes 
that the operator in charge of the structure observes in each stage (e.g. each year) only 
measurements that are probabilistically related to the actual state of the structure. 
Based on these measurements the operator can predict the condition of the structure 
in the next stages, with some uncertainty. In the current stage, the agent can also take 
an action among those available that will affect the future condition. Madanat defined 
what he calls a dynamic programming formulation, which provides a prediction of 
the total cost for the entire remaining life of the structure. In Madanat’s formulation, 
the expected costs are calculated assuming that the stakeholders are risk-neutral and 
include: (1) the expected cost of maintenance and repair; (2) the cost of inspections; 
(3) the expected user costs. ๠e optimal action in each stage is the one that minimizes 
the total future expected costs. 

In a more recent contribution entitled “Framework for risk-based planning of 
operation and maintenance for offshore wind turbines” [65], Sorensen implemented 
EUT to optimize structural maintenance planning at the beginning of service life and 
to optimize sequential decision-making during the service life itself. In his work, he 
considers a limited probability of damage detection, a time-variant probability of 
structural failure, and the chance of performing corrective and preventive actions 
whose costs are capitalized using a rate of interest. ๠e application of Sorensen’s 
approach requires: (1) a damage model that considers uncertainty; (2) a decision rule 
that links the outcome of inspection or monitoring to the appropriate maintenance 
policy; (3) a stochastic model to treat the uncertainties; (4) the costs. Sorensen defined 
a function that returns the total expected benefits minus the total costs over the entire 
lifetime of the structure. ๠is function can be maximized both in the design stage for 
optimal design and afterwards to optimize inspection and service. ๠e function 
includes expected costs of inspection/service, maintenance/repair and failure, with 
the assumption of risk-neutral stakeholders. Each component of the function is a cost 
for the entire lifetime of the structure and requires the definition of a rate of interest. 
๠e probability of failure in time and the probability of incurring repair costs are 
required to calculate the expected costs. ๠e probability of failure is calculated based 
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on a damage model using techniques of structural reliability such as FORM/SORM 
[66], and can be updated by the outcomes of inspections and SHM. 

In “On the value of SHM in the context of service life and integrity 
management” [67], Qui et al. propose a framework for the evaluation of SHM 
information based on a technique that is similar to Sorensen’s. However, they assume 
that there is chance to perform only a single inspection within the entire service life 
of the structure. After the inspection, the operator has to choose whether the 
considered structure should be repaired or not, in order to minimize the Bayes risk. 
On the other hand, they assume that there is chance also of performing continuous 
monitoring to observe the annual deterioration of resistance. A time-dependent 
ultimate limit state function is considered in a probabilistic model and finally the VOI 
due to monitoring is calculated through application of EUT, based on the costs of 
structural failure, inspection and repair. ๠e rate of interest is used to account for the 
costs. 

A comprehensive approach to VOI-based IM has been proposed also by 
Memarzadeh and Pozzi in “Value of information in sequential decision-making: 
component inspection, permanent monitoring and system-level scheduling” [68]. In 
their contribution, they recognize that the optimal management policy follows a 
trade-off between exploration and exploitation. When an exploratory action is taken, 
we pay a price in order to reduce the uncertainty by acquiring information on the 
structure. We can then exploit the acquired information by improving the efficiency 
of the management policy. Memarzadeh and Pozzi used a model that implements a 
partially observable Markov decision process and optimizes management strategies 
that possibly include component-level inspections, system-level inspections and 
permanent monitoring. ๠e hypotheses were: (1) risk neutrality; (2) no constraint in 
the budget; (3) infinite time horizon; (4) free inspections. However, assumption (4) 
does not mean that the operator is allowed to take an infinite number of inspections 
because the time is discretized (e.g. in years) and only one uncertain observation is 
available at each stage. 

2.4 Conclusions about the analysis of the state of the art 

๠e analysis of the current state of the art evidenced that in the last decades the 
research on SHM-based decision-making and monitoring system design has often 
implemented approaches based on EUT and Bayesian pre-posterior analysis. 
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Although often these applications rigorously followed the Raiffa and Schlaifer’s 
formulation [10], a definition of DSS based on monitoring data is still missing. None 
of the SHM methods that I analyzed gives specific indications for the development 
of SHM-based DSSs that use information provided by monitoring systems. 
Moreover, the literature lacks a method for the design of monitoring systems that 
enables practitioners to compare different monitoring system concepts and to check 
whether a tentative monitoring solution is expected to provide the financial benefits 
that justify the costs. 
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3 Decision-making based on 
structural health monitoring 
data 

๠e SHM process does not end with the acquisition of data from the sensor installed 
on the monitored structure. ๠e mere probabilistic evaluation of the structural 
reliability is also useless when SHM is performed to help decision-makers in the 
management of civil structures. ๠e analysis of the current state of the art evidenced 
the need to define a formulation for the development of DSSs that suggest the best 
actions operators should take based on the measurements acquired through a 
monitoring system. In this chapter, I formalize the problem that must be solved in 
SHM-based decision-making. ๠en, I apply Bayesian logic and EUT to define a 
classifier that provides financially optimal actions based on monitoring data. 
Bayesian inference is implemented to use all the available information in order to 
obtain a precise estimate of the structural state. EUT is implemented to use the output 
of Bayesian inference, the losses that may result from the possible structural states 
and the stakeholders’ risk profile, in order to identify financially optimal choices. ๠e 
function obtained through the implementation of Bayesian inference and EUT is a 
map, or classifier, that can be used to drive the management of structures. 

3.1 Problem of structural health monitoring 

In both academia and industry, SHM is regarded as a process that helps civil structure 
operators in taking decisions about the management of constructions. However, the 
relationship between monitoring data and financially optimal decisions has never 
been formalized. ๠e paradigm of real-life SHM is: 

1. acquisition of data from the sensors installed on the monitored 
structure; 
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2. analysis of the measurements obtained from the sensors; 

3. assessment of the structural state through probabilistic methods, 
deterministic methods or heuristics; 

4. choice of the action to take. 

๠e analysis of the current state of the art evidenced that most of the times 
decision-making is considered as a process that automatically occurs after that the 
most probable state of the structure is identified. In real life, the agents who are in 
charge of the management of civil structures are very skeptical about the SHM 
capabilities of identifying the correct structural state. ๠us, they often disregard the 
output of monitoring and they prefer to interpret directly the raw measurements based 
on their experience or even completely ignore SHM, before taking decisions. ๠is 
inconvenience is due to the fact that decision-making is actually a complex process 
that should not be confused with the mere assessment of the structural state. Whereas 
SHM usually provides only the most probable structural state, decision-making is the 
identification of optimal decisions based on the probability of the possible structural 
states and on the consequences of each state. 

๠e research community has recognized that EUT can be used to identify 
financially optimal decisions based on the probability of the states of the nature that 
may occur and on the outcome that follows the realization of each state [10]. For the 
last decades, EUT has been implemented in finance and medicine decision problems, 
in which the calculation of probabilities and outcomes is relatively simple [62]. 
Herein, I use EUT to select the actions that operators of civil structures should take. 

In order to apply EUT, we need to calculate the probability of each possible 
structural state. Bayesian logic is the most effective tool for the probabilistic analysis 
of monitoring data. In Bayesian inference, we merge prior information, such as 
information included in design documents or in the results of sampling campaigns, 
with the measurements provided by the monitoring system in order to obtain a precise 
estimate of the structural state. In other words, Bayesian logic is a tool that converts 
information provided through measurements and prior beliefs into information about 
the structural condition. 

By implementing Bayesian logic and EUT in SHM, I formalize the SHM-
based DSS depicted by Figure 3.1. In this formulation, the input are the monitoring 
observations y and the prior knowledge about the structural state. ๠e prior 
knowledge is introduced by defining the prior probability P(S) of the structural state 
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S and p(θ|S) of the state parameters θ. For example: the structural state S can be a 
scalar S that can take two values: S1 = “damaged” and S2 = “pristine”. ๠e state 
parameters θ are usually damage sensitive features such as material properties or 
structural stiffness. Bayesian inference enables us to calculate precise probability 
distributions of the state parameters θ and the probability of the structural state S. 
๠ese are the posterior probability P(S|y) of the structural state S and p(θ|y,S) of the 
state parameters θ. ๠e posterior probabilities will be used in a model based on EUT, 
in order to calculate the financially optimal action aopt. ๠e decision model requires 
also the outcomes Z of the possible combinations of actions and structural states. 
๠ese outcomes are usually direct and indirect losses or gains, expressed in monetary 
terms (e.g. EUR or USD). In conclusion, this SHM-based DSS is a classifier that 
suggests us the most convenient action aopt, given a realization of the monitoring 
observations y. 

Below, I define the entities involved in SHM-based decision-making. ๠en, I 
formalize the implementation of Bayesian logic and EUT for the definition of the 
proposed SHM-based DSS. ๠e algorithms that should be employed for the 
development of SHM-based DSSs in real life are presented in the next chapter. 

3.2 Glossary 

๠ere are different definitions for each entity involved in the SHM process, even 
within the SHM community. In this section, I present a list of definitions that 
describes the function of the entities used in the proposed SHM-based DSS. Each 
definition comes with one or more hypotheses. 

Sensor 

Herein, I use the term “sensor” to define “any device which functions as a source of 
information” [69]. Sensors are transducers that enable us to measure a physical 
quantity like length, strain, temperature and voltage, and provide a piece of uncertain 
information, which I call “observation” or “measurement”. Working sensors are 
usually connected to reading units, which control the sensors during the acquisition 
of data and transmit the measurements. Example of sensors are thermocouples, 
RTDs, strain gauges, FOSs and accelerometers. 
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Figure 3.1. Framework for SHM-based DSSs. 

Observation/measurement 

In this dissertation, I do not distinguish “observation”, “measurement” and 
“monitoring data”. ๠ey are data collected by sensors, usually through reading units. 
In order to be handled by humans or machines, the observations must be subjected to 
signal conditioning, in which the measured quantity is converted into a number with 
a finite precision. If this process is done by an electronic system, an analog-to-digital 
converter (ADC) turns the analog signal provided by sensors into a binary number, 
causing a little loss of information [70]. Here, I consider observations the value of the 
physical quantities provided by the data acquisition process, after signal conditioning. 
I also assume that the observations are affected by a certain magnitude of noise, which 
makes the observations uncertain. In this dissertation, when I describe data analysis 
occurring at time t, I assume that all the observations collected beforehand are 
available and contained in a vector y(t). I define Ωy as the domain of y(t). 

State 

I call “state” the set of one or more variables representing the condition of the 
structure involved in the analysis. I use S to indicate a set of state classes defined in 
the domain ΩS, which is a discrete hyperspace. For example, S can be made of only 
one class describing the severity of damage, S = S∈{“severe”, “moderate”, “null”}, 
or it could be made of several classes, for example, when we analyze the state of a 
system or a group of structural elements. In SHM, the probability of state classes S 
usually expresses the reliability of a structure or a system. I use θ to indicate a set of 
state parameters, defined in a generic hyperspace Ωθ, which are usually damage 
sensitive features, i.e. they represent the structural performance. For example, for a 
concrete element, θ can be the collection of the exposure class 1θ ∈ , material 
strength 2θ +∈ , crack size 3θ +∈  and load 4θ +∈ . 
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When we use probabilities to identify decisions based on EUT, the definition 
of structural states is important and cannot be made based on heuristics. A different 
structural state must be assigned to each condition that results in a different outcome. 
From this perspective, the use of multiple damage states (e.g. “severe”, “moderate” 
and “null”) has to occur if different losses may result from the damage. In other 
words, when EUT is employed, the magnitude of damage has to be defined based on 
the financial consequences of the damage itself, which will be considered in the 
analysis of the decision problem. 

Model 

In model-driven methods for data analysis, we use a “model” g(x,θ) to calculate a 
value ŷ of the physical quantities that are observed from the state parameters θ and 
possibly some deterministic variables x. ๠e model can be an analytic or a numerical 
function, and can have a mechanical or heuristic background. In general, the 
relationship between the observations y and the state parameters θ is uncertain. ๠us, 
we must distinguish the model output ŷ from the observations y obtained through the 
monitoring system. ๠e difference between ŷ and y is called residual ε, and depends 
on aleatory and epistemic uncertainties. Whereas aleatory uncertainties are due to an 
intrinsic randomness of the observed phenomenon (e.g. sensor noise), the epistemic 
uncertainties are due to lack of knowledge (e.g. error of the structural model) [36]. 
๠e model g(x,θ) should not be confused with the predictive model [36]: 

( ),g= +y x θ ε . (3.1)

For example, let me assume that the deflection of a concrete cantilever changes 
in time because of creep and shrinkage according to a linear trend whose slope must 
be estimated through SHM. In this case, the model g(x,θ) is heuristic and is a line 
function in which x = t are time intervals, θ1 is the intercept and θ2 is the slope: 

1 2ˆ θ θ= + ⋅y x . 

In reality, the trend is non-linear and the measured deflection y, which is taken, say, 
using a linear variable differential transformer (LVDT), is affected by random noise. 
๠erefore, we must introduce the residual 1 2θ θ= + ⋅ −ε x y , which will be a 
realization of a random variable. 
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In this thesis, I assume that data analysis is always model-driven. However, it 
is also possible to do data analysis for SHM without using a model having a physical 
or heuristic background. In this case, the model would be a statistical representation 
of the system and the approach would be called data-driven [71]. 

Outcome 

Here, an “outcome” z, also known as “consequence” or “reward”, is a variable that 
quantifies the direct and indirect consequences of a possible combination of an action 
a and structural state S. In real life, an outcome can be of various nature. In civil 
engineering, outcomes are usually the sum of direct costs, indirect costs, and rewards 
to the stakeholders. For example, for a structure, the state of failure will be followed 
by direct costs due to the need to perform structural rehabilitation or, in the worst 
case, removal of debris, and indirect costs such as the impact of failure on the society. 
๠e outcomes used in the proposed SHM-based DSS should be measured with a 
currency. Herein, I use Z to indicate a set of outcomes to be used in the 
implementation of EUT, and I use ( )i

zΩ  to indicate the outcomes of the ith decision 
stage. 

Action 

An “action” a is an option the decision-maker can take at a decision point. ๠e set 
( )i
aΩ  indicates the actions available in the ith decision stage. ๠e set ( )i

aΩ  can be 
discrete or continuous. If ( )i

aΩ  is discrete, examples of actions concerning a 
monitored structure are: a1 = “do nothing”, a2 = “repair” and a3 = “replace”. If ( )i

aΩ  
is continuous, the action could be the choice of the frequency with which a bridge is 
subjected to ordinary maintenance. An action can be either terminal or non-terminal. 
If an action is terminal, there will not be a chance to take any another decision after 
that it is taken. If an action is non-terminal, the decision-maker will possibly move to 
another decision stage – i will change – and he will need to take another action. Any 
action can affect the condition of the monitored structure and change the future 
outcomes. 

3.3 Bayesian inference 

Structures are characterized by the configuration of their elements (e.g. beams, 
columns and bricks) whose mechanics depends on the material and geometry. In 
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structural design, we need to show that the structure is expected to satisfy its functions 
during the entire service life. ๠erefore, we use the values of the geometrical features 
and the material properties along with a model of the structure to observe the 
predicted behavior (e.g. resistance or displacements). 

Unlike structural design, in SHM we observe the true behavior of the 
monitored structure through sensors, while we are interested in the properties and in 
the state of the structure. Usually, the state parameters are the random variables that 
we want to assess through SHM. ๠ey are the parameters that control the structural 
model used during the analysis. If we could develop a model that perfectly reproduces 
the structural behavior and our sensors were infinitely precise, we could calculate the 
exact value of the state parameters and the structural state from a limited set of 
observations. Of course, this never happens in real life because both the model and 
the observations are affected by uncertainty. ๠us, the estimate of the state parameters 
is also affected by a certain amount of uncertainty. 

Structural design is governed by deductive logic because we try to predict the 
outcomes of a phenomenon (the structural behavior) based on the corresponding 
causes (the properties of the structure). Instead, SHM is governed by inductive logic 
because we try to identify the causes of an observed behavior. In order to solve the 
problem of assessing the structural state from the observed behavior, the best we can 
do is to use the prior knowledge about the structural state, a model that approximates 
the structural behavior and the observations in Bayesian inference [72] [18]. When a 
structural model is used in Bayesian inference along with prior knowledge about the 
structure and monitoring data, we use all the information we have and we obtain the 
most precise estimate of the state, given the monitoring system in use. In Bayesian 
inference, we can use heuristic models instead of structural models, or even trained 
artificial neural networks [73] [74]. A heuristic model is usually an analytical 
function that fits the data. For example, if we are interested in the deformation trend 
(in με/year) of a concrete column based on strain measurements (in με), we could 
simply use as a model the equation of a straight line. In this case, the state parameters 
to be estimated would be the slope (in με/year) and the constant term (in με) of the 
line equation. 

Since I want to develop a DSS for SHM-based decision-making, Bayesian 
logic is used in order to merge prior information with monitoring data for the 
calculation of the probability of the structural states, which will influence decision-
making. In [75], I showed how Bayesian logic can be used in combination with EUT 
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in order to identify financially optimal actions in the management of structures. 
Below, the formulation of Bayesian logic is already specialized for the application to 
SHM. In the next two sections, first I show how the Bayes’ theorem is employed for 
parameter estimation, i.e. to assess the state parameters θ, and then how Bayesian 
model selection is used to calculate the probability of the state classes S. 

3.3.1 Bayes’ theorem for parameter estimation 

๠e well-known Bayes’ theorem is a corollary of the sum rule and product rule, which 
form the basic algebra of probability theory [18] [76]. ๠e joint probability p(θ,y|x) 
of state parameters θ and observations y, given some deterministic variables x, can 
be written as 

( ) ( ) ( ) ( ) ( ), | | , | | , |p p p p p= ⋅ = ⋅θ y x y θ x θ x θ y x y x . (3.2)

From (3.2), we can write the Bayes’ theorem: 

( ) ( ) ( )
( )

| , |
| , ,

|
p p

p
p

⋅
= ∈Ωθ

y θ x θ x
θ y x θ

y x
, (3.3)

where p(y|θ,x) is the probability of the observations y given the state parameters θ, 
called likelihood function, and p(θ|x) is a mere probability of the state parameters θ, 
called prior probability. When the observations y are available, the probability p(y|x), 
called evidence, is a constant that can be calculated by marginalization: 

( ) ( ) ( ) ( )| , | d | , | dp p p p
Ω Ω

= ⋅ = ⋅ ⋅ 
y y

y x y θ x y y θ x θ x y . (3.4)

Although p(y|θ,x) gives the probability of y, its argument are the state 
parameters θ while the value of y is fixed to that of the observations. In other words, 
p(y|θ,x) tells us the probability of observing y for the value of θ that we are testing, 
p(y|x) tells us what the probability of θ was before acquiring y, and p(θ|y,x) is 
proportional to the product of the two. 

In some cases, the state parameters θ are only a subset of the parameters 
involved in the Bayesian parameter estimation. ๠us, the remaining parameters 

∈Ωφφ , called nuisance parameters [77], need to be marginalized out. ๠e 
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probability p(θ|y,x) becomes a marginal posterior probability, and is calculated by 
solving 

( ) ( )| , , | , dp p
Ω

= ⋅
φ

θ y x θ φ y x φ , (3.5)

where p(θ,φ|y,x) is the joint posterior probability of the state parameters θ and 
nuisance parameters φ. ๠e chance of marginalizing out the nuisance parameters is 
one of the advantages of Bayesian inference over the frequentist approach [77]. 

3.3.2 Bayes’ theorem for model selection 

๠e posterior probability of the state classes S is easily obtained as 

( ) ( ) ( )
( )

| , |
| , ,

|
p p

p
p

⋅
= ∈ΩS

y S x S x
S y x S

y x
, (3.6)

where 

( ) ( ) ( )| | , |p p p
∈Ω

= ⋅
SS

y x y S x S x . (3.7)

๠e probability p(y|S,x) is the global likelihood for the state classes S and is 
calculated by 

( ) ( ) ( )| , | , , | , dp p p
Ω

= ⋅ ⋅
θ

y S x y S θ x θ S x θ , (3.8)

where p(y|S,θ,x) is the likelihood of the state parameters θ corresponding to the state 
class S, and p(θ|S,x) is the prior distribution of the state parameters θ for the state 
class S. 

In (3.6), the global likelihood p(y|S,x) can also contain direct observations Sy 
of the structural state S, or condition-rating information. If condition rating was 
performed using state classes Scr that are different from S, we need to define a 
likelihood function that probabilistically links Scr to S. In mathematical terms, the 
global likelihood of (3.8) would become 
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( )
( ) ( ) ( ) ( )

cr

cr

, , | ,

| , , | , , | , , | , d .

p

p p p p
Ω

=

= ⋅ ⋅ ⋅ ⋅
θ

y

y

S y S S x

S S θ x S S θ x y S θ x θ S x θ  (3.9)

In SHM, (3.6) is usually employed for two purposes: (1) to identify by model 
comparison which model has the greatest probability of fitting the observations y; (2) 
to identify the probability of damage based on the observations y. However, from the 
statistical standpoint, problem (1) is the same as problem (2) because the latter is 
solved by comparing the probability of the model including the damages with the 
probability of the model of the pristine structure. 

When we compare two classes (or models) Si and Sj using (3.6), we can 
calculate the odds ratio Oij in favor of Si as follows: 

( )
( )

( ) ( )
( ) ( )

( )
( )

| , | , | |
, , ,

| , | , | |
i i i i

ij ij i j
j j j j

p p p p
O B

p p p p
⋅

= = = ⋅ ∈Ω
⋅ S

S y x y S x S x S x
S S

S y x y S x S x S x
 (3.10)

where Bij is the Bayes factor. ๠e probability p(y|S,θ,x) is the likelihood of the 
observations y, function of the parameters θ, and the more the model corresponding 
to S fits y, the higher p(y|S,θ,x); no matter if the complication of the model is not 
justified. However, the prior probability p(θ|S,x) accounts for the plausibility of the 
parameters θ corresponding to S, regardless the observations y. ๠is distribution 
penalizes overcomplicated models because the parameters of overcomplicated 
models, with possibly little physical justification, have prior probability distributions 
containing little information (if the parameters are continuous, their distribution 
would be very flat and wide). ๠us, (3.10) contains an Occam’s razor, which tends to 
act in favor of classes S containing simple models. ๠e global likelihood of (3.8) is 
also used to define [77] the total Occam penalty Θ  as follows: 

( )
( )

| ,
max | , ,

p
p

∈Ω

Θ =
θθ

y S x
y S θ x

. (3.11)
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3.4 Expected utility theory for SHM-based decisions 

In general, when we apply EUT, we assign a probability and an outcome to each state 
of the nature. ๠en, we calculate a value of utility for each outcome, which represents 
the impact of the outcome on the stakeholders. Different actions can lead to different 
states of the nature, can change the probability of each state and can change the 
outcomes. ๠us, each action corresponds to a different expected utility. Formally, 
each terminal action a in Ωa leads to a state S in ΩS, which result in a monetary 
outcome z in Ωz and in the corresponding utility u(z|S,a). ๠e relationship between 
the outcome z and the utility u(z|S,a) is a function, called utility function, that encodes 
the risk aversion of the stakeholders. For risk-neutral decision-makers ( )| , .u z a z∝S  

In a decision problem, any arbitrary linear transformation of a utility function 
leads to the same preferences [62]. However, the preferences depends on the utility 
function. With the utility function, we can suggest actions that better satisfy the 
stakeholders by encoding their risk aversion. Risk aversion corresponds to concave 
utility functions. Conversely, a decision maker is risk seeking if the utility function 
that satisfies him the most is convex. If the utility function is a straight line, the 
decision maker is risk neutral. 

In single-stage decision problems, every available action is a terminal action, 
which means that no other actions will be available after that the decision-maker 
makes his choice. An action a can be defined either in a discrete space {a1,…,aJ} (e.g. 
a1 = “close the bridge”, a2 = “send inspector”, a3 = “do nothing”) or in a continuous 
space such as +  (e.g. when the choice is the definition of a threshold). Each decision 
problem can be graphically represented by a decision tree, in which actions and states 
are logically linked. In decision trees, decision nodes are displayed as squares, while 
chance nodes are displayed as circles. Figure 3.2 shows a single-stage decision 
problem involving a discrete set of actions {a1,…,an,…aN}. After action an is taken, 
the state may evolve in a realization included in a discrete set {S1,…,Sm,…,SM}. Each 
combination of state Sm and action an leads to an outcome zm and consequently to an 
utility u(zm|Sm,an). 

๠e use of single-stage decision problems is mostly academic. In real life, there 
is no such thing because usually other actions become available after the first one is 
taken. When we want to solve these multi-stage decision problems using EUT, we 
have to analyze the decision tree from the terminal actions all the way up to the 
options available at the beginning of the decision tree. Herein, when I study multi-
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stage decision problems, I distinguish the actions available in different stages using 
superscripts: a(1) is for actions available in the first stage, a(2) in the second, etc. I also 
define ( )( ) (1)| , , ,Ju z a aS   as the utility resulting from outcome z and state S after 
the specific combination of actions a(1),…,a(J). Figure 3.3 shows a two-stage decision 
problem in which action (1)

na  leads to an uncertain stage in which a second action a(2) 
is taken. If the terminal action (2)

na ′  is taken in the second stage, the state may evolve 
in Sm, leading to the outcome zm and utility ( )(2) (1)| , ,m m n nu z a a′S . 

After we model a decision problem using a decision tree, we need a principle 
that enables us to rank the actions of a decision node. Let me say that we are solving 
a single-stage decision problem in which a choice a may lead to different states S 
with probability p(S|y,x), which depends on the observations y and some 
deterministic variables x. According to EUT, the metric to rank each action a is the 
expected utility: 

( ) ( )*
| ,, E | ,au a u z a=   S yy S . (3.12)

๠e operator ES|y,a calculates the expected value, i.e. the mean, of its argument based 
on the probability of S, given the observations y and following action a. Since I 
assumed that ΩS is a discrete space, then 

( ) ( ) ( )* , | , | ,u a u z a p
∈Ω

= ⋅
SS

y S S y x . (3.13)

๠e optimal action aopt(y) is the action that maximizes the expected utility: 

( ) ( )*
opt arg max ,

aa
a u a

∈Ω
=y y , (3.14)

where Ωa can be either a continuous or a discrete space. Taking action aopt(y) leads 
to the maximum expected utility of the considered decision node: 

( ) ( ) ( )( )* * *
max opt, max , ,

aa
u a u a u a

∈Ω
= =y y y y . (3.15)

Risk aversion can be expressed in formal mathematical terms. A decision 
maker is risk averse if and only if  
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Figure 3.2. Decision tree of a single-stage decision problem; action an leads to an uncertain 

state of the world S, which may take the realization Sm corresponding to outcome zm and 
utility u(zm|Sm,an). 

 

 
Figure 3.3. Decision tree of a multi-stage decision problem; action (1)

na  leads to an uncertain 
state of the world; then, a second choice (2)

na ′  leads to another uncertain state S, which may 

take the realization Sm corresponding to outcome zm and utility ( )(2) (1)| , ,m m n nu z a a′S . 
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( ) ( ) ( ) ( ), | , | , | ,u z a p u z a p
∈Ω ∈Ω

 
⋅ > ⋅  

 
 

S SS S
S S y x S S y x . (3.16)

In other words, we can say that a decision maker is strictly risk averse if he always 
prefers to get the sure outcome 

( ) ( ) ( ), | ,z z a p
∈Ω

= ⋅
SS

y S S y x . (3.17)

rather than any uncertain scenario with the same expected monetary outcome. 
Now, let me say that we want to solve a multi-stage decision problem and we 

need to calculate the expected utility of action a(j) available in a generic jth terminal 
decision node. Unlike the single-stage case, we have to consider when we calculate 
the expected utility. ๠e expected utility of the same action can change if we calculate 
it in a different node because the information used to calculate the state probabilities 
can change. I put a superscript (k) on expected utilities, probabilities and expected 
value operators, to indicate that the information used to calculate the state 
probabilities is that of node k. With this assumption, the expected utility of action a(j), 
available in node j, calculated with the information available in node k, is 

( ) ( )( ) (1)
*( ) ( ) ( ) ( ) ( ) (1)

| , , ,
, E | , , , ,j

k j k j j
a a

u a u z a a =  S yy S


  (3.18)

which reads 

( ) ( ) ( )*( ) ( ) ( ) ( ) (1) ( ), | , , , | ,k j j j ku a u z a a p
∈Ω

= ⋅
SS

y S S y x . (3.19)

๠e value of ( )( ) | ,kp S y x  may be different from ( )( ) | ,kp ′ S y x , with k k ′≠ , because 
in node k ′  we may have information that are different from that in node k. 

We are now ready to calculate the optimal action of a terminal node j, using 
the information of node k: 

( ) ( )
( ) ( )

( , ) *( ) ( )
opt arg max ,

j j
a

j k k j

a
a u a

∈Ω
=y y . (3.20)
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Equation (3.20) can be easily solved when j is a terminal node because the outcomes 
z(j) of (3.19) are available. ๠e complexity in solving multi-stage decision problems 
arises when node j is not a terminal node, because in this case node j is followed by 
another decision node. In this case we need to assign an expected utility to decision 
nodes that are reached after other actions are taken. ๠e expected utility of an entire 
decision node j, which I call ( )( , )

node
j ku y , depends on the node k from which I take the 

information that affects the state probabilities and on the observations y, but also 
requires that we assume a decision rule. Assuming a decision rule defines how the 
decision-maker will behave when he has to take action a(j). In this dissertation, I 
always assume that decision-makers act in order to maximize the expected utility 
using all the information available when they have to make the choice. With this 
assumption, I can define the expected utility ( )( , )

node
j ku y  of a terminal node as 

( ) ( )( ) (1)( ) ( )

( , ) ( ) ( ) ( ) (1)
node | , , ,max E | , , ,jj j

a

j k k j j
a aa

u u z a a
∈Ω

 =  S yy S


 . (3.21) 

Since now we can calculate the expected utility of each terminal decision node 
using (3.21), we can solve decision problems that include non-terminal actions, 
provided the actions that follow are terminal. Intuitively, we can see that this makes 
possible to calculate the expected utility corresponding to each of these decision 
nodes and enables us to proceed until we solve the entire decision tree. However, it 
is complex to propose a general formulation for multi-stage decision problems in civil 
engineering because we would have to account for any possible event that occurs 
after the actions that may lead to decision node j are taken and before decisions ( )j

aΩ  
become available. Herein, I propose the expression below. It formalizes the 
calculation of the optimal choice ( , )

opt
w ka  belonging to ( )w

aΩ  and available in a generic 
decision node w, which is placed before and connected to a generic decision node j 
through a single chance node. ๠e prior probability that characterizes the chance node 
between decision node w and j is crucial but it is difficult to define herein because we 
do not know what it regards. Here, I just assume that the probability of ending up in 
decision node j from decision node w, given a generic action a(w), is 

( ) ( )node node |k w
w jp a →   and I call nodej a child of nodew. With these 

assumptions, we can say that the optimal action ( )( , )
opt

w ka y  of nodew is 

( ) ( )
( ) ( )

( , ) *( ) ( )
opt arg max ,

w w
a

w k k w

a
a u a

∈Ω
=y y , (3.22) 
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where 

( ) ( )
( )

*( ) ( ) ( , ) ( ) ( )
node

children
, node node | ,k w j k k w

w j
j w

u a u p a
∈

 = ⋅ → y y  (3.23)

and children(w) gives a set containing the indexes of the decision nodes connected 
after decision node w through a single chance node. ๠e expected utility ( )( , )

node
w ku y  

can be simply calculated as 

( ) ( )( ) ( )

( , ) *( ) ( )
node max ,

w w
a

w k k w

a
u u a

∈Ω
=y y . (3.24)

๠e reader can now see that the problem is completely formalized because (3.19) to 
(3.21) can be used to solve terminal decision nodes, and (3.22) to (3.24) can be used 
to solve any other decision node. 

3.5 Solution of the structural health monitoring problem 

๠e financially optimal action aopt(y) calculated with (3.14) is a function of the 
observations y because the probability p(S|y,x) in (3.13) is a posterior probability, 
which depends on both the observations and the prior probabilities. ๠e function of 
(3.22) is either an analytical expression or a function that can be solved with 
numerical methods. ๠e solution has to be obtained with a numerical algorithm when 
we have to use a numerical method to calculate the posterior distribution p(S|y,x) or 
the probability ( ) ( )node node |k w

w jp a →  . When the observations y come from a 
monitoring system, function (3.14) is the classifier that can be implemented for the 
development of SHM-based DSSs. SHM-based DSSs must take the observations y 
from a database and present to the operator of the monitored structure the suggested 
action (usually along with a comprehensive report containing the monitoring data). 
In general, the calculation of p(S|y,x) requires a long time because a numerical 
algorithm for Bayesian inference must be carried out. ๠erefore, the DSS should not 
solve the (3.14) every time the observations y change. Instead, when we develop 
SHM-based DSSs we should calculate a lookup table that approximates the entire 
map defined by (3.14) and implement only the lookup table in the DSS. In this way, 
when the DSS is in use, each time the observations y are updated, the set y is 
compared with the lookup table to instantly obtain the optimal action aopt. 
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Equation (3.14) is a classifier, or a map, which correlates any possible set of 
observations y to the optimal action aopt(y) to take: 

( )opt : aa Ω → Ωyy . (3.25) 

Herein, I assume that the set of possible actions Ωa is discrete, while the 
measurements can be of any nature and size. If the measurements are one or two, we 
can represent (3.14) with a graph. Figure 3.4a shows a classifier that defines the 
relationship between two measurements y = {y1,y2} (e.g. two measurements of strain) 
and three optimal actions {a1,a2,a3} (e.g. a1 = “do nothing”, a2 = “repair” and a3 = 
“close the bridge”). In Figure 3.4a, the map has a general form. In some other cases, 
like that depicted in Figure 3.4b, the domains in which each action is optimal can be 
rectangular with respect to the observations y. In those lucky cases, the map can be 
defined through a set of thresholds. For example, in the case of Figure 3.4b: 

( )
1 1 1 2 2

2 1 1 2 2
opt

3 1 1 2 2

4 1 1 2 2

,
,
,
,

a y y y y
a y y y y

a
a y y y y
a y y y y

≤ ∩ ≤
 > ∩ ≤=  ≤ ∩ >
 > ∩ >

y  (3.26) 

where ȳ1 and ȳ2 are the two thresholds. 

3.6 Summary of the chapter 

In this chapter, I presented a formulation for the development of DSSs that work with 
SHM data. SHM-based DSSs are regarded as functions that map the monitoring data 
and identify, for each value of the observations, the financially most convenient 
action. In the proposed approach, SHM-based DSSs are based on a classifier in which 
the measurements are analyzed with Bayesian logic in order to calculate a precise 
probability of each possible structural state (e.g. “damaged” and “undamaged”). 
Bayesian statistics enables us to merge information from both monitoring data and 
sources available a priori (e.g. reports of inspections and laboratory test results). 
After Bayesian inference, an application of EUT uses the outcomes (direct and 
indirect costs) of each possible structural state and the probability of the states in 
order to identify the most convenient action. ๠e risk aversion of the stakeholders is 
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encoded using a utility function that provides a value of utility for each outcome. ๠e 
most convenient action is the action that corresponds to the maximum expected 
utility. ๠e calculation of the optimal action for each possible realization of the 
measurements enables to develop efficient SHM-based DSSs that suggest the optimal 
management strategy to the operator as soon as new monitoring data become 
available. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
(a) Example of a classifier like that defined 

in (3.14); aopt(y) defines a map of the 
optimal actions {a1,a2,a3} in the space of the 

observations y = {y1,y2} 

(b) A case in which aopt(y) can be 
expressed in terms of two thresholds, ȳ1 

and ȳ2 

Figure 3.4. Examples of classifiers. 
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4 Software for decision support 
systems 

When we want to develop a DSS that relies on SHM data, we need to use the 
observations provided by the monitoring system along with a model of the monitored 
structure to calculate the probability of the structural state and finally suggest an 
action to the decision-maker. Let me assume now that: (1) the model that encode the 
relationship between the structural state and the observations has been defined; (2) 
the uncertainties that affect the model and the measurements have been quantified; 
(3) the costs and gains that follow each possible structural state have been calculated; 
(4) the utility function that represents the risk aversion of the stakeholders has been 
defined. ๠en, the implementation in real-life settings of the framework proposed in 
§3 usually requires us to: 

1. apply data normalization [2] and cleansing [78] to the raw 
measurements; 

2. build an algorithm that performs Bayesian inference; 

3. build an algorithm that solves the decision problem of (3.23). 

In (1), data normalization is the process of separating the changes in the data that are 
due to damage from those due to varying operational and environmental conditions 
[2] [79]. Usually, in data normalization we manipulate the raw measurement in order 
to remove the effects of the temperature. In §6 of this dissertation, I will present the 
case study of Colle Isarco Viaduct, whose deck displacements are severely affected 
by temperature changes. In general, temperature can affect both the structural 
behavior and the measurement process – sensors are sensitive to temperature. 
However, the effects of temperature on sensors are usually taken into account by the 
corresponding reading unit or by installing additional temperature sensors near the 
measurement points. ๠e displacements of the deck of Colle Isarco Viaduct are 
measured through topographic prisms, whose position is monitored by automatic 
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total stations. Unpredictable environmental conditions affect the topographic 
measurements so that the effect of temperature is negligible with respect to the 
measurement noise. Nevertheless, the effects of temperature on the deck 
displacements have to be reproduced in order to study the structural behavior. In 
Colle Isarco Viaduct, the temperature of concrete is recorded through resistance 
thermometers. ๠is enables us to estimate the temperature sensitivity, which can be 
considered a state parameter, and to separate the temperature-induced deck behavior 
from the effects of loads. 

Data cleansing is the process of choosing if a measurement will or will not be 
included in the analysis of data. Usually, in data cleansing we remove outliers or 
undefined values generated by measurement failure. In (2), we need a numerical 
algorithm for Bayesian inference because usually we cannot calculate the parameters 
(e.g. mean vector and covariance matrix) of the posterior probability distribution 
using an analytical expression. In (3), the calculation of probability 

( ) ( )node node |k w
w jp a →  , which is necessary to solve (3.23), may require a Monte 

Carlo simulation. When we have to perform Bayesian inference with a numerical 
algorithm, we usually employ the Metropolis-Hastings algorithm, or a similar 
MCMC. If a Monte Carlo simulation is implemented in order to solve (3.23), the 
developer should investigate whether importance sampling is needed. Importance 
sampling is a well-established sampling technique, which is usually required when 
we have to sample from the tails of probability distributions.  

In this chapter, I first present how data should be stored before being analyzed 
by SHM-based DSSs. ๠en, I show how to compensate the observations in order to 
reduce the uncertainty due to temperature variations – the major source of errors and 
biases. Next, I review the current approaches to Bayesian inference proposed by the 
literature, and, finally, I briefly present importance sampling. 

4.1 Storing the data 

๠e configuration of the computer network used to store the raw monitoring data 
should depend on the monitoring problem and on the reliability of the monitoring 
system that is required. In any case, we should make sure that a first copy of the 
monitoring data is automatically saved in a computer as close as possible to the 
reading units. ๠is computer acts as a buffer in case the connection between the 
reading units and the database that is used in normal conditions is temporarily lost. 
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๠en, we should make automatic frequent backups of all the raw monitoring data on 
a computer that (1) is not the computer containing the database used in normal 
operations and (2) can be accessed only using unique credentials – not those of the 
other computers in the network. 

Every device that is used to acquire and save monitoring data, including 
computers, Ethernet switches, routers and reading units, should be connected to an 
uninterruptible power supply (UPS) unit in order to avoid loss of data in case of power 
loss. ๠e UPS should also have an IP address to be controlled remotely. ๠ese 
requirements become crucial when the structure is not accessible after the installation 
of the monitoring system or when doing maintenance to the monitoring system results 
in significant direct and indirect costs. 

For a single monitoring system, data should be stored in a single relational 
database. ๠e commercial programs that can be used to control the reading units 
usually include only the option of storing data in: comma-separated values (CSV) 
files, tab-separated values (TSV) files and proprietary formats. Files that are coded 
using either the CSV or the TSV format can be read by almost any computer program 
or with few lines of programming language. Nevertheless, a single CSV or TSV file 
is not a relational database. Moreover, the order and type of the fields in these files 
are arbitrary. ๠is makes difficult to read these files when data regard different 
quantities and comes from different type of sensors. When data can come only with 
files that are not a relational database, we should build a program that merges all the 
monitoring data in a single relational database (e.g. MySQL, PostgreSQL). Data 
should be retrieved in read-only mode from the relational database using Structured 
Query Language (SQL) through the network. Our DSS should be installed on a 
computer that is not the one that contains the relational database, so that the DSS can 
also check the status of the database. 

4.2 Preparing the samples 

Raw monitoring data may be affected by severe uncertainty. Some of this uncertainty 
cannot be reduced because it is due to random sensor noise or other environmental 
conditions that cannot be reproduced even with a numerical model. Some uncertainty 
can be reduced by acquiring more information or using a more detailed model for the 
analysis of data. In SHM for civil structures, one of the most severe sources of 
uncertainty is that due to the effect of temperature variations. For example, some 
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bridges showed a variation of the first natural frequency of approximately 5% during 
24 hours, and 10% during one year [80]. ๠e effect of temperature is usually linear, 
or bilinear, with a different sensitivity when temperature is below 0 °C [81]. ๠e other 
sources of uncertainty include wind and humidity. Operating conditions such as mass 
loading may also affect the measurements. Kim et al. [82] observed that heavy traffic 
caused a variation of 5.4% in the natural frequency of a 46 m-long simply-supported 
plate girder bridge. Other studies on the effects of mass loading are [83] and [84]. 
Abe et al. [85] observed that wind induces a reduction of the first natural frequency 
of suspension bridges. However, it appears that data normalization for the reduction 
of the uncertainty due to environmental and operational conditions depends on the 
monitoring problem [80]. 

๠ere are two strategies to reduce the uncertainty due to temperature the choice 
depends on whether we have temperature measurements or not. In any case, if the 
objective is to monitor the long-term behavior of the structure, we should consider 
for each sensor only one measurement per day, at the same instant, when the 
temperature in our structure is mostly homogenous. ๠e Sun heats up by radiation 
some parts of the structure during the day while the parts of the structure that are 
exposed to the sky during the night are cooled down. Quintana et al. [86] studied the 
temperature gradient of a 180 mm-thick concrete slab exposed to sunlight. ๠e slab 
was located on a Mexican highway and was instrumented with fiber-optic 
temperature sensors, accelerometers and strain gauges. ๠ey found out that usually 
the temperature was uniform in the slab at 6 PM, whereas the gradient was extreme 
between 12 PM and 3 PM. ๠e temperature difference measured between the top and 
the bottom of the slab was up to 8 °C in 120 mm. ๠e temperature of the top of the 
slab changed in the range between 16 °C (at 7 AM) and 32 °C (at 3 PM). ๠e 
temperature of the bottom of the slab changed in the range between 20 °C (at 7 AM) 
and 25 °C (at 5 PM). ๠at study highlights the importance of accurately measure the 
temperature field in structures subjected to SHM. 

Let me assume we found that the temperature gradient in the monitored 
structure is minimum at hour [ )0,24  hourht ∈ . Below, I present an algorithm that, 
for each sensor, enables us to select one measurement per day, the closest to th, if a 
measurement between 1 hourht −  and 1 hourht +  exists. 

We should consider in the analysis only one measurement per day for each 
sensor if the objective is monitoring the long-term behavior of the structure. ๠en, 
regardless we are using all the measurements or one measurement per day, we need 
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to compensate the data to remove the remaining effects of temperature. If we have 
few temperature sensors or we cannot calculate the temperature gradient in our 
structural elements, we can build a thermal model of the structure to predict the 
temperature field in the structural elements. If we have no temperature measurements, 
we must consider temperature effects based on our experience or on a heuristic model. 

4.2.1 Filter for morning measurements 

Let me assume that the input of the algorithm are the vector { }1, , Nt t t′ ′ ′=   of 
timestamps in days and the matrix of all the measurements { }1, , N′ ′ ′=y y y . ๠e 
following algorithm (a pseudocode) can be used to obtain the corresponding cleaned 
vectors and matrix, t = {t1, …, tM}, y = {y1, …, yM}, { }1, , Mv v=v  . 

If ( ) ( )1 1 1 / 24,ht t t′ ′− > +    ( )1 24 / 24,F ht t t′← + +    else 1 / 24.F ht t t′← +    

If ( ) ( )1 / 24,N N ht t t′ ′− < −    ( )24 / 24,L N ht t t′← − −    else 
/ 24.L N ht t t′← +    

Calculate the maximum number of measurements 1.L FM t t← − +  

Initialize a vector { }0, ,0 .←v   

Initialize ,Ftτ ←  1,j ←  1.k ←  

While ,Ltτ ≤  

 max 1 / 24,tΔ ←  

 while ( )1 / 24,j ht tτ′ ≤ + +    

  ,jt t τ′Δ ← −  

  if max ,t tΔ < Δ  

   max ,t tΔ ← Δ  

   ,kv j←  

  end of if, 

  1,j j← +  

 end of while, 

 if 0,kv >  



Carlo Cappello – Theory of Decision Based on Structural Health Monitoring 
 

 
52 

  ,
jk vt t′←  

  ,
jk v′←y y  

 end of if, 

 1,τ τ← +  

 1,k k← +  

end of while. 

When the algorithm ends, t and y have null values for those days in which a valid 
measurement does not exists. However, those values can be identified and purged. 

4.2.2 Temperature compensation without temperature measurements 

If we use daily measurements and we have one year of data or more, we can assume 
that the effect of temperature on the measurements is sinusoidal with unknown 
amplitude and phase. ๠e period will be, on average, 365.25 days. ๠us, in order to 
take into account the effects of temperature on the structural behavior, it is reasonable 
to add the sine function to the model output. In this case, we can assume that the 
model ( ),g x θ  defined in (3.1) is a function of a model ( ),g′ ′ ′x θ  that does not 
consider the temperature effect and a sine function: 

( ) ( ) ( ) { } { }2
, , sin , , , , ,

8,766 houra ag g φ
φ

π −
′ ′ ′ ′ ′ = + = =

 
 

t θ
x θ x θ θ x x t θ θ θ θ , (4.1)

where t is in hours. Amplitude and phase of the sine must be among those state 
parameters that are estimated through Bayesian inference. Usually, a fixed period of 
365.25 days works well; however, the period can be also considered a state parameter. 
When we use the sine function we make the assumption that the amplitude of the 
temperature effects and the period are constant every year. Whether this hypothesis 
is valid or not can be checked by observing the data after removing the sine 
component; if the data still show an oscillation with period of about one year, the 
effect of annual temperature variations has not been completely removed. 
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4.2.3 Temperature compensation with temperature measurements 

If the monitoring system acquires the temperature gradients in the structure, we can 
use a model to improve our analysis thanks to the temperature data. Temperature is 
usually measured with a good precision and therefore it can be included among the 
deterministic variables x of the model. Type J (iron-constantan) thermocouples and 
Pt100 resistance thermometers usually provide temperature measurements with noise 
of standard deviation lower than 0.5 °C. For steel and concrete, this temperature 
variation corresponds to a variation in strain of about 6 με, which is in the order of 
the noise that affects strain measurements provided by FOSs. ๠us, for simplicity 
temperature is usually considered among the deterministic variables x of the model, 
while the uncertainty that is brought into the analysis by the temperature 
measurements is added to the model uncertainty. In general, when temperature 
measurements are available, we can assume that the model ( ),g x θ  defined in (3.1) 
is a function of a model ( ),g′ ′ ′x θ , which does not consider the temperature effects, 
and a function ( ),Tg′′ θ T  that models only the temperature effects: 

( ) ( ) ( ) { } { }, , , , , , ,T Tg g g′ ′ ′ ′′ ′ ′= + = =x θ x θ θ T x x T θ θ θ , (4.2)

where θT are state parameters that control the sensitivity of the measurements to the 
temperature and T are the temperature measurements. 

In case we decide to acquire the temperature, the position of the temperature 
sensors is important. Temperature sensors should be placed according to the 
following recommendations, which I formulated based on my experience: 

1. temperature sensors should be placed where the temperature is 
expected to influence the structural behavior most. 

2. their configuration should accurately detect the temperature gradients 
within the structure; 

3. the active parts of the sensors must be in contact with the structure, 
not with the air that surrounds the structure; 

4. since temperature sensors usually provide analog electrical signals 
that are subjected to interferences, thus, they should be placed as close 
as possible to their reading units; 
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5. the installation of temperature sensors should not change the 
temperature field in the structure and the temperature of the material 
in contact with the sensor must be the same temperature of the 
structural part on which the sensor is installed; 

6. temperature sensors should be installed so that they can be easily 
replaced. 

After the raw monitoring data have been normalized so that the measurements 
can be compared with the output of the model, we are ready to implement Bayesian 
inference. Performing Bayesian inference may require a numerical algorithm of those 
presented in the next section when we cannot calculate the parameters of the posterior 
distribution using an analytical expression. 

4.3 Computational Bayesian inference 

Equations (3.3) and (3.6) provide the analytical expression for the posterior 
distribution, respectively for the case of parameter estimation and model selection. In 
(3.3), the numerator is a function of the state parameters and defines the shape of the 
posterior probability. Instead, the evidence is a normalization constant. In practice, 
the calculation of this constant in (3.3) is difficult, particularly if the state parameters 
are a lot, because it requires an integration over the domain of the state parameters 
[87]. ๠e numerical calculation of integrals for Bayesian inference is demanding and 
usually requires importance sampling [88] [89] [90]. However, in parameter 
estimation we can use the unscaled posterior distribution – the product between the 
likelihood function and the prior distribution. Using the unscaled posterior 
distribution, we can obtain samples from the true posterior distribution using different 
algorithms. MCMC methods are among the most efficient methods to obtain samples 
from the posterior probability distribution p(θ|y,x), which in this context is called 
target distribution. ๠ese methods generate a random series of samples in the 
parameter domain such that each sample θ(n) depends only on the previous sample θ(n 

– 1). ๠is process is based on a proposal distribution ( )( 1)
p | np −′θ θ , which is used to 

get a candidate sample ′θ  in the nth step. Metropolis et al. [91] formulated a method 
to build a MCMC using symmetric proposal distributions; Hastings [92] generalized 
the algorithm presented by Metropolis et al. for the use of asymmetric proposal 
distributions. In the so called Metropolis-Hastings algorithm, a candidate sample ′θ  
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is included in the chain if a random variable u, drawn from a distribution uniform in 
the interval [0,1], is smaller than 

( ) ( ) ( )
( ) ( )

( 1)
p( 1)

( 1) ( 1)
p

| , |
, min 1,

| , |

n
n

n n

p p

p p
α

−
−

− −

 ′ ′⋅
′  =

′⋅  

θ y x θ θ
θ θ

θ y x θ θ
, (4.3)

which is called acceptance probability [87], otherwise, θ(n) = θ(n – 1). In summary, 
assuming that the required number of samples is N, the steps of the Metropolis-
Hastings algorithm are the following. 

Start with an assumed sample θ(1) and 1n ← ; 

Draw the sample candidate ′θ  from ( )( 1)
p | np −′θ θ ; 

Calculate ( )( 1) ,nα − ′θ θ  with (4.3); 

Draw u from an uniform distribution in [0,1]; 

If ( )( 1) ,nu α − ′< θ θ , ( )n ′←θ θ , else ( ) ( 1)n n−←θ θ ; 

If n = N, stop, else, 1n n← +  and draw another sample. 

๠e aforementioned Metropolis-Hastings algorithm is probably the simplest 
approach to computational Bayesian inference for parameter estimation. It enables us 
to obtain samples from the true posterior distribution, but it has some disadvantages, 
listed in the following. 

1. It does not calculate the evidence, which is required to compare 
different models that may be implemented in the likelihood function 
for parameter estimation. ๠is drawback forces us to find another 
solution if we have to do model selection or if we want to find a state 
class. 

2. ๠e required number of samples N is sensitive to the proposal 
distribution ( )( 1)

p | np −′θ θ ; if the shape of the proposal distribution is 
very different from the true posterior distribution, N must be huge. 

3. A variable number of samples at the beginning of the chain depends 
on sample θ(1), which is assumed. ๠us, we have to identify and 
remove these samples from the chain before making inference. ๠e 
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number of samples in the chain that must be removed is called burn-
in period [87]. 

4. It cannot be applied if the true posterior distribution is multimodal, 
because the chain may converge to a single peak. 

In order to overcome the issues above, Ching and Chen [93], in 2007, proposed 
the transitional Markov chain Monte Carlo (TMCMC) method based on the adapting 
Metropolis-Hasting (AMH) method presented by Beck and Au [20]. ๠e method of 
Ching and Chen can be used for model selection, with multimodal target 
distributions, and does not require the definition of the proposal distribution nor the 
removal of the samples in the burn-in period. In the TMCMC, the proposal 
distribution change in different steps as it approaches the target distribution. A 
comparison between the Metropolis-Hastings algorithm and the TMCMC that proved 
the advantaged of the latter was presented in 2016 by Ching and Wang [94]. 

Besides the TMCMC proposed by Ching and Chen [93], other approaches has 
been studied and presented in the literature. For example, Angelikopoulos et al. [95] 
proposed the X-TMCMC, which minimizes the computational costs required to 
produce the Markov chain without losing efficiency. 

If we choose the basic Metropolis-Hastings algorithm but we also need to 
calculate the global likelihood of the state classes, we have to calculate the integral 
of (3.8). When the analytical expression of (3.8) is not available, a Monte Carlo 
simulation must be carried out. In this case, if the probability of one or more state 
classes is very little, the number of samples required to obtain a reliable estimate of 
the probabilities is huge and may lead to long CPU times. A method that can be 
followed to reduce the required number of samples in a Monte Carlo simulation is 
importance sampling. ๠is technique, which is described in the next section, may also 
be used to calculate the probability ( ) ( )node node |k w

w jp a →  , which is necessary 
to solve (3.23). 

4.4 Importance sampling 

Monte Carlo simulations can be performed in order to approximate probabilities or 
integrals, which can be expressed in the general form of 
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( ) ( ) dqI q p
Ω

= ⋅ ⋅
θ

θ θ θ , (4.4)

where q(θ) is any function of some parameters θ (even a model that provides only 
numerical results) and p(θ) is a probability density function of θ. ๠e integral of (4.4) 
can be approximated by computing 

( ) ( )( ) ( )

1

1 ,
N

n n
q

n
I q p

N =

≅  θ θ θ , (4.5)

where N is the total number of samples θ(n) of the Monte Carlo simulation, drawn 
from p(θ). 

In some problems such as those of Bayesian statistics, q(θ) can be small or 
nearly constant over most of the domain Ωθ except a small portion. In these problems, 
it is not efficient to sample from the whole space of p(θ) and it is better to concentrate 
the samples θ(n) where q(θ) varies [96]. With importance sampling [97], we can 
approximate any integral in the form of (4.4) using samples drawn from a probability 
distribution of our choice, ps(θ), and focus only on the regions in which q(θ) is 
significant for our problem [98] [99]: 

( ) ( ) ( ) ( )
( ) ( )

( )
( ) ( ) ( ) ( )

s s s( )
1 s

1 , , .
nN

n n n n
q n

n

p
I q w w p

N p=

≅ ⋅ =
θ

θ θ θ θ θ
θ

  (4.6)

๠e effect of the choice of ps(θ) on the estimated value of Iq are taken into account by 
the weights ws(θ(n)). 

In structural reliability analysis, the parameters θ are the random variables that 
characterize the structural behavior and the structural properties. ๠e probability of 
failure of the structure can be calculated as 

( )
,

d
f

fp p
Ω

= ⋅
θ

θ θ , (4.7)

where Ωθ,f is the region in which the values of the parameters θ lead to failure, and 

, fΩ ⊂ Ωθ θ . ๠e integral of (4.7) can be formulated also as 



Carlo Cappello – Theory of Decision Based on Structural Health Monitoring 
 

 
58 

( ) ( ), , df fp pζ
Ω

= Ω ⋅ ⋅
θ

θ θ θ θ , (4.8)

where ( ), ,fζ Ωθ θ  is the failure indicator function, 

( ) ,
,

,

1, ,
,

0, .
f

f
f

ζ
∈Ω

Ω =  ∉Ω

θ
θ

θ

θ
θ θ  (4.9)

Since pf can be often in the order of 10–6, we need at least 106 samples to calculate pf 
using (4.5). However, since the calculation of ( ), ,fζ Ωθ θ  usually requires long CPU 
times, the mere use of (4.5) is impossible in real-world structural reliability problems 
[100]. With importance sampling, we can concentrate the samples in the domain Ωθ,f 
and reduce the required number as a result: 

( ) ( ) ( ) ( )
( ) ( )

( )
( ) ( ) ( ) ( )

, s s s( )
1 s

1 , , , .
nN

n n n n
f f n

n

p
p w w p

N p
ζ

=

≅ Ω ⋅ = θ

θ
θ θ θ θ θ

θ
  (4.10)

Importance sampling can be also implemented in Bayesian inference to solve 
(3.8), 

( ) ( ) ( )| , | , , | , dp p p
Ω

= ⋅ ⋅
θ

y S x y S θ x θ S x θ . 

In this case, the shape of p(θ|S,x) may provide samples that correspond to 
insignificant values of p(y|S,θ,x), making the estimate of the probability p(y|S,x) 
unreliable. ๠is happens, for example, if, for most of the samples θ(n), y ends up in 
the tails of p(y|S,θ,x). However, we can force the samples θ(n) in a portion of the 
domain of our choice by implementing importance sampling: 

( ) ( ) ( ) ( )( ) ( ) ( )
s

1

1| , | , , | , , ,
N

n n n

n
p p w p

N =

≅ ⋅ sy S x y S θ x θ S x θ θ  (4.11)

where 
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( ) ( )
( )

( )
( )

( )
s

| ,
| , .

n
n

n

p
w

p
=s

θ S x
θ S x

θ
 (4.12) 

Equation (4.11) represents the algorithm for a Monte Carlo simulation with 
importance sampling that is performed to calculate the global evidence of state class 
S. 

4.5 Summary of the chapter 

๠is chapter presented the indications and the algorithms for the development of 
SHM-based DSSs based on the formulation of §3 of this thesis. I explained the 
hardware and software system that should be built to effectively acquire and store 
monitoring data from the sensors installed on a monitored structure. Monitoring data 
should be acquired using hardware connected to UPS units; data should be saved both 
on-site and remotely, in multiple backup copies; data should be stored in a relational 
database and retrieved using SQL. In the other sections, I presented the methods and 
the algorithms that can be implemented in order to perform data normalization and 
to reduce the variations in the monitoring data that are due to temperature. ๠en, I 
reviewed the algorithms proposed by the literature for computational Bayesian 
inference: the Metropolis-Hastings algorithm and the TMCMC algorithm. In the last 
section, I presented the formulation of Monte Carlo simulation with importance 
sampling, which can be implemented when we need to calculate small probabilities 
with a small number of samples. 
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5 Structural health monitoring 
system design 

๠e design of monitoring systems is one of the most pioneering challenges of the 
academic studies on SHM. Nowadays, practitioners often design monitoring systems 
based on experience and the producers of technology for SHM provide little help in 
the development of monitoring system concepts. ๠ere is evidence that monitoring 
system design will always be asked to operators of structures, who usually rely on 
consulting companies or civil engineers. 

Practitioners who operate in civil engineering are used to semi-probabilistic 
structural design. When engineers design a structure like a bridge, they follow a 
common rigorous procedure in which the expected performance of the concept is 
calculated through structural analysis and compared to the target performance 
prescribed by the design codes. Unlike in structural design, there is not a code for 
monitoring system design; there is still the need to define a common procedure 
similar to that of structural design. 

In this chapter, I formalize a performance-based monitoring system design 
process that follows the scheme of semi-probabilistic structural design. After 
introducing the problem of monitoring system design, I apply the approach proposed 
by Raiffa and Schlaifer [10] for the design of experiments to monitoring system 
design. ๠eir method consists in the application of EUT to ensure that performing the 
experiment (or installing the monitoring system) actually produces financial benefits. 
๠en, from the Raiffa and Schlaifer’s framework, I develop the proposed 
performance-based monitoring system design. 

5.1 Problem of structural health monitoring system design 

๠e design of systems for SHM includes the following choices, which are usually 
subjected to a budget constraint: 
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1. identification of the purpose of monitoring, which in general is the 
evaluation of the structural reliability to improve the management of 
the structure; 

2. choice of the quantity to measure (e.g. strain of the columns, 
accelerations of the girders, drift of the storeys); 

3. choice of the position, number and type of sensors to be employed for 
monitoring; 

4. choice of the system used for data acquisition: number and type of 
reading units, UPS units, networking devices and computers; 

5. choice of the type of software that will be used to record the 
measurements and perform data normalization and cleansing; 

6. development of the algorithm that will be carried out to analyze the 
monitoring observations. 

When monitoring system design is based on experience, the choices above are 
taken once. However, in a more rigorous design approach, the designer should always 
provide financial justification for performing monitoring [101]. He should evaluate 
the effectiveness of the monitoring system concept using a quantitative metric and 
rethink his choices if the monitoring solution appears not to be satisfactory. 

๠e design of a monitoring system is like the design of an experiment. 
According to Raiffa and Schlaifer [10], experiments can be designed using EUT. 
With EUT, we can design an experiment by evaluating if the expected utility of doing 
the experiment is greater than the expected utility of acting based only on prior 
information. In this evaluation, we calculate the value of the information provided by 
the experiment and we compare this value with the cost of the experiment. ๠is 
approach can be applied also to monitoring system design. I call the design process 
resulting from this application value-of-information-based monitoring system design 
(VOI-based monitoring system design). In VOI-based monitoring system design, the 
designer calculates the value of the measurements provided by the monitoring system 
and compare it with the cost of installing the tentative monitoring solution. 

๠is approach to monitoring system design would be a rigorous process, but it 
would be more similar to structural optimization rather than the common semi-
probabilistic design method. Real-life SHM needs a straightforward procedure. In the 
next section, I formalize VOI-based monitoring system design using EUT. ๠en, I 
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develop my performance-based monitoring system design and show how 
performance-based monitoring system design can be as effective as VOI-based 
monitoring system design. ๠e proposed approach is a process that is the counterpart 
of the semi-probabilistic structural design and is relatively simple compared to VOI-
based monitoring system design. Two examples of application of the proposed 
method are presented in the next chapters. 

5.2 Value-of-information-based monitoring system design 

In this section, I show how VOI can be used to design a monitoring system that 
provides measurements y. Before the agent in charge of the management of the 
structure takes any action, the designer of the monitoring system wonders whether 
installing a monitoring system is convenient. If a monitoring system is installed, the 
observations y will be used along with a model to update the information on the 
structural state S, and a utility ( )|u z S  corresponding to an outcome z will follow 
each state S. Figure 5.1 shows the decision tree in which the designer evaluate the 
installation of the monitoring system. ๠is decision tree can be used to calculate the 
EVSI [10] of the observations y and therefore predict whether the SHM system is 
worth installing. 

Regardless monitoring data are available or not, the agent will have to choose 
an action (2) (2)

n aa ′ ∈Ω  concerning the management of the structure. Each action taken 
by the agent may have different monetary outcomes zm, which depends on the action 
itself and on the realization of the state Sm. In general, the probability of each state Sm 
is affected by the decision (2)

na ′  that precedes the realization. I assume that the 
monetary outcome zm accounts for both direct and indirect costs due to the realization 
of state Sm. ๠e utility of each outcome is simply calculated using the utility function 
u(zm). ๠e branch that follows (1)

0a  in the decision tree of Figure 5.1 includes all the 
actions (2)

aΩ  that the agent can take to manage the structure. Before the agent takes 
his decision, the designer has the option of installing a SHM system that would 
provide a set of observations y. If the monitoring system is not installed, action (1)

0a  
is taken in the first stage, node1, and the agent proceeds without SHM. Instead, if 
SHM is performed, action (1)

SHMa  is taken in node1 and the agent can use the monitoring 
observations y before taking any decision. In this case, I assume that the agent must 
take an action (3) (3)

n aa ′ ∈Ω , in node3, among the same set of actions available in node2, 
hence (2) (3)

a aΩ = Ω  and (3) (2)
n na a′ ′=  for any n’. In the second branch, we have the same 
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monetary outcomes zm for each state Sm, but here the utility takes into account also 
the costs of installing and configuring the monitoring system, namely zSHM. Using 
(3.19) to (3.24), we can put zSHM = 0 and calculate the EVSI of y, or put zSHM equal 
to the actual costs of SHM and calculate the expected net gain of sampling (ENGS). 
According to the EUT fundamentals, the choice of monitoring (1)

SHMa  is worth taking 
if ENGS > 0. 
 
 
 

 
Figure 5.1. Decision tree used to calculate the EVSI of y; action (1)

SHMa  is installing a SHM 
system that provides y and action (1)

0a  is the option of proceeding without SHM 
information. 
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Assuming that the agent will act always in order to maximize the expected 
utility of his actions, we can use (3.21) to calculate the expected utility of node2, 
which is also the expected utility of (1)

0a : 

( ) ( )(1)( 2 )( 2 ) ( 2 ) 0

*(1) (1) (2,1) (1) (2) (1)
0 node 0| , ,

max E | , ,
a

a aa
u a u u z a a

∈Ω
 = =  S y S . (5.1)

With the assumption that S is defined in a discrete space, (5.1) becomes 

( ) ( ) ( )
( 2) ( 2)

*(1) (1) (2) (1) (1)
0 0

1
max | , ,

a

M

m m m
a m

u a u z a a p
∈Ω =

= ⋅ S S , (5.2)

because, if the designer takes (1)
0a , the only information on S the agent will have is 

the prior probability p(1)(S). 
Unlike action (1)

0a , the expected utility of action (1)
SHMa  needs to include the 

observations y. If we knew the observation y, which we do not, we could calculate 
the expected utility of action (1)

SHMa  as 

( ) ( ) ( )
(3) (3)

*(1) (1) (3) (1) (1)
SHM SHM SHM

1
, max | , , | ,

a

M

m m m
a m

u a u z z a a p
∈Ω =

= + ⋅y S S y  (5.3)

where p(1)(Sm|y) is obtained through the Bayes’ theorem: 

( ) ( ) ( )
( )

(1) (1)
(1)

(1)

|
| m m

m

p p
p

p
⋅

=
y S S

S y
y

. (5.4)

By putting zSHM = 0 and calculating the difference between (5.3) and (5.2), we can 
calculate the conditional value of sample information (CVSI) [10]: 

( ) ( ) ( )

( ) ( )

(3) (3)

( 2 ) ( 2 )

(3) (1) (1)
SHM

1

(2) (1) (1)
0

1

CVSI max | , , |

max | , , ,

a

a

M

m m m
a m

M

m m m
a m

u z a a p

u z a a p

∈Ω =

∈Ω =

= ⋅ +

− ⋅





y S S y

S S
 (5.5)

which is of course function of the observations y. It should also be noticed that 
p(1)(Sm|y) is a probability density, function of both y and Sm. 



Carlo Cappello – Theory of Decision Based on Structural Health Monitoring 
 

 
66 

In order to obtain the EVSI, we need to calculate the expected value of 
CVSI(y). ๠us, we need to use our prior information on the observations y, p(1)(y), 
and apply the expected value operator: 

( ) ( )(1)EVSI CVSI dp
Ω

= ⋅ ⋅
y

y y y . (5.6)

If we set zSHM equal to the cost of installing and running the SHM system, we 
can calculate the ENGS: 

( ) ( ) ( )

( ) ( ) ( )

(3) (3)

( 2) ( 2)

(3) (1) (1) (1)
SHM SHM

1

(2) (1) (1) (1)
0

1

ENGS max | , , | d

max | , , d .

a

a

M

m m m
a m

M

m m m
a m

u z z a a p p

u z a a p p

∈Ω =Ω

∈Ω =Ω

 = + ⋅ + 
 

 + ⋅ 
 





y

y

S S y y y

S S y y
 (5.7)

Since the expected utility of (1)
0a  does not depend on y and ( )(1) d 1p

Ω

⋅ =
y

y y , (5.7) 
can be simplified: 

( ) ( ) ( )

( ) ( )

(3) (3)

( 2 ) ( 2 )

(3) (1) (1) (1)
SHM SHM

1

(2) (1) (1)
0

1

ENGS max | , , | d

max | , , .

a

a

M

m m m
a m

M

m m m
a m

u z z a a p p

u z a a p

∈Ω =Ω

∈Ω =

 = + ⋅ + 
 

− ⋅




y

S S y y y

S S
 (5.8)

๠e calculation of the EVSI requires the calculation of the probability of each 
possible structural state Sm, ๠is sometimes requires a Monte Carlo simulation of the 
structural behavior using a FEM, which may take a long CPU time. For example, if 
we need to calculate the probability of failure of a structure that is expected to be in 
the order of 10–6, we will have to run the FEM more than 106 times, each time with a 
different set of state parameters θ randomly drawn from a distribution of θ. ๠e 
number of iterations can be reduced using importance sampling [102] [96], i.e. by 
pushing the samples to the limit state – the so-called design point. Nevertheless, we 
would still need a large number of samples, in the order of at least 102 samples. 

Pozzi [34] and Straub [103] proposed an efficient algorithm for the 
computation of the EVSI. ๠eir algorithm can be employed when a complex 
numerical model of the structure is used to estimate the EVSI. ๠e numeric solution 
of (5.6) proposed by Straub [103] (with a change of notation) reads 
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( ) ( ) ( )

( ) ( )

( ) ( )

(3) (3)

( 2 ) ( 2 )
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1 1

1 (1) (1)
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1 1
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∈Ω =
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⋅
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 
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S y S θ S

y S θ S

S S

 (5.9)

where θj,m is generated from a prior distribution, ( )(1) | mp θ S , that may depend on Sm, 
and yi is generated based on the conditional distribution ( )(1)

,| ,m j mp y S θ , for a 
sample of θj,m. 

5.3 Performance-based monitoring system design 

๠e design of structural health monitoring systems, or, briefly, monitoring system 
design, is equivalent to the decision problem proposed by Raiffa and Schlaifer [10] 
in which a decision-maker has to design an experiment to obtain information. ๠is 
problem has to include also the null experiment, i.e. the situation in which we do not 
perform any experiment. According to Raiffa and Schlaifer, this decision problem is 
solved by maximizing the ENGS, formulated here in (5.8). Designing a monitoring 
system using a VOI-based approach would require to find the optimal monitoring 
system concept eopt out of a set of possible solutions Ωe. In mathematical terms, this 
would be solving 

( )opt arg max ENGS
ee

e e
∈Ω

= , (5.10) 

where the ENGS(e) is a generalization of (5.8) for any monitoring system concept e: 
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Equation (5.11) is worth discussing. ๠e second term on the right-hand side is the 
expected utility of node2 in the decision tree of Figure 5.1. ๠is is the expected utility 
that we get if we choose not to install the monitoring system. When the agent has to 
take action a(2), he will simply maximize the value of expected utility calculated using 
the prior probability of each scenario Sm, because no data will have been collected to 
update the probability of Sm. ๠e expected utility of node2 does not depend on the 
precision of the monitoring system nor on its cost. It is a quantity one can calculate 
regardless the tentative monitoring system concept. What is affected by the 
monitoring system is the first term on the right-hand side of (5.11), i.e. the expected 
utility of node3, which is the expected utility we get if the designer chooses to install 
the monitoring system. If SHM is performed, each monetary outcome is increased by 
the cost zSHM of purchasing and installing the monitoring system. ๠en, the 
monitoring system influences the probability distributions ( )(1) |e mp S y  and ( )(1)

ep y . 
๠is can be intuitively understood because the more the precision of the monitoring 
system in acquiring the measurements, the more precise our estimate of the state Sm 
and the less uncertainty in ( )(1)

ep y . In other words, if the measurements are affected 
by a little uncertainty, they will give more information about the state, we will be 
more confident in our prediction of Sm and the distribution ( )(1)

ep y  of the 
observations will be sharper. 

Performing monitoring system design using (5.10) is complicated and 
burdensome because it requires the knowledge of the monetary consequences zm of 
each state Sm as well as to assume the utility function. Indeed, this design philosophy 
is the counterpart of structural optimization. If we were designing a structure, instead 
of a SHM system, we would not choose the dimension of each structural element and 
the structural configuration by following a semi-probabilistic method, but by 
maximizing the overall expected utility calculated based on the cost of the structure, 
the monetary consequences of structural failure and the probability of failure. If we 
designed every structure in this way, we would have to estimate the aforementioned 
costs and use a probabilistic model of the structure rather than a deterministic one. I 
do not need to mention that this is not what happens in real life. In everyday structural 
design, we use a performance-based approach in which we compare the capacity of 
the structure (function of the material strength) with the demand (function of the 
loads). Usually, design codes prescribe the use partial factors for the calculation of 
structural capacity and demand; we do not use nominal mean values to check if the 
structural reliability is satisfactory. In principle, those partial factors ought to be 
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calibrated in order to translate a requirement that was set in terms of risk to a 
comparison in terms of design values. Melchers [31] recognizes that “the objective 
of structural design may be taken reasonably to be the maximization of the total 
expected utility of the structure […]”. However, Melchers also recognizes that, if 
every structural design were carried out using a refined probabilistic approach, the 
results would not be satisfactory because different outcomes may result from different 
choices of the probability distributions [31]. In structural design codes such as the 
Eurocodes (EN 1990:2002: Eurocode – Basis of structural design, Annex B and C), 
the target risk is guaranteed by setting different target values of probability of failure, 
or reliability index, for each class of consequences. In order to keep the target risk 
constant, a lower probability of failure is required if high consequences of collapse 
are expected. However, the target reliability is often confined in the annexes of the 
design codes, while the safety check usually relies on deterministic frameworks like 
the partial factor method. ๠e target reliability is ensured by proper calibration of the 
partial factors. 

While in the SHM community monitoring system design is often regarded as 
solving (5.10), here I provide a formulation of monitoring system design that is the 
counterpart of the everyday structural design – a performance-based procedure. ๠e 
objective is to rewrite the formulation of VOI-based monitoring system design and 
obtain a design process based on the comparison between the expected precision of 
the state parameters θ after monitoring and the precision that ensures that performing 
SHM is convenient. Herein, I provide a methodology in which designers of 
monitoring systems can identify a satisfactory monitoring system concept based only 
on the specifications of the concept itself. With this approach, the complexity of VOI-
based monitoring system design is removed from the evaluation of a tentative 
monitoring system and is moved to the calculation of the required precision of 
monitoring, which I call demand. ๠e big advantage is that, like in the structural 
design codes, the demand can be calculated once for different monitoring problems. 
For example, SHM of different wind turbines using FOSs will involve similar 
monitoring costs and similar outcomes due to the misclassification of the structural 
state. ๠is enables us to calculate the demand for monitoring system design that can 
be used for different structures. Table 5.1 shows the analogy between semi-
probabilistic structural design and the proposed monitoring system design process. 
๠e formulation of demand and capacity for performance-based monitoring system 
design is presented in this section. Demand is the precision of the state parameters 
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that the monitoring system must provide to be convenient; capacity is the precision 
of the monitoring system concept that is actually expected. 

5.3.1 Demand 

If we require the tentative concept e be satisfactory, we have to ensure 

( )ENGS 0e ≥ . (5.12)

Let me assume that the state is represented by a combination of the state parameters 
θ, whose posterior distribution is assumed a multivariate normal distribution 

( ) ( )(1)
| | |, | ,p =θ y θ y θ yθ Σ y μ ΣN , with mean vector μθ|y and covariance matrix Σθ|y. Let 

me also assume that the cost of monitoring ( )SHM |z θ yΣ  can be defined as a function 
of the precision provided by the monitoring solution, represented by the covariance 
matrix of the posterior distribution Σθ|y. With the aforementioned assumptions, I seek 
the values of covariance Σθ|y that satisfy (5.12) and I define the demand |θ yΣ  as the 
value for which the ENGS is zero: 
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 (5.13)

Table 5.1. Analogy between structural design and monitoring system design 

 Semi-probabilistic structural 
design 

Performance-based monitoring 
system design 

Objective Structural stability with appropriate 
safety 

Knowledge of structural state with 
appropriate confidence 

Demand Effects of design loads (e.g. 
bending moments, axial forces) 

Required precision of knowledge 
about the structural state 

Capacity Structural capacity Precision of the SHM solution 
Model Relationship between material 

properties and structural capacity 
Relationship between sensor 
measurements and precision of 
knowledge 

Limit state Effect of design loads vs. structural 
capacity 

Required precision of knowledge of 
the structural state vs. precision of 
knowledge provided by the SHM 
solution 
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Equation (5.13) enables us to calculate the demand as the limit to the covariance for 
which the corresponding monitoring system is financially convenient. We can also 
improve our design by seeking the monitoring system corresponding to the value of 
covariance that maximizes the ENGS: 

( )( ) ( )

( )
(3) (3)

|

| ,opt
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SHM | SHM |
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|

arg max max | , , , | d
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θ y
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Σ θ θ Σ y θ

y Σ y

 (5.14) 

In (5.14), I left out the second term of (5.11) because it does not depend on Σθ|y. ๠e 
second term of (5.11) would be the expected utility of the choice not to install the 
SHM system, and it does not depend on the monitoring effectiveness. ๠e utility 

( )( )(3) (1)
SHM | SHM| , ,u z z a a+ θ yΣ θ  depends on the structural state θ and on the action a(3) 

that will be taken once that the observations y are available. After a cursory glance, 
it may appear that the solution of (5.14) is | ,optθ yΣ = 0 because 

( )
|

(1)
|, |p →⎯⎯⎯→+∞

θ yθ y Σ 0θ Σ y  for any θ and y. However, this is not the case, because 
extreme monitoring precisions result in extreme monitoring costs, i.e. 

( )
|SHM |z →⎯⎯⎯→+∞

θ yθ y Σ 0Σ . ๠erefore, the solution is usually a balance between the 
monitoring precision and the monitoring cost, and satisfies 
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 (5.15) 

๠e solution is a stationary point of the ENGS function with respect to the covariance 
matrix of the posterior distribution, which is assumed a multivariate normal. In (5.15) 
we have the derivative of a scalar function with respect to the matrix Σθ|y. ๠e result 
is a matrix in which each element is the derivative of the function with respect to the 
corresponding element in matrix Σθ|y. 

๠e demand |θ yΣ  depends on the costs that may follow each possible structural 
state θ. ๠ese costs usually include direct and indirect costs, which may be difficult 
to assess. Nevertheless, (5.13) does not need to be solved for every case study. In 
analogy with performance-based structural design, (5.13) can be solved once for 
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families of monitoring problems and the results can be posted in a design code. ๠e 
great advantage of using the demand |θ yΣ  as defined in (5.13) is that the elements of 
the matrix are quantities of engineering units (or of a combination of engineering 
units), which can be easily handled and interpreted by structural engineers. 

5.3.2 Capacity 

๠e capacity of a monitoring system needs to be calculated using Bayesian pre-
posterior analysis [50] [10]. In simple words, pre-posterior analysis is a simulation of 
Bayesian inference a posteriori that occurs before the acquisition of the true 
measurements. ๠us, in pre-posterior analysis, the observations y are an unknown 
variable but the posterior distribution reads like in (3.3): 

( ) ( ) ( )
( )

| , |
| , ,

|
p p

p
p

⋅
= ∈Ωθ

y θ x θ x
θ y x θ

y x
. 

๠e evidence p(y|x) and the posterior distribution p(θ|y,x) become functions of the 
observations y. ๠is means that, in the pre-posterior analysis, the mean μθ|y(y) and the 
covariance matrix Σθ|y(y) of the posterior distribution are also functions of y. 

We are interested in the value of the covariance matrix Σθ|y, a posteriori, which 
must be compared with the demand |θ yΣ . However, in pre-posterior analysis, we 
cannot calculate the exact value of Σθ|y because the observations y are still missing. 
Indeed, the measurements y are provided by the monitoring system, which is chosen 
at the endo of the design stage. ๠erefore, I define the capacity as the expected value 
of Σθ|y, calculated in the pre-posterior analysis. ๠e calculation of capacity requires a 
distribution of the observations, p(y). ๠e distribution p(y) is usually available in the 
design stage, because we know: (1) the model g(x,θ) that correlates the state 
parameters θ to the observed quantities, ( )ˆ ,g=y x θ ; (2) the distribution of the 
residuals ˆ= −ε y y , which include sensor noise, sensor bias and model uncertainties; 
(3) the prior distribution p(θ) of the state parameters θ. In the worst case, we can 
always carry out a Monte Carlo simulation in which we draw values of θ from p(θ) 
in order to get samples of ŷ  using the model g(x,θ), and then draw values of ε to 
obtain p(y). Once that we have p(y), the capacity can be calculated as 
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( ) ( ) ( )|E p  =  θ yθ y yΣ Σ y , (5.16) 

where the expected value of the covariance matrix is the matrix of the expected value 
of the elements. 

๠e capacity, as defined in (5.16), depends on the monitoring strategy that is 
evaluated. ๠e elements of Σθ(y) usually decrease if: (1) the number of uncorrelated 
measurements increases; (2) the correlation among the measurements decreases; (3) 
the magnitude of the noise that affects the measurements decreases; (4) the measured 
quantities are more sensitive to the state parameters θ. 

5.3.3 Capacity of the monitoring system concept versus prior 
information 

๠ere are two checks that must be carried out after the calculation of the monitoring 
capacity using (5.16). First, we need to check that the monitoring system concept is 
actually expected to provide information about all the state parameters θ. In order to 
do so, we can align the principal directions of the expected posterior distribution, 
which has the covariance matrix of (5.16), to the principal directions of the prior 
distribution and see if the prior distribution dominates the posterior in every direction. 
After we rotate and scale the posterior distribution with respect to the prior 
distribution, we can check if the resulting matrix has the first eigenvalue less than 
one. ๠e matrix used to rotate and scale the posterior distribution is the inverse of the 
Cholesky decomposition of the covariance matrix Σθ, 

( ) 1
Cholesky

−
=   θφ Σ . (5.17) 

We can rotate a scale the posterior distribution using φ, and get the following 
dimensionless matrix: 

( ) ( )
T′ = ⋅ ⋅θ y θ yΣ φ Σ φ . (5.18) 

๠e monitoring system concept provides information about all the state parameters θ 
if 
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( ) ( ) ( ) ( ) ( ),max 1,ii
λ λ′ ′ ′ ′ ′< =θ y θ y θ y θ y θ yΣ v v , (5.19)

where ( ) ( ),  λ′ ′θ y θ yv  are eigenvalues and eigenvectors of ( )′θ yΣ . 

5.3.4 Capacity of the monitoring system concept versus demand 

๠e preceding section showed how to evaluate whether a monitoring system concept 
is expected to provide information on all the state parameters θ. In this section, I 
propose the same approach to evaluate if the capacity of the tentative monitoring 
solution is greater than demand. In this case, the posterior probability distribution, 
with covariance matrix Σθ(y), must be rotated and scaled with respect to the 
distribution of covariance matrix |θ yΣ , and then again we can check if the resulting 
matrix has the first eigenvalue less than one. 

In formulae, the matrix used to rotate and scale the posterior distribution is 

( ) 1

|Cholesky
−

 =  θ yφ Σ . (5.20)

Now, we can rotate a scale the posterior distribution using φ , and get the following 
dimensionless matrix: 

( ) ( )
T′ = ⋅ ⋅θ y θ yΣ φ Σ φ . (5.21)

๠e monitoring system concept provides a capacity greater than the demand, if 

( ) ( ) ( ) ( ) ( ),max 1,ii
λ λ′ ′ ′ ′ ′< =θ y θ y θ y θ y θ yΣ v v , (5.22)

where ( ) ( ),  λ′ ′θ y θ yv  are eigenvalues and eigenvectors of ( )′θ yΣ . 

5.3.5 Calculation of the expected covariance using uncertainty 
propagation 

๠ere are some cases in which performance-based monitoring system design can be 
carried out using the analytical expressions of the propagation of uncertainty – 
without numerical algorithms. ๠is can be done if we can write an expression that 
provides the state parameters as a function of the model output: 
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( )ˆ ,f=θ y x . (5.23) 

๠is circumstance enables us to calculate by propagation of uncertainty a 
covariance matrix ,LFθΣ , which is an approximation of the covariance matrix of the 
likelihood function expressed in terms of state parameters. ๠en, we can calculate the 
covariance matrix of the posterior distribution using the formulas for the product of 
two multivariate normal distributions. ๠e expected covariance matrix of the 
posterior distribution calculated using uncertainty propagation is an exact estimate 
when the function ( )ˆ ,f y x  is linear with respect to ŷ, and both the posterior 
distribution and the likelihood function are multivariate normal distributions. ๠e 
formal procedure for the calculation of the expected covariance matrix of the 
posterior distribution through uncertainty propagation is the following. 

Calculate the approximate mean value yμ  of the observations y using the 
model function and the mean value μθ of the prior distribution p(θ) of the 
state parameters: 

( ),g=y θμ μ x . (5.24) 

Calculate the Jacobian matrix f
yμ

J


 of ( )ˆ ,f y x , with respect to the 
observations ŷ , near the approximate mean value yμ  of the observations. 

Calculate the covariance matrix ,LFθΣ  expressed in terms of state 
parameters: 

,LF |

T

f f
 = ⋅ ⋅   y y

θ y θμ μ
Σ J Σ J

 
 . (5.25) 

Calculate the approximation of the covariance matrix: 

( )
11 1

,LF

−− − = + θ θθ yΣ Σ Σ  . (5.26) 

๠is procedure does not take into account the uncertainty of the prior 
distribution of the state parameters. ๠erefore, we can conclude that the expected 
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covariance matrix obtained using uncertainty propagation is unreliable if one of the 
following is true: 

• the function ( )ˆ ,f y x  is severely non-linear in the range where p(y) is 
high; 

• the prior probability distribution is severely asymmetric; 

• the likelihood function is severely asymmetric. 

5.3.6 Monte Carlo algorithm for the expected covariance matrix 

๠e posterior distribution of state parameters depends on the observations. In 
performance-based monitoring system design, we use the prior distribution of the 
observations in order to calculate the expected covariance matrix that characterizes 
the posterior distribution. In some cases, discussed in the preceding section, we can 
calculate the expected variance of the posterior distribution by uncertainty 
propagation. However, the model is often a complex numerical function of multiple 
state parameters and we cannot find an analytical function that provides each state 
parameter based on the model output. ๠erefore, often we need to use a numerical 
algorithm like the one presented below. With that algorithm: (1) we draw samples 
from the prior distribution of the state parameters; (2) from some of these samples, 
we obtain samples of the observations considering the sensor noise, which must be 
assumed; (3) for each observation, we calculate a value of the covariance matrix using 
the remaining samples of the state parameters; (4) we calculate the expected value of 
the covariance matrix. A formal presentation of the algorithm follows. 

Draw N values, θ(n), of the state parameter vector θ, from the prior 
distribution p(θ), where 1 .n N≤ ≤  

Use the last M values calculated in the above step to draw M samples y(m) of 
the observations from p(y|θ(W + m)), where 1 .m M≤ ≤  

For each mth observation y(m): 

 calculate a set of W weights ( )( , ) ( ) ( )|m w m wq p= y θ ; 

 calculate the mean vector 
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 calculate the variance of each ith parameter, 
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 calculate the off-diagonal elements of the covariance matrix, 

( )( )( ) ( )

, ( )

,( ) | ,( ) | ( , )
1

|

( , )
1

,
i m j m

i j m

W

i w j w m w
w

W

m w
w

q
j i

q

θ θ

θ

θ μ θ μ
σ =

=

− −
= >




y y

y

 
 . (5.29) 

Calculate the expected covariance matrix by solving 
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. (5.30) 

In case we need to design a monitoring solution for the estimation of a single state 
parameter, the above algorithm can be easily adapted. Each sample of state 
parameters θ(n) will be a scalar, we will not need to calculate the off-diagonal elements 
with (5.29), and the matrix of (5.30) will be a scalar instead. 
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5.4 Summary of the chapter 

In this chapter, I formalized a performance-based monitoring system design method 
that is the counterpart of semi-probabilistic structural design. ๠is method was 
developed based on the formulation that Raiffa and Schlaifer [10] proposed for the 
design of experiments, which implements EUT. ๠e proposed approach, maintains 
the formalism of the Raiffa and Schlaifer’s, but does not require the designer to 
assume a utility function nor the calculation of the outcomes – direct and indirect 
costs. In the performance-based monitoring system design method, capacity and 
demand can be calculated separately. ๠e calculation of demand does require a utility 
function and the outcomes, but the demand can be prescribed by design codes similar 
to the codes that prescribe the requirements for semi-probabilistic structural design. 
๠e calculation of capacity is only based on the uncertainties that are expected to 
affect the analysis of monitoring data a posteriori. Like in the scheme of structural 
design, the calculation of the monitoring capacity is the only task that is left to 
practitioners. ๠e chapter presented the formulation of capacity, demand, and also the 
algorithms that can be used to calculate and compare capacity and demand in real-
life applications. 
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6 Decision support system for 
Colle Isarco Viaduct 

In this chapter, I show how the management of a strategic structure – Colle Isarco 
Viaduct – can be optimized by implementing the SHM-based DSS formalized in §3 
of this dissertation. Colle Isarco Viaduct, introduced in the first section below, 
suffered from a high deflection trend, which required a retrofit intervention and 
extensive SHM. Measurements of displacement and temperature are acquired and 
stored thanks to a multi-technology monitoring system. ๠e system also includes 
FOSs, which will start acquiring measurements of strain in 2017. In the chapter, I 
present the monitoring system and the data acquired so far. ๠en, I show how the 
framework of §3 can be implemented in this real-life case study to develop a SHM-
based DSS that suggests the optimal action the bridge manager should take. In §6.6.2 
of this chapter, I show how the DSS can identify the optimal action among “do 
nothing”, “send inspector” and “close the bridge”, based on the measurements of 
displacement acquired in the 14 days preceding the decision. 

6.1 Colle Isarco Viaduct 

I had the pleasure to work with Colle Isarco Viaduct since the design of the first part 
of the monitoring system, installed in 2014. Colle Isarco Viaduct, built in 1971 and 
managed by Autostrada del Brennero SpA, is one of the longest bridges in northern 
Italy and is a strategic highway link between Italy and Austria. ๠e bridge is made of 
two independent decks, each one supporting a carriageway 10.30 m wide. ๠e 
description of the viaduct, of the construction process and of the problems occurred 
during the last decades is taken from [104]. ๠e total length of the bridge is 1,028 m 
and the structure consists of 13 spans. ๠e longest span, presented in Figure 6.1, is 
163 m long and is made of two balanced segmental reinforced concrete cantilevers, 
which support a simply supported span. 
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Figure 6.2 and Figure 6.3 show the geometry of the structure. Each cantilever 
arm that belongs to the longest span juts 59 m out of the piers, which are in common 
between the two parallel decks, and is balanced by a back arm 91 m long. Each 
cantilever (four overall) is made of 33 box-girder segments, which were casted in 
place. Each segment has a depth varying from 10.80 m, near the piers, to 2.55 m, at 
the edge. ๠e thickness of the top slab, after the intervention completed in 2015, is 
285 mm. Instead, the bottom slab has a variable thickness: from 980 mm to 150 mm. 
๠e thickness of the two webs is 400 mm and constant along the cantilevers [105]. 
๠e suspended spans, made with two prefabricated beams, have not shown any 
anomaly. A concrete class corresponding to the modern Eurocode C35/45 was used 
for all the structural elements of the girders. ๠e original prestressing force was 
applied by 266 32 mm Dywidag ST 85/105 tendons, with an initial jacking tension 
of 720 MPa (70% of the nominal tensile strength, 1,030 MPa). For each cantilever, 
the total prestressing force at the piers was about 120 MN. 

๠e structure was built between 1968 and 1971. Figure 6.4a shows the erection 
of the piers. After the piers were completed, the box girders were casted in segments 
from each side of the piers. ๠ese segments were long between 3 and 4 m and were 
casted into their formworks, which were fixed to the preceding segments. Figure 6.4b 
was taken in 1969 and shows the construction of the two northernmost cantilevers, 
by pier #8. Since the two cantilever arms had different lengths (59 m and 91 m), the 
balanced construction required the erection of temporary supports, which were built 
50 m away from the piers and removed after the completion of the girders. ๠ese 
temporary supports are presented in Figure 6.4c. Finally, Figure 6.4d shows one of 
the last phases of the construction: the launch of the simply-supported prefabricated 
beams. After the construction, the deflection of the central span was periodically 
monitored using a dumpy level. Two years from the opening of the viaduct, the 
measurements showed an excessive deflection trend. Figure 6.5 shows the deflection 
of the edge of the northernmost cantilever-southbound carriageway. Although during 
the design the deflection was expected to be less than 20 mm, the actual deflection 
exceeded 100 mm in 1976, and 200 mm in 1984. In this year, the velocity was about 
8 mm/year. ๠is behavior was observed for all the four cantilevers [106]. 
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(a) Map with the position of Colle Isarco Viaduct 

 
(b) Central span of Colle Isarco Viaduct; left pier is #8, right pier is #9 

Figure 6.1. Position and view of Colle Isarco Viaduct. 
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Figure 6.2. Lateral view of Colle Isarco central span; dimensions in [m]. 
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Figure 6.3. Cross-sections of Colle Isarco at piers #9 and #10; dimensions in [m]. 

Between 1988 and 1989, these inconveniences pushed Autostrada del 
Brennero SpA to perform a retrofit intervention regarding the main span. As a result, 
the load on the central span was reduced by removing the original pavement from the 
cantilever arms and the prefabricated beams. ๠e old pavement was replaced by thin 
lightweight asphalt. After this work, the edge of the cantilevers immediately 
recovered 70 mm of displacement and the deflection trend apparently stopped, as 
showed by Figure 6.5. ๠e second intervention occurred between 1998 and 1999, and 
was aimed at a repair of the top slab, which was severely deteriorated by the use of 
salt for de-icing. ๠e repair consisted in: (1) scarification of the damaged concrete; 
(2) replacement of the corroded reinforcement bars; (3) casting of new concrete. 
Since 1999, the measurements provided by dumpy level showed a new deflection 
trend, with an apparent velocity of 2 mm/year. Between 2007 and 2008, the state of 
the prestressed tendons in the box girders was investigated by removing a layer of 
concrete from the upper slab, inspection of the tendons and restoration of the concrete 
layer. ๠anks to the inspection, some bars were found broken and others damaged 
due to surface corrosion. ๠e deterioration was not judged critical for the safety of 
the structure, but it was clear that the bridge required a major retrofit strengthening 
to extend its lifespan and comply with the new structural codes. ๠e retrofit, carried 
out between 2014 and 2015, was designed by Autostrada del Brennero SpA and 
SEICO SRL [107], an engineering consulting company. During the intervention the 
thickness of the top slab was increased from 260 mm to 285 mm, the torsional 
stiffness was enhanced by construction of internal steel truss diaphragms and external 
cables applied additional post-tensioning. ๠e additional prestress was provided by 
212 strands of diameter 0.6”, tensioned with a design jacking load of 213 kN. At the 
end, the total force applied by these cables above the piers was about 45 MN – almost 
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40% of the original prestress. ๠e strands were grouped in sets of 19 and 15 strands 
and each group was covered by a polyethylene sheath in order to allow inspection 
and replacement. All the blocks required to anchor the new post-tensioning system 
were made of concrete and were connected to the web of the box girders using 
chemical-grout connectors of diameter 20 mm. 

After this intervention, Autostrada del Brennero SpA decided to apply SHM 
to the structure in order to assess the effectiveness of the work, provide information 
about possible changes in the structural behavior, predict the future structural 
performance and support bridge management decisions.  
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(a) Erection of piers (b) Erection of 

northernmost cantilevers 

 
(c) Northernmost cantilevers leaning on temporary support 

 
(d) Erection of the suspended spans 

Figure 6.4. Construction phases of the main span of Colle Isarco Viaduct [108]. 
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Figure 6.5. Deflection observed at the edge of the northernmost cantilever of the southbound 

carriageway. 

6.2 Monitoring system 

๠e monitoring system was designed in 2014 by Intelligent Infrastructure Group of 
the University of Trento – my research group. We decided to implement three 
technologies for a comprehensive monitoring of the viaduct behavior and to 
investigate the causes of possible anomalies. ๠e first part of the monitoring system 
was installed and activated in 2014, before the retrofit intervention, and is made of 
two topographic total stations and a set of prisms for the measurement of 
displacements. ๠e second part of the system was installed in late 2016 and is a 
network of RTDs. ๠e third part of the system, installed together with the RTDs, is 
based on FOSs for the measurement of strain. Strain and temperature measurements 
that are read over long periods are among the most useful data for anomaly detection 
in concrete box-girder bridges [109] [110] [111] [112]. 

6.2.1 Topographic network 

๠e topographic network was designed to monitor the displacements of the decks 
between pier #7 and pier #10 during the intervention of 2014–2015 and in the 
following years. ๠e total stations are two Leica Nova TM50 [113], depicted in 
Figure 6.6. Unlike the stations Leica Nova TS50, which are for topographic surveys, 
these topographic stations provide the precision required for SHM. For topographic 
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total stations, producers indicate an estimate of the measurement precision that can 
be reached in ideal conditions. However, on site, the noise of the measurements is 
severely affected by the: 

1. number of benchmarks; 

2. stability of the stations; 

3. temperature of air; 

4. pressure of air; 

5. rays of sunlight that may hit the stations; 

6. vibrations of the prisms. 

๠erefore, before the installation of topographic total stations, the actual magnitude 
of the noise that will affect the measurements is usually predicted based on 
experience. Moreover, producers do not always provide indications on how to design 
the support and the protection of the stations, which is a task that must be carried out 
by the customer. In our case, we designed a 1.50 m-high concrete pile for the support 
of the two total stations. After the installation, the stations were protected by low-
iron glass, which minimizes the measurement error due to refraction. 
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Figure 6.6. The south station, Leica Nova TM50.  
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Figure 6.7. Support of the Leica Nova TM50 total stations; dimensions in [mm]. 
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๠e things that should be considered in the design of the support and protection 
of topographic total stations for SHM are: 

1. the protection box must be big enough to allow the automatic 
movement of the station; 

2. the glass of the protection box must be low-iron glass, to minimize 
the bias due to refraction; 

3. the corner of the protection box and the roof of the protection box 
must not interfere with the measurements; 

4. the air inside of the protection box must remain at about the same 
temperature of the external air, to reduce the uncertainty of the 
measurements; 

5. the humidity inside the protection box must be able to flow out of the 
box, throughout holes, but rain and snow must not penetrate the box; 

6. a permanent mark must identify the position of the protection box 
because a rotation of the box could produce an offset of the 
measurements1; 

7. the protection box may be very heavy; 

8. the protection box should be locked for safety reasons; 

9. the pile that supports the station should be insulated to minimize 
sudden elongations due to hourly temperature variations; 

10. a box must be placed by the base of the support pile, in order to 
contain the devices that control the station; 

11. the devices that are inside the box must be placed 10–20 cm above the 
floor, in case the box is flooded; 

12. the box that contains the devices and the protection box must be able 
to be accessed for maintenance; 

                                                      
1 The same could happen if a glass of the protection box is replaced. The optical properties of 
each glass may be different and may even change differently in time. 
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13. one person must be enough to open the box that contains the devices 
and the protection box. 

๠e choice of the location of the two stations and of the benchmarks also 
requires experience. In order to reduce the uncertainty: 

1. the distance between the prism used for the measurements and the 
total stations should be the same as the distance between the 
benchmarks and the stations; 

2. the same type of prism should be used for both measurements and 
benchmarks; 

3. the prisms used for the measurements, the benchmarks and the 
stations should be at about the same altitude. 

For the monitoring system of Colle Isarco Viaduct, we chose GPR112 prisms for all 
the 60 measurement points, as shown in Figure 6.9 and Figure 6.8, and for the 12 
benchmarks. ๠e approximate position of the benchmarks was chosen based on the 
criteria above and optimized by analyzing the propagation of uncertainty [114]. Six 
benchmarks in sparse locations around the Isarco Valley were used for each total 
station. 

Figure 6.10 shows the final moments of the setup of the north station Leica 
Nova TM50. ๠e total stations, placed in the protection box on the top of the pile, are 
connected through a (serial) RS-232 interface to the devices located in the white 
waterproof box underneath. ๠ese devices include: 

1. RS-232-TCP/IP converter; 

2. Ethernet switch; 

3. RJ45-optical fiber media converter; 

4. 100AH battery; 

5. Smart Protector for the battery; 

6. circuit breaker and fuses. 

๠anks to the media converter, the total stations are connected to the personal 
computer PC1-C that controls the stations, located in a control cabin about 500 m 
away from the central span of the viaduct. From this cabin, the data coming from all 
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the sensors of the monitoring system is continuously sent to the headquarters of 
Autostrada del Brennero SpA. 
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Figure 6.8. Prisms on piles 9 and 10, and on the southernmost girders. 
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Figure 6.9. Prisms on piles 7 and 8, and on the northernmost girders. 
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Figure 6.10. Setup of the north station Leica Nova TM50. 
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6.2.2 Resistance thermometers 

๠e RTDs of choice are the TH-PT100 provided by Nova Metrix [115]. With these 
sensors, we can detect the absolute value of temperature from the changes in the 
electrical resistance of the sensors, which should be 100 Ω at 0 °C. ๠ese sensors are 
implemented with four-wire bridge mounting. ๠e specifications, taken from the 
datasheet, are presented here in Table 6.1. 

For each RTD that had to be installed in the concrete, a hole of diameter 8 mm 
or more was drilled in the concrete. ๠en, the RTD was placed inside the hole, which 
was finally filled. It is important that the material used to fill the holes be: 

1. of low viscosity, because air should be completely removed from 
inside the hole; 

2. of the same thermal conductivity of concrete, so that the installation 
of the RTD does not change the nearby temperature pattern. 

In our case, we employed concrete prepared with a high content of water. ๠e RTD 
that were designed to measure the air temperature were simply covered by steel 
plates, to protect them. 

A total number of 82 RTDs was connected to 24 4-channel NI 9217 modules 
[116], provided by National Instruments, whose specifications are presented in Table 
6.2. According to the datasheet of NI 9217, for 100 Ω RTDs in four-wire mode, the 
typical precision at 25 °C is 0.15 °C, with a limit of 0.35 °C. ๠e NI 9217 modules 
are installed on NI cDAQ-9188XT 8-slot Ethernet chassis [117], provided by 
National Instruments, as depicted in Figure 6.12. ๠e operating temperature of these 
devices is from –40 °C to 70 °C. Each chassis is then connected through FTP CAT5e 
Ethernet cables to one of the two switches installed in each girder. ๠e connection 
between the switches that are inside the girders and the switch inside the control cabin 
is made with optical fibers. 

Figure 6.11 shows a RTD installed on the bottom slab of southbound 
southernmost girder of Colle Isarco Viaduct. Figure 6.14, Figure 6.13 and Figure 6.15 
show the position of the RTDs. Table 6.3 presents the installation depths. In the 
design, we adopted the following strategy. ๠e temperature pattern of the tallest (C5) 
and shortest (C7) section of the north girders is completely identified by 8 RTDs for 
each section. For the other instrumented sections, 3 RTDs measures the temperatures 



Decision support system for Colle Isarco Viaduct 
 

 
97 

that are used as boundary conditions, with the assumption that the temperature pattern 
of these sections is similar to that of the sections instrumented with 8 RTDs. 

 
Table 6.1. Specifications of Nova Metrix TH-PT100 resistance thermometers  

Characteristic Value 
Range –50 °C to +300 °C 

Precision 0.1 °C at 0 °C 
Thermal drift 0.385 Ω/°C 

 
Table 6.2. Specifications of National Instruments NI 9217 input units 

Characteristic Value 
Sampling rate 400 Hz 

ADC resolution 24 bit 
Range 0 Ω to 400 Ω 

Excitation current 1 mA per channel 
Maximum humidity 90% 

Operating temperature –40 °C to 70 °C 
 

 
Figure 6.11. A RTD installed on the bottom slab of southbound southernmost girder of 

Colle Isarco Viaduct.  
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Figure 6.12. Box containing NI 9217 modules and a NI cDAQ-9188XT 8-slot Ethernet 

chassis used for the acquisition of data from the RTDs.  
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Figure 6.13. Position of the RTDs on the southernmost girders. 
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Figure 6.14. Position of the RTDs on the northernmost girders.  
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Figure 6.15. Position of the RTDs on the cross sections. 

Table 6.3. Installation depths of the RTDs by position 

Position Element 
Distance from 

inside 
[mm] 

Distance from 
outside 
[mm] 

Concrete 
thickness 

[mm] 
1 Bottom slab 80 – Variable 
2 Bottom slab 270 – Variable 
3 Inner web 175 175 400 
4 Top slab 40 170 260 
5 Top slab 170 40 260 
6 Outer web 175 175 400 
7 Outer web 175 175 400 
8 Air, inside – – – 
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6.2.3 Fiber-optic sensors 

๠e system based on FOSs was designed to monitor the long-term effects of the recent 
post-tensioning intervention. We chose long-gauge FOSs based on fiber Bragg 
grating (FBG) [118] that provide measurements of strain. ๠ese sensors were 
installed in the middle of the top and bottom slab, in order to effectively calculate the 
curvature of the girders and therefore investigate the causes of possible excessive 
long-term deformation trends. In fact, because of the propagation of uncertainty, the 
curvature calculated from displacements provided by topographic systems would be 
affected by severe error. Likewise, the displacements calculated by integration of a 
curvature obtained from strains would be very uncertain. 

We installed 56 FOSs overall: 7 FOSs in series were installed in the middle of 
each slab (two slabs for each of the four girders). At the beginning, all the 56 sensors 
were designed to be 2 m-long. However, because of the irregular geometry of the slab 
surface, 8 out of the 56 sensors had to be 1 m-long, as depicted by Figure 6.17 and 
Figure 6.18. ๠e sensor of choice were the 12.1010 MuST deformation sensor [119], 
provided by Smartec SA [120] [15]. ๠ese sensors have an active zone that can be 
long between 0.20 m and 2 m, and an optional passive zone for temperature 
compensation that can be long between 1 m to 200 m. Before installation, the active 
zone must be pre-tensioned of 0.5% of its length before installation, in order to 
measure shortening. Instead, the passive zone, which is used to remove the effects of 
the temperature on the measurements (not on the structural behavior), must be left 
free to deform. Each FOS had to be installed using the installation kit. ๠e sensors 
were pre-tensioned and anchored on two L brackets, which had been fixed to the 
concrete surface using four M6 bolts 50 mm long. Table 6.4 shows the characteristics 
of the FOSs of choice, which are taken from the Smartec SA datasheet. Figure 6.16 
shows a moment of the installation of a FOS on the bottom slab of southbound 
southernmost girder of Colle Isarco Viaduct and a detail of the sensor. 

In each chain, the sensors were joined without connectors. However, 10 m of 
additional optical fiber were left near each sensor, in case of maintenance. Each chain 
ends with an E-2000 APC (8°) connector and all the chain are connected to a single 
8-channel reading unit2, located in the control cabin. We chose a SOFO VII reading 
unit [121], which was also provided by Smartec SA. ๠is reading unit has an Ethernet 
                                                      
2 In order to improve the robustness of the monitoring system based on FOSs, both ends of 
the sensor chains reach the control cabin. 
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interface and is controlled by the industrial computer PC2-C, which is located in the 
control cabin along with the reading unit. ๠e features of the reading unit, taken from 
the Smartec SA datasheet, are presented in Table 6.5. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 6.4. Technical characteristics of Smartec SA 12.1010 MuST deformation sensor 

Characteristic Value 
Strain range –2500 με to +3000 με 

Temperature range –40 °C to +80 °C 
Resolution 0.2 με 
Precision 2 με 

 
 

Table 6.5. Technical characteristics of Smartec SA SOFO VII reading unit 

Characteristic Value 
Measurement resolution 1 pm 

Precision 2 pm 
Sample rate 1 Hz 

Range 1500 to 1600 nm 
Measurement time < 2 s per channel 

Operating temperature 10 °C to 40 °C 
Maximum humidity 90% 
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(a) Installation of a FBG FOS 

 
(b) Label on a FBG FOS showing an active length of 2.00 m, a passive length of 39.0 m and 

a nominal wavelength of 1582.972 nm 

Figure 6.16. Installation of a FBG FOS on the bottom slab of southbound southernmost 
girder of Colle Isarco Viaduct and a detail of the sensor.  
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Figure 6.17. Configuration of the FOSs on the southernmost girders. 
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Figure 6.18. Configuration of the FOSs on the northernmost girders. 
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6.2.4 Networking 

Figure 6.19 shows a scheme of the network that is used to acquire data from the 
sensors installed on Colle Isarco Viaduct. Above I explained how the sensors are 
physically connected to their reading units and how the data reach the control cabin 
located about 500 m away from the bridge central span. To sum up, each reading unit 
is in the control cabin or is connected to a computer in the control cabin through a 
TCP/IP interface. In the control cabin, two PCs control the topographic total stations 
for the measurement of the viaduct displacements (PC1-C), read the wavelength 
provided by the FBG FOSs (PC2-C) and acquire the resistance of the RTDs (PC2-
C). All this data is saved locally in a PostgreSQL database, which is also replicated 
in computer PC3-H, located in the headquarters of Autostrada del Brennero SpA. All 
the devices that are located inside the bridge girders and in the control cabin are 
connected to a Mastersys BC UPS of 8 kVA [122], provided by Socomec, to avoid 
loss of data. 
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Figure 6.19. Scheme of the network for the acquisition of data. 

Headquarters 

Control cabin 

North station 
Leica Nova TM50 

RJ45-OF 
converter 

Northbound southernmost 

Ethernet chassis 
NI cDAQ-9188XT 

Sw
itc

h 

Top FOS chain 

Bottom FOS chain 

Ethernet switch 

Switch 

FOS reading unit 
Smartec SOFO VII 

PC1-C 

PC2-C 

PC3-H 
PostgreSQL database 

UPS 
Socomec 

Mastersys BC 

FTP CAT5e 
OF SM 9/125 for data 

OF SM 9/125 for FOSs 

Undefined connection 

South station 
Leica Nova TM50 

RJ45-OF 
converter 

Ethernet switch Ethernet chassis 
NI cDAQ-9188XT 

Northbound northernmost 

Ethernet chassis 
NI cDAQ-9188XT 

Sw
itc

h 
Top FOS chain 

Bottom FOS chain 

Ethernet chassis 
NI cDAQ-9188XT 

Southbound southernmost 

Ethernet chassis 
NI cDAQ-9188XT 

Sw
itc

h 

Top FOS chain 

Bottom FOS chain 

Ethernet chassis 
NI cDAQ-9188XT 

Southbound northernmost 

Ethernet chassis 
NI cDAQ-9188XT 

Sw
itc

h 

Top FOS chain 

Bottom FOS chain 

Ethernet chassis 
NI cDAQ-9188XT 



Decision support system for Colle Isarco Viaduct 
 

 
109 

6.3 Temperature data 

๠e acquisition of data from the topographic network started on June 9, 2014, from 
the RTDs, it started on February 15, 2017. ๠e acquisition of data from the FOSs has 
not started yet. We already know that we need to compensate the displacements 
measured by the topographic total stations in order to remove the effects of 
temperature. Figure 6.20 shows two days of temperature data from sections C5 and 
C7 of the southbound and northbound girders. ๠e two days are February 25 and 26, 
2017. ๠e figures show that temperature variations in time up to 2.0 °C can be 
expected. ๠e temperature variations during summertime may be even greater. ๠e 
temperature measured by the RTDs in position 8 changes very rapidly because is the 
temperature of the air inside the girders. However, this temperature is of little interest. 
๠e variation of the hourly temperature measured by the other RTDs is worth some 
comments. 

1. ๠e temperatures from position 1 and 2 come from the bottom slab. 
๠e bottom slab of section C5 is the thickest and is close to pile 8. 
๠is explains that the temperature in the bottom slab of section C5 is 
approximately constant along the slab height and in time. In section 
C7, the temperature variations in time of the bottom slab are greater – 
about 1.5 °C – than those measured in section C5. Curiously, in the 
bottom slab of the southbound girder the temperature also changes up 
to 1.0 °C along the height, whereas in the northbound girder the 
temperature of position 1 is the same as position 2. 

2. ๠e temperatures coming from the RTDs installed in position 3 are 
those of the web that faces the parallel girder. ๠ese webs are not 
exposed to sunlight and, as shown by Figure 6.20, their temperature 
does not change much in time. 

3. ๠e temperatures of position 4 and 5 are those of the top slabs. ๠ese 
are those that change the most because the top slab is the most exposed 
to the sunlight and to the night sky. ๠e temperature variations in time 
of the top slab are in the order of 2.0°C. Figure 6.20b, Figure 6.20c 
and Figure 6.20d also show that the temperature variations in position 
5 is similar to that of position 4, but the latter heats up with a delay of 
about 2 hours. ๠is phenomenon is easily explained by the fact that 



Carlo Cappello – Theory of Decision Based on Structural Health Monitoring 
 

 
110 

the RTDs of position 4 are installed only 40 mm in the concrete slab, 
from the inside, whereas the RTDs of position 5 are installed 170 mm 
in the slab 40 mm from the surface. 

4. ๠e temperatures of the RTDs installed in position 6 and 7 are those 
of the outer webs. ๠e temperature variations in time are up to 2.0 °C. 
๠e temperatures of position 6 are about the same as those of position 
7 and this is reasonable because both the RTDs are installed 175 mm 
in the web. ๠e temperature of the webs of the northbound girders 
increases before that of the southbound girders. ๠is is also reasonable 
because the former are exposed to the sunlight in the morning, the 
latter in the afternoon. 

Figure 6.21 shows the daily temperature measurements coming from section 
C5 and C7, from February 15, 2017. ๠e hourly temperature variations, shown in 
Figure 6.20, have different phases, which depend on the part of the section that is 
measured. Nevertheless, the daily temperatures shown in Figure 6.21 have variations 
of similar phase. ๠e reason for this is that the temperatures of Figure 6.21 are taken 
every day at 6 AM, when the temperature of each location is close to a daily average 
value. ๠is phenomenon is more evident for section C7, whose bottom slab is the 
smallest. ๠e bottom slab of section C5 is very thick (1,000 mm); thus, the 
temperature of this slab at 6 AM is probably closer to a weekly average value than a 
daily one. As a result, the phase of the daily temperature variations for position 1 and 
2 are different from those of the other locations.  
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(a) Section C5, southbound girder 

 

(b) Section C5, northbound girder 

 

(c) Section C7, southbound girder 

 

(d) Section C7, northbound girder 

Figure 6.20. Two days (February 25 and 26, 2017) of temperature data. 
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(a) Section C5, southbound girder 

 
(b) Section C5, northbound girder 

 
(c) Section C7, southbound girder 

 
(d) Section C7, northbound girder 

Figure 6.21. All temperature data. 
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6.4 Temperature compensation 

Now that we understood the temperature variations that have been measured from the 
RTDs, we can analyze their effects on the displacements measured by the total 
stations. ๠e direction of the displacements x, y and z is defined in Figure 6.9 and 
Figure 6.8: x is parallel to the viaduct axis, y is orthogonal and z is vertical. Based on 
our engineering judgement, I assume that the displacements x, y and z of the girders 
are influenced by the temperature differences defined below. ๠e temperature that 
mostly affects the vertical displacements measured at the end of the cantilevers (by 
prism 9S1N, 9S2N, 9S1S, 9S2S, 8N1N, 8N2N, 8N1S and 8N2S) is assumed to be 
that of section C5. Figure 6.22a shows the displacement measured using prism 8N2S. 
Below, in Figure 6.22b, there are the temperature differences that affect the 
longitudinal displacements, ΔTC5,x, the orthogonal displacements, ΔTC5,y, and the 
vertical displacements, ΔTC5,z. All the temperatures come from section C5, 
southbound. Assuming that TRTD(t) indicates the temperatures corresponding to times 
t, measured by the RTD named RTD, the temperature differences of section C5 are 
then calculated as 

( ) ( ) ( ) ( ) ( )C5-1-S C5-2-S C5-4-S C5-5-S
C5, 4x

+ + +
=

T t T t T t T t
ΔT t , (6.1)

( ) ( ) ( ) ( )C5-6-S C5-7-S
C5, C5-3-S2y

+
= −

T t T t
ΔT t T t , (6.2)

( ) ( ) ( ) ( ) ( )C5-1-S C5-2-S C5-4-S C5-5-S
C5,z 2 2

+ +
= −

T t T t T t T t
ΔT t . (6.3)

Figure 6.22c shows the temperature of each RTD. From Figure 6.22, we can say that 
hourly measurements show a phase difference between the displacements of a section 
and the temperatures that affect the structural behavior of that section. ๠is makes 
difficult to compensate hourly measurements. However, we are interested in 
monitoring the long-term behavior of the bridge. 

Figure 6.23 shows the daily displacement measured using prism 8N2S and the 
daily temperature differences of section C5. Fortunately, the variations of the two 
series of data have the same phase. In order to study the effectiveness of RTD-based 
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temperature compensation of displacement data, I had to define a model in the form 
of (4.2). I chose a heuristic model that is linear with respect to the temperature 
differences ΔTC5 and quadratic with respect to time t: 

( ) [ ] ( ) ,
0, , C5, ,ˆ , 1 1 ,

2
prism x T

prism prism prism prism x x prism xx
γ

α β= + + + ⋅x t θ ΔT t t t t  (6.4)

( ) [ ] ( ) ,
0, , C5, ,ˆ , 1 1 ,

2
prism y T

prism prism prism prism y y prism yy
γ

α β= + + + ⋅y t θ ΔT t t t t  (6.5)

( ) [ ] ( ) ,
0, , C5, ,ˆ , 1 1 ,

2
prism z T

prism prism prism prism z z prism zz
γ

α β= + + + ⋅z t θ ΔT t t t t  (6.6)

where the state parameters are 

 

0, 0, 0,

, , ,

, , ,

, , ,

, , ,
, , ,
, , ,
, ,

prism prism prism

prism x prism y prism z
prism

prism x prism y prism z

prism x prism y prism z

x y z
α α α
β β β
γ γ γ

 
 
 =  
 
 
 

θ . (6.7)

Since we are interested in the long-term acceleration of prisms at the time of the 
analysis, it is important that t has the origin – its zero – at the time of the analysis, 
rather than at the time of the first measurement. 

Before using the model of (6.4) on the data, I had to remove the effects of the 
pier displacements from the data, because the behavior of the piers is not considered 
by the model. ๠e equations used to remove the effects of the piers are 

5NP1S

12SP1S

north girders,
south girders,prism prism

′= − 


x
x x

x
 (6.8)
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z z z
z z

z z z
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where ξprism is the distance of the prism from Pier 10, which is shown in Figure 6.9 
and Figure 6.8. Figure 6.24 shows the displacements of prism 8N2S before and after 
the compensation with the pier displacements. 

I corrected the data with the displacement of the piers using (6.8). Afterwards, 
the data were ready to be fitted using the model of (6.4). For this preliminary analysis, 
I performed parameter identification using non-linear least squares regression [73]. 
๠e results are summarized in Table 6.6 and Figure 6.25 shows the interpolation of 
data using the model of (6.4). ๠en, I used the state parameters of (6.7) to remove the 
effects of temperature from the data obtained from (6.8): 

( )
( )
( )

, C5,

, C5,

, C5,

,

,

.

prism prism prism x x

prism prism prism y y

prism prism prism z z

α

α

α

′′ = − ⋅

′′ = − ⋅

′′ = − ⋅

x x ΔT t
y y ΔT t
z z ΔT t

 (6.11) 

๠e results are shown in Figure 6.24c. ๠e temperature compensation appeared to be 
satisfactory because it significantly reduced the temperature-induced displacements. 
As shown by Table 6.6, this preliminary analysis also evidenced the sensitivity of the 
vertical displacements to temperature. Prism 8N2S is expected to rise of 4.8 mm if 
the temperature difference between the two slabs of section C5 increases by 1 °C. 
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(a) Displacements of prism 8N2S, southbound girder 

 

(b) Temperature difference between the top and bottom slab of section C5, southbound 
girder 

 
(c) Temperatures of section C5, southbound girder 

Figure 6.22. Two days (February 25 and 26, 2017) of data.  
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(a) Displacements of prism 8N2S, southbound girder 

 

(b) Temperature difference between the top and bottom slab of section C5, southbound 
girder 

 

(c) Temperatures of section C5, southbound girder 

Figure 6.23. All data concerning the displacements of prism 8N2S. 
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(a) Raw data 

 

(b) Compensated with the displacements of piers 

 

(c) After temperature compensation 

Figure 6.24. Compensated data of prism 8N2S.  
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(a) Displacement x 

 

(b) Displacement y 

 

(c) Displacement z 

Figure 6.25. Model and data from prism 8N2S. 
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Table 6.6. Results of preliminary parameter identification obtained by performing 
non-linear least squares regression 

Axis Parameter Unit Mean SD COV [%] 
x8N2S x0,8N2S [mm] 0.0 0.8 – 
 α8N2S,x [mm/°C] –0.5 0.1 13 
 β8N2S,x [mm/year] –2.0 13.8 687 
 γ8N2S,x [mm/year/day] 0.0 0.4 – 
 σ8N2S,x [mm] 0.4 – – 
y8N2S y0,8N2S [mm] 0.5 0.3 56 
 α8N2S,y [mm/°C] –2.0 0.5 26 
 β8N2S,y [mm/year] 17.9 10.5 59 
 γ8N2S,y [mm/year/day] 0.3 0.4 154 
 σ8N2S,y [mm] 0.5 – – 
z8N2S z0,8N2S [mm] 11.8 1.7 14 
 α8N2S,z [mm/°C] 2.9 0.5 16 
 β8N2S,z [mm/year] 150.9 40.4 27 
 γ8N2S,z [mm/year/day] 3.2 1.5 49 
 σ8N2S,z [mm] 1.6 – – 

 

6.5 Displacement data 

Figure 6.26 to Figure 6.29 show the daily displacement of the prisms that are installed 
at the end of each cantilever, since June 9, 2014, without temperature compensation. 
By observing these data, we can understand that the general behavior of the decks as 
well as the effects due to post-tensioning. ๠ree things can be pointed out. 

1. From July 31 to August 11, 2014, part of the top slab of the 
southbound girders was removed and new concrete was cast to the 
required thickness. ๠is operation reduced the effective prestress of 
the two southbound decks, which started to lower very quickly until 
the post-tensioning of the new external cables. ๠e same phenomenon 
can be observed for the northbound girders. 

2. ๠e new external cables of the southbound girders were tensioned on 
November 22, 2014; the new external cables of the northbound 
girders were tensioned on October 1, 2015. ๠e figures show the 
tensioning process very clearly and evidenced that the end of the 
cantilevers raised by about 70 mm. 



Decision support system for Colle Isarco Viaduct 
 

 
121 

3. ๠e effects of temperature on the bridge behavior throughout the years 
mainly affected the vertical and longitudinal displacements. 
Temperature induced variations of about 40 mm in the vertical 
displacement of the cantilever edges, and variations of about 15 mm 
in the longitudinal displacements of the same points. 

4. Data recorded by the north station between February 25 to March 19, 
2016, is shifted. ๠is phenomenon is particularly severe for the 
orthogonal displacements, y, but it is not due to an actual structural 
displacement. ๠is shift in the data occurred because the box that 
protects the north station was opened for maintenance and rotated by 
mistake. ๠is caused a rotation of the protection glass that resulted in 
the anomaly. ๠e data shifted back to the original trend on March 19, 
2016, when the protection box was rotated to the original position. 
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(a) Raw data 

 
(b) Compensated with the displacements of piers 

Figure 6.26. Displacements of prism 8N2S, since 2014.  
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(a) Raw data 

 
(b) Compensated with the displacements of piers 

Figure 6.27. Displacements of prism 8N1N, since 2014. 
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(a) Raw data 

 
(b) Compensated with the displacements of piers 

Figure 6.28. Displacements of prism 9S2S, since 2014.  
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(a) Raw data 

 
(b) Compensated with the displacements of piers 

Figure 6.29. Displacements of prism 9S1N, since 2014.  
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6.6 Decision support system 

๠e measurements of displacement and temperature provided by the total stations and 
the RTDs are available and shall be used to assist the management policies of the 
viaduct operator. ๠e classifiers developed in this section were used to define the DSS 
that was provided to Autostrada del Brennero SpA. Herein, I calculate two classifiers. 
Both the classifiers take the temperature-compensated displacements of the 14 days 
preceding the analysis as an input and provide financially optimal actions as an 
output. In the first example, I considered a single-stage decision problem in which 
each action is a terminal action. ๠e actions considered for this example are: “do 
nothing” and “close the bridge”. In the second example, one non-terminal action is 
added: the agent can choose action “send inspector”, and an inspector is sent to the 
bridge before, again, the agent has to choose between “do nothing” and “close the 
bridge”. In this section, I focus on SHM-based decision-making while the probability 
distributions are provided. ๠e classifiers are defined by one (for the first example) 
and two (for the second example) thresholds. ๠roughout the entire section, the 
measurements used to calculate the thresholds and to show the results are the 
displacements taken from the end of the southbound northernmost cantilever – prism 
8N2S. 

6.6.1 Single-stage decisions 

Concisely, the SHM-based decision problem is to identify the financially optimal 
action aopt(y), based on a set of observations y provided by a monitoring system. 
๠erefore, we are looking for a map that defines a relationship between the domain 
of the observations Ωy and the set of possible actions Ωa. In this section, I consider a 
single-stage decision tree (which consists in only one decision node) and I implement 
EUT to obtain the aforementioned map. 

In a single-stage decision problem, the agent in charge of the decision has to 
choose a terminal action a that may affect the state of the structure S. I also assume 
that a unique monetary outcome z follows a realization of S and a. Using EUT, the 
optimal choice depends on the observations y, and may be affected also by prior 
knowledge. Equation (3.13) is used to calculate the expected utility of each action a. 
๠e maximum expected utility for the decision is 
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( ) ( )* *
max

max ,
aa

u u a
∈Ω

=y y , (6.12) 

and the optimal action is 

( ) ( )*
opt

arg max ,
aa

a u a
∈Ω

=y y . (6.13) 

Equation (6.13) is a function of the observations y and maps each possible y to an 
optimal action aopt. Given an observation set y from the monitoring system, (6.13) 
automatically provides the optimal action aopt to the agent in charge of the decision. 

Now, we want to solve the SHM-based decision problem for Colle Isarco 
Viaduct. Given the observations from the monitoring system, the agent wonders 
whether the structural state is unsafe and the bridge should be closed to traffic. Here, 
I assume that the structural state S can be one of two mutually exclusive and 
exhaustive realizations: “undamaged” U and “damaged” D, defined as follows. 

• Undamaged, U. ๠e viaduct is “undamaged” if it is undamaged at all 
or has negligible damage, which does not affect the structural 
capacity. 

• Damaged, D. ๠e structure is “damaged” if it has been subjected to 
major damage and there is a significant probability of collapse under 
a live load. 

Formally, S is a discrete variable, defined in the domain ΩS = {U,D}. 
๠e observation used to identify the optimal action are the last 14 daily vertical 

displacements of a selected prism (two weeks of data). ๠e information contained in 
these data are condensed into a single variable, by feature extraction [123]. In 
practice, every morning the DSS performs non-linear least squares regression as 
presented in §6.4 to calculate the value of long-term acceleration γprism,z, which is then 
treated as a unique observation by the DSS. ๠e vertical displacements used in the 
feature extraction are assumed to be temperature-compensated. 

After the definition of the mutually exclusive and exhaustive structural states 
S, we always need to define the likelihood functions of the decision problem, which 
in this case provide the probability of observing a value of long-term acceleration 
γprism,z, given each structural state S. Zonta et al. [104] developed a FEM of Colle 
Isarco Viaduct that was used to study the structural behaviour of the bridge and the 
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uncertainty in the future deflection trends. ๠is structural model has been analysed by 
another research group at the University of Trento, and its presentation is out of the 
scope of this dissertation. However, here I use the information resulted from the 
analysis of the structural behaviour to define the likelihood functions of the decision 
problem. 

In a 14 day interval, the analysis of the structural behaviour showed that for 
the prism installed at the end of the cantilevers (9S1N, 9S2N, 9S1S, 9S2, 8N1N, 
8N2N, 8N1S and 9N2S) the long-term acceleration γprism,z in the “undamaged” state 
U can be assumed distributed according to a Gaussian probability density function 
p(γprism,z|U) with mean μγ|U = 0 mm/year/day (mm/year per day) and standard deviation 
σγ|U = 0.731 mm/year/day. Instead, in the “damaged” state D, p(γprism,z|D) is a Gaussian 
distribution with mean μγ|D = – 1.826 mm/year/day and standard deviation σγ|D = 1.096 
mm/year/day. 

๠e next step is to define the prior probability distributions. Based on the 
literature [124] [31] and heuristics, I assume that for Colle Isarco Viaduct the prior 
probability of structural failure in a 100 year period is 10–6 and that the structural 
reliability is constant day by day3. ๠e DSS checks the structural condition every day, 
therefore, using the binomial distribution, I can indirectly calculate the daily 
probability of structural failure, which is the prior probability p(D) to be used in the 
DSS. Formally, I solved 

( ) ( ) 365246 36525 day
10 1

1 day
p D p D−  

 = −   
 

, (6.14)

which resulted in about p(D) = 3∙10–11 (for 1 day). 
๠e evidence of a realization of γprism,z is 

( ) ( ) ( ) ( ) ( ), , ,= | | .prism z prism z prism zp p D P D p U P Uγ γ γ⋅ + ⋅  (6.15)

Each day, the monitoring observations are available to the manager, who can update 
the estimate of the state probability using Bayes’ theorem: 

                                                      
3 In reality, the probability of failure of a structure is high immediately after construction, then 
it drops during the first year of service and slowly increases in time. 
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p

γ
γ

γ
⋅

, (6.16) 

where S is either U or D. ๠e two posterior probabilities, which are functions of γprism,z, 
are depicted in Figure 6.31a. ๠ere is a threshold of long-term acceleration pγ  = –
5.78 mm/year/day whereby ( ) ( ), ,prism z prism zP U P Dγ γ= . When ,prism pzγ γ> , the 
bridge is more likely to be damaged than undamaged. 

Each day, given a value of long-term acceleration γprism,z, the agent has to 
choose one of the following actions, which, in this example, are restrained to two. 

• Do nothing, DN. No restriction is enforced to the traffic over and 
under the viaduct. 

• Close the bridge, CB. Both the highway and the road under the viaduct 
are closed to traffic, for the time required by structural rehabilitation, 
which is estimated in 3 months. 

๠is defines the domain of actions, Ωa = {DN,CB}. Of course, choosing to close the 
viaduct would prevent any effect of a possible collapse of the structure. ๠e loss 
incurred from this action is mainly due to RUC. ๠is cost was estimated by Tonelli 
[125] to be zCB = €2,300,000 for the three-month period. However, the agent can 
decide to do nothing (DN) and allow the traffic on the viaduct as usual. If the agent 
decides to do nothing and the state S is undamaged U, the monetary outcome is zU = 
€0. Instead, if the state S is damaged D, the structure may collapse resulting in an 
overall cost of zD = €9,340,000, including direct and indirect costs. ๠e decision 
problem that is modeled herein is represented with the single-stage decision tree of 
Figure 6.30. 

๠e costs and the probabilities introduced above are both necessary and 
sufficient to solve the SHM-based decision problem. Now, I want to calculate two 
domains in the space of γprism,z where the two possible actions – “do nothing” (DN) 
and “close the bridge” (CB) – are optimal. For simplicity, I assume that the agent is 
risk neutral and therefore I define the utility function u(z) = –z. ๠en, the expected 
utilities of actions DN and CB are: 
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( ) ( ) ( )
( )

*
, , ,

*
,

, | | ,

, .

prism z U prism z D prism z

prism z CB

u DN z P U z P D

u CB z

γ γ γ

γ

= − ⋅ − ⋅

= −
 (6.17)

Assuming that the agent follows the suggestions of the DSS and takes the least 
expensive option, the maximum expected utility, in the condition a posteriori, is: 

( ) ( ) ( ){ }* * *
max , , ,max , , ,prism z prism z prism zu u DN u CBγ γ γ= . (6.18)

๠e expected utility functions calculated for each action as in (6.17) are represented 
in Figure 6.31b. In this case, u*(CB,γprism,z )  is constant, while u*(DN, 
γprism,z )  decreases with the value of γprism,z. ๠e two expected utilities are equal for the 
threshold uγ  = –5.59 mm/year/day. Closing the viaduct is the most convenient option 
when ,prism z uγ γ> . ๠is defines two mutually exclusive and exhaustive regions in the 
domain of the long-term acceleration: 

( ) ,

opt ,
,

,

.
prism z u

prism z
prism z u

DN
a

CB

γ γ
γ

γ γ

 ≤= 
>

 (6.19)

Note that the threshold uγ  does not coincide with the threshold pγ . ๠e manager 
should decide to close the bridge not when the long-term acceleration γprism,z shows 
that the bridge is more likely to be damaged D than undamaged U, but when the 
expected utility for doing nothing, ( )*

,, prism zu DN γ , is lower than the expected utility 
of closing the bridge, ( )*

,, prism zu CB γ .  
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Figure 6.30. Decision tree of the SHM-based single-stage decision problem. 

 

(a) Posterior distributions of the two possible states 

 
(b) Expected utilities of the two actions (“do nothing” DN and “close the bridge” CB) 

Figure 6.31. Probabilities and expected utilities of the SHM-based single-stage decision 
problem. 
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6.6.2 Multi-stage decisions 

๠e SHM-based decision problem of the preceding section is relatively simple. In 
real life, agents choose among multiple available actions, some of which may become 
available after others, in a different decision stage. In this section, I present another 
solution of the SHM-based decision problem of Colle Isarco Viaduct in which the 
problem is expanded with one additional decision stage. 

In multi-stage decision problems, the agent may have to take multiple actions, 
i.e. the action a(1) in the first stage may not be a terminal action. In reality, the agent 
may not know a priori the actions that will be available in the stages after the first 
one. However, when we develop a DSS with EUT, we need to define the decision 
tree and the probabilities of the states S. In this formulation, I denote the predicted 
probabilities using a superscript “(n)”, where n is the stage in which the prediction 
occurs. I use the same superscript “(n)” with the expected value operator E[…] in 
order to indicate the stage n in which we calculate the expected value. In order to 
provide a DSS for multi-stage decision problems, we also have to define a decision 
rule [10], which is an assumption on how the decision-maker will act after the first 
stage. Here, I assume that the agent will always follow the suggestions of the SHM-
based DSS and choose actions corresponding to the highest expected utility 

When the decision tree has multiple stages, the optimal decision in stage n 
satisfies 

( ) ( )
( ) ( )

( ) * ( )
opt , ,

arg max ,
n n

a

n n
prism z prism z

a
a u aγ γ

∈Ω
= . (6.20)

However, calculating ( )* ( )
,

,n
prism z

u a γ  is not straightforward because other decision 
nodes may be nested in each branch of the decision tree. In order to solve this 
problem, we need to apply the principle of backward induction [62]. First, for each 
tth decision node connected to a terminal action, we calculate the expected utility 
using the probabilities p(n)(S|a(t),…,γprism,z) expected in stage n. ๠en, we assign to each 
tth decision node a utility ( )( )

node ,
t

prism z
u γ  equal to the maximum expected utility: 

( )( )( ) ( )

( ) ( ) ( ) ( )
node | ,

max E | , ,
tt t

a

t n t t

S aa
u u z S a

∈Ω
 =  

 . (6.21)

By doing this, I had to use the assumption that the agent always chooses the option 
that corresponds to the highest expected utility. If we assume that each decision node 
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connected to a terminal action has a virtual outcome that leads to a utility 

( )( )
node ,

,t
prism z

u γ  we can solve the decision nodes that are connected to the left of the 
tth node in the same way and repeat this process until we can calculate the expected 
value of a(n), required to solve (6.20). 

In the single-stage decision problem presented in the preceding section, the 
agent must take a decision between only two actions (“do nothing” or “close the 
bridge”). In real life, the agent would probably consider the option of acquiring more 
information about the state S of the viaduct. ๠erefore, in the multi-stage decision 
problem the agent can choose to send to the viaduct an inspector in charge of giving 
an expert judgment based on his experience. In this case, the following option must 
be added to the actions “do nothing” DN and “close the bridge” CB. 

• Send inspector, SI. ๠e viaduct is temporarily closed while an expert 
inspection, expected to last 10 days, is done. 

Before the actual inspection, in order to reach the bottom of the deck, an under bridge 
inspection unit4 has to be hired. ๠en, one lane at a time needs to be closed to traffic 
while the unit operates on the viaduct in safe conditions. Visual inspection of the deck 
is performed and material samples may be taken from the structure. ๠e inspection 
concludes by testing the material samples and by analyzing the collected data. 

๠e domain of the actions a(1) available in the first stage must be redefined in 
(1)
a

Ω = {DN,SI,CB}. If the action “send inspector” SI is chosen, the inspector provides 
a judgment S  on the state of the viaduct, which can be either “undamaged” U or 
“damaged” D. ๠e judgment of the inspector is represented by the variable 

{ },S U D∈ , which is defined in the same domain as the states, ΩS. After the 
inspector’s judgement, the agent can eventually choose again between the two 
remaining actions, a(2) (2)

a
∈Ω  = {DN(2),CB(2)}. ๠e decision tree of this multi-stage 

decision problem is represented in Figure 6.32. 
Unfortunately, the inspector’s judgment S  is not the true state S of the viaduct 

but is just an uncertain estimation of S. ๠e chances to identify correctly the actual 
state S mostly depend on the inspector’s experience and skills. ๠e inspector’s 
judgement is like an observation – a piece of information related to the state S through 
a probabilistic model. ๠e relationship between the inspector’s judgment S  and the 
actual state S is defined through the probability ( )|P S S , which is a confusion matrix 
                                                      
4 An under bridge inspection unit is a large truck equipped with a mechanical arm and a basket 
that can be used to reach the bottom of a bridge deck. 



Carlo Cappello – Theory of Decision Based on Structural Health Monitoring 
 

 
134 

[126] that plays the role of the likelihood function in the acquisition of the inspector’s 
judgement. In this case, the probability ( )|P S S  is a two-by-two matrix. ๠e element 
in column i and row j is the probability that the inspector classifies the viaduct in the 
jth state whereas the viaduct is actually in the ith state: 

( ) ( ) ( )
( ) ( )

| |
|

| |

P U U P U D
P S S

P D U P D D

 
 =
 
 

 


 
, (6.22)

where here I use “~” on the states U and D to indicate that they are the estimation of 
S provided by the inspector. 

๠e components of the confusion matrix represent the agent’s judgment about 
the capacity of the inspector to identify correctly the viaduct state. I assume that, 
when the true structural state is “undamaged” U, the inspector correctly identifies the 
condition in 80% of cases and misclassifies the condition in 20% of cases. When the 
structural condition is “damaged” D, the inspector correctly identifies the state in 99% 
of cases and misclassifies the state in 1% of cases. As a result, the values of the 
confusion matrix are: 

( ) 0.80 0.01
|

0.20 0.99
P S S

 
=  
 

 . (6.23)

Now we have to follow the principle of backward induction in order to solve the 
multi-stage decision problem and obtain a map of the optimal actions in the first stage 
(“do nothing” DN(1), “close the bridge” CB(1) and “send inspector” SI(1)). I start from 
the second and last stage of the tree, i.e. I assume that the agent has already decided 
to send the inspector to the viaduct and the inspector has already provided a 
judgement S . ๠e updated posterior probability ( ),S ,prism zP Sγ   of “damaged” D or 
“undamaged” U state perceived by the agent will be also affected by the inspector’s 
judgment S . Formally, I can update the posterior probability obtained by considering 
the monitoring data using again Bayes’ rule: 

( ) ( ) ( ) ( )
( )

,
,

,

|
, =

,
prism z

prism z
prism z

p S P S S P S
P S S

p S

γ
γ

γ

⋅ ⋅


 , (6.24)

where the evidence is 
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( ) ( ) ( ) ( )
( ) ( ) ( )
, ,

,

, = U | U U

D | D D .

prism z prism z

prism z

p S p P S P

p P S P

γ γ

γ

⋅ ⋅ +

⋅ ⋅

 


 (6.25) 

๠e posterior probabilities on the left-hand side are shown in Figure 6.34a and Figure 
6.35a, for S U=  and S D= , respectively.  

After that the inspector has reported, the agent’s decision problem is the same 
as that discussed in §6.6.1 for the single-stage, but with two differences: the posterior 
probabilities are now given by (6.24), and the utilities must include the cost zSI of 
sending the inspector to the viaduct. I assume that zSI includes both the fee for the 
inspector’s work and the RUC stemming from a temporary downtime that is 
necessary to perform the inspection, for a total monetary loss of zSI = €250,000. ๠e 
expected utilities of stage 2 can be calculated as 

( ) ( ) ( )
( ) ( )

( ) ( )

* (2)
, ,

,

* (2)
,

, , ,

, ,

, , ,

prism z U SI prism z

D SI prism z

prism z CB SI

u DN S z z P U S

z z P D S

u CB S z z

γ γ

γ

γ

= − + ⋅ +

+ + ⋅

= − +

 





 (6.26) 

and the maximum expected utility is 

( ) ( ) ( ){ }*(2) * (2) * (2)
max , , ,, max | , , | ,prism z prism z prism zu S u DN S u CB Sγ γ γ=   . (6.27) 

๠e utilities of (6.26) and (6.27) are shown in Figure 6.34b and Figure 6.35b, for 
S U=  and S D= , respectively. ๠e two thresholds that suggest to the agent when it 
is more convenient to close the bridge are: ( )(2)

u
Uγ   = –6.18 mm/year/day if ,S U=  

and ( )(2)
u

Dγ   = –5.38 mm/year/day if S D= . ๠erefore, the optimal classifier at stage 
2 is 

( ) ( )
( )

(2) (2)
,(2)

opt , (2) (2)
,

,
,

.
prism z u

prism z

prism z u

DN S
a S

CB S

γ γ
γ

γ γ

 ≤= 
>





 (6.28) 
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๠is is the solution of the second stage of Colle Isarco Viaduct multi-stage decision 
problem, and is a function of the observation γprism,z and of the inspector’s judgment 
S . 

Once I solved the second stage of the decision problem, I can move to the first 
stage. ๠e expected utility of actions “do nothing” and “close the bridge” for this 
stage are the same as those of the single-stage decision problem, so I just need to 
calculate the expected utility of the action “send inspector”. For this purpose, I have 
to calculate the probability that the inspector’s judgement is S U=  or S D= . ๠e 
inspector’s judgment will depend on the structural state, which is related to the SHM 
observation γprism,z. In formulae: 

( ) ( ) ( ) ( ) ( ), , ,| = | | + | |prism z prism z prism zP S P S U P U P S D P Dγ γ γ⋅ ⋅   . (6.29)

For example, the inspector will provide S U=  either if he correctly identifies the 
state when the state is “undamaged” U or if he makes a mistake when the state is 
“damaged” D. Equation (6.29) is presented in Figure 6.33. 

Now, I can calculate the expected utility of action “send inspector”, while the 
other expected utilities were calculated in §6.6.1 of this dissertation. All the three 
expected utilities of stage 1 are 

( ) ( ) ( )
( )

( ) ( ) ( )
( ) ( )

* (1)
, , ,

* (1)
,

* (1) *(2)
, max , ,

*(2)
max , ,

, ,

, ,

, , | +

+ , | .

prism z U prism z D prism z

prism z CB

prism z prism z prism z

prism z prism z

u DN z P U z P D

u CB z

u SI u U P U

u D P D

γ γ γ

γ

γ γ γ

γ γ

= − ⋅ − ⋅

= −

= ⋅

⋅

 

 

 (6.30)

Figure 6.36 shows the three expected utilities of stage 1 as a function of the 
monitoring observation – the long-term acceleration γprism,z. In Figure 6.36, we can 
recognize two thresholds: (1)

u
γ  = –5.46 mm/year/day separates DN(1) from SI(1); (1)

u
γ  

= 5.98 mm/year/day separates SI(1) from CB(1). Notice that the optimal action depends 
on the long-term acceleration γprism,z provided by the monitoring system: 
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( )
(1) (1)

,
(1) (1) (1) (1)
opt , ,

(1) (1)
,

,

,

.

prism z u

prism z u prism z u

prism z u

DN

a SI

CB

γ γ

γ γ γ γ

γ γ

 ≤
= < ≤


>

 (6.31) 

๠e expected utilities of the three actions in stage 1 (“do nothing” DN(1), “send 
inspector” SI(1) and “close the bridge” CB(1)) are shown in Figure 6.36. In the first 
stage, when the long-term acceleration γprism,z is lower than (1)

u
γ , the SHM-based DSS 

suggests DN(1) to the agent because it is the financially optimal choice given the 
agent’s risk profile. When the long-term acceleration γprism,z is higher than (1)

u
γ , the 

DSS suggests CB(1) to the agent. When the long-term acceleration γprism,z is between 
(1)

u
γ  and (1)

u
γ  the DSS suggests SI(1) to the agent and the agent should send the 

inspector to the viaduct to minimize the expected loss. Actions DN(1) and CB(1) are in 
the first stage but are terminal actions. ๠erefore, they do not depend on the confusion 
matrix ( )|P S S  because the inspector’s judgement is considered only if action SI(1) 
is taken. However, both (1)

u
γ  and (1)

u
γ  depend on the expected utility of action SI(1), 

which is affected by ( )| .P S S  

6.7 Discussion of results and conclusions 

In this chapter, I showed how to develop a SHM-based DSS for a real-life bridge 
management problem. Colle Isarco Viaduct is instrumented with a monitoring system 
including topographic prisms for the measurement of displacements. From the 
displacements recorded in the 14 days before the analysis, we can calculate the long-
term acceleration of the viaduct decks, which is sensitive to the structural health. ๠e 
DSS of Colle Isarco Viaduct is a map that provides the optimal bridge management 
action to take, given the latest value of long-term acceleration. ๠e structural state 
can be “damaged” or “undamaged”; the available actions are “do nothing”, “send 
inspector” and “close the bridge”. If the inspector is sent to the viaduct, the inspector 
provides information on the actual state of the structure and then the DSS suggests 
an action between the remaining two. ๠e suggested actions depend on the probability 
of the structural states, which is updated using the latest estimate of long-term 
acceleration, and on the costs (direct and indirect) that may result from each 
combination of action and structural state. In the development of the DSS map, I 
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calculated two thresholds for the first stage of the decision problem: if the long-term 
acceleration is below the first threshold, the most convenient action is “do nothing”; 
if the long-term acceleration is above the second threshold, the most convenient 
action is “close the bridge”; if the long-term acceleration is between the thresholds, 
the most convenient action is “send inspector”. For the second stage of the decision 
problem (i.e. after the bridge manager decides to send the inspector to the viaduct), I 
calculated one threshold that depends on the inspector response: if the long-term 
acceleration is below the threshold, the most convenient action is “do nothing”; 
otherwise, the most convenient action is “close the bridge”. ๠e calculation of the 
thresholds enables the DSS to suggest the optimal action immediately after a new 
value of long-term acceleration is available. 

 
 
 
 
 
 
 
 
 
 

 
Figure 6.32. Decision tree of Colle Isarco multi-stage decision problem. 
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Figure 6.33. Probabilities of the inspector’s judgement, given a value of long-term 
acceleration, for Colle Isarco multi-stage decision problem. 

 
(a) Posterior probabilities 

 
(b) Expected utilities 

Figure 6.34. Posterior probabilities and expected utilities for inspector’s decision S U= . 
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(a) Posterior probabilities 

 
(b) Expected utilities 

Figure 6.35. Posterior probabilities and expected utilities for inspector’s decision S D= . 

 

Figure 6.36. Expected utilities of the actions in stage 1 of Colle Isarco multi-stage decision 
problem. 
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7 Single-parameter monitoring 
system design: the case study of 
Adige Bridge 

In this chapter, I apply the performance-based monitoring system design method that 
was described in §5.3 to a real-life case study. In this monitoring problem, we need 
to acquire a single observation y to estimate a single state parameter θ, which must 
be calculated with a required precision. ๠e monitored structure is Adige Bridge, a 
cable-stayed bridge located near Trento, Italy. ๠e construction of this bridge, 
depicted in Figure 7.1, was completed in 2008 [127]. ๠e stay cables were tensioned 
during the last stages of the construction. However, the bridge is a statically 
indeterminate structure and the force in the cables was expected to change in time 
due to steel relaxation, settlement of the foundations and creep of the concrete slab, 
which is in composite action with four weathering steel girders. In the monitoring 
system design, we need to estimate the effectiveness with which the monitoring 
solution identifies the force in the cables. ๠e monitoring system concept is a single 
accelerometer installed on the stay cables for the measurement of the first natural 
frequency, which is the observation, and the consequent estimation of the cable 
tension force, which is the state parameter. Below, I describe Adige Bridge and the 
monitoring system concept. ๠en, I formalize the model used for the interpretation of 
data and I present the statistical distributions that are used in the design. ๠e results 
of the pre-posterior analysis are finally presented and discussed at the end of the 
chapter. 

7.1 Adige Bridge 
Adige Bridge is a cable-stayed bridge completed in 2008 near Trento, Italy. As 
depicted in Figure 7.2a and Figure 7.2b, the bridge has two spans and is 260 m long 
overall. ๠e deck, shown in Figure 7.2c, is made of a 25 cm-thick concrete slab in 
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composite action with four weathering steel girders, which are 2 m high with flanges 
of variable dimensions. ๠e deck is also supported by 12 stay cables, which are 
anchored to a central tower. ๠e properties of the cables are summarized in Table 7.1. 
Figure 7.3a and Figure 7.3b show the top and the bottom anchorage of the cables. 

Since the deck has a considerable bearing capacity and it is supported by six 
stay cables for each side, it is a statically indeterminate structure. For this reason, 
immediately after the construction, the bridge was instrumented with strain and 
temperature sensors. ๠e strain of each stay cable is continuously monitored by a 1 
m-long FBG FOS [120] [15]. ๠ese sensors measure the strain of the cables and the 
temperature variations for temperature compensation. ๠e FOSs have continuously 
provided reliable data of elongation. Since we know the tensioning force of the cables 
and the cables were instrumented immediately after tensioning, we may think that we 
can calculate the tension to which the cables are currently subjected by adding to the 
initial tensioning force the force that corresponds to the elastic elongations. However, 
this approach is not accurate because: (1) the initial tensioning force of the stay cables 
is very uncertain; (2) the axial stiffness is affected by significant uncertainty; (3) even 
with zero elongation, the tensioning force may decrease because of steel relaxation. 
๠e initial tensioning force is uncertain because it was measured, as usual, by reading 
the pressure of the oil in the hydraulic circuit of the jack used to apply the force to 
the cables. We assume that now, in 2017, the transportation department of the 
Autonomous Province of Trento, who manages the bridge, wants to obtain a reliable 
estimate of the force to which the cables are currently subjected. 
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(a) Map with the position of Adige Bridge 

 

(b) View of Adige Bridge 

Figure 7.1. Position and view of Adige Bridge. 
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(a) Top view 

 
(b) Lateral view 

 
(c) Cross section 

Figure 7.2. Geometry of Adige Bridge [127]; dimensions in [m]. 
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(a) Top anchorage 

 
(b) Bottom anchorage 

Figure 7.3. Anchorages of the stay cables that support the deck of Adige Bridge; dimensions 
in [m]. 

 
Table 7.1. Characteristics of the stay cables of Adige Bridge 

Cable Diameter Linear mass Length Axial 
stiffness 

Design 
load 

Load 
capacity 

– d [mm] m [kg/m] L [m] EA [MN] [kN] [kN] 
1BZ 128 88.62 95.06 1840 7818 16385 
1TN 128 88.62 95.06 1840 7818 16385 
2BZ 128 88.62 68.88 1840 7818 16385 
2TN 128 88.62 68.88 1840 7818 16385 
3BZ 116 72.78 46.51 1511 4975 13480 
3TN 116 72.78 46.51 1511 4975 13480 
4BZ 116 72.78 46.51 1511 4975 13480 
4TN 116 72.78 46.51 1511 4975 13480 
5BZ 128 88.62 68.88 1840 7818 16385 
5TN 128 88.62 68.88 1840 7818 16385 
6BZ 128 88.62 95.06 1840 7818 16385 
6TN 128 88.62 95.06 1840 7818 16385 
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7.2 Monitoring system concept 

We need a monitoring solution that enables us to calculate the tensioning force with 
the required precision, defined by a value of standard deviation of ( )yθσ  = 200 kN. 
๠e threshold of 0.2 MN is a reasonable value if the expected value of the force a 
posteriori has to be compared with the nominal capacity of the cables in order to 
evaluate the global structural reliability. 

Based on our experience, we decide to proceed with a concept in which we 
observe the first natural frequency of the cables and use the analytical models 
available in the literature [128] to calculate the tensioning forces. ๠e capacity of the 
monitoring system in the design process is the precision of the tension force θ that 
will be calculated based on the cable first natural frequency y. ๠e capacity will be 
compared with the threshold of ( )

2
yθσ  = 0.04 MN2 – the demand of monitoring 

effectiveness. In this example, I do not present the results for all the cables, but I focus 
on cable 1BZ. ๠e same approach can be followed for the other cables, with similar 
results. 

In order to measure the first natural frequency of the cables, I assume the 
monitoring system concept of Figure 7.4. A metallic shell is placed around the cables; 
then, two different accelerometers are fixed to an L-shape metallic plate using glue; 
finally, the plate is screwed to the shell to ensure the transmission of vibrations. In 
the analysis of data, I assume that the connection between the accelerometers and the 
cables is perfectly rigid. After the installation of the accelerometers, the cables are 
struck using a special hammer and the free vibrations are recorded by piezoelectric 
accelerometers (e.g. PCB 393B12 accelerometers) with a sampling rate of 500 Hz. 
๠en, the first natural frequency of the cables is calculated by performing a fast 
Fourier transform (FFT) on the accelerations recorded by either one of the 
accelerometers [129] while the data collected by the other accelerometer are used to 
heuristically check that the accelerations are consistent. Based on previous tests 
carried out with this SHM methodology, we expect to obtain an observation of the 
first natural frequency that is affected by an uncertainty of standard deviation σy|θ = 
0.01 Hz. 
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Figure 7.4. The monitoring system concept: the first natural frequency of cable 1BZ is 

observed using two accelerometers. 

7.3 Structural model and distributions 
In the analysis of data, I assume that: (1) the effects of the bending stiffness on the 
first natural frequency are negligible; (2) the combined effects of the sag and 
extensibility of the cables are negligible; (3) the ends of the cables are perfectly 
pinned – the rotation of the ends is not restrained. With these hypotheses, I can use 
the following model [130] in order to calculate the theoretical value of the first natural 
frequency ŷ , given the tension force θ: 
 

( ) 2
ˆ

4
y

L
θθ

ρ
=

⋅
, (7.1)

where ρ = 88.62 kg/m is the linear mass and L = 95.06 m the cable length of cable 
1BZ. 

๠e prior distribution of the state parameter θ for cable 1BZ is assumed to be 
a log-normal probability density, with mean value set equal to the design service load 
of the cable, μθ = 7,818 kN, and coefficient of variation 0.20: 

p(θ) = lnN(7818 kN,0.20), (7.2)
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where the generic notation lnN(μ,V) denotes a log-normal probability density with 
mean μ and coefficient of variation V. 

If the natural frequency is calculated using (7.1) the result is the theoretical 
value of frequency ( )ŷ θ  that corresponds to the state parameter θ. Instead, if the 
natural frequency is provided by the FFT based on the actual accelerations, it is an 
observation, i.e. a value that may be different from ŷ  because it is affected by a 
random residual ( )2

|y θε σ  that I assume to be normally distributed with mean zero and 
standard deviation σy|θ. In mathematical terms: 

( )2
|ˆ yy y θε σ= + . (7.3)

Based on (7.3), we can define the likelihood function ( )p |y θ  of our Bayesian 
inference problem, which gives the probability of observing y given a value of tension 
force θ, as a normal distribution: 

( )

2

2

22
||

41| exp
22 yy

y
L

p y
θθ

θ
ρ

θ
σπ σ

  
 −  ⋅  = − 

⋅  
 
 

. (7.4)

In the pre-posterior analysis, the distribution of (7.4) is a function of both the 
observation y and the state parameter θ. ๠e pre-posterior distribution, which is also 
a function of y and θ, is calculated with the Bayes theorem: 

( ) ( ) ( )
( )

|
|

p y p
p y

p y
θ θ

θ
⋅

= . (7.5)

Figure 7.5 depicts the prior distribution, the likelihood function and the pre-posterior 
distribution, which are worth a discussion. First, we should notice that the prior 
distribution (Figure 7.5a) does not depend on the observation and therefore the 
position of its mode in the domain of θ is constant, regardless the value of y. ๠e 
likelihood function (Figure 7.5b) depends both on y and θ. However, although we 
showed p(y|θ) for constant values of y, we should notice that p(y|θ) is a probability 
distribution with respect to y, not to θ, and the mode of p(y|θ) in the domain of y is 
proportional to θ . On the contrary, the pre-posterior distribution (Figure 7.5c) is a 
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function of both y and θ but provides the probability density only of the state 
parameter θ. As we can notice in Figure 7.5c, for different values of y, the peak of the 
posterior distribution changes in magnitude with y. ๠e reason for that is the variance 
of the posterior distribution, defined in the domain of θ, changes with the value of the 
observation y because the model is non-linear. 

7.4 Pre-posterior analysis and results 
Using the Monte Carlo simulation, I obtained N = 1.1∙105 values ( )nθ  of the state 
parameter from its prior distribution: the last M = 1.0∙104 of them were used to 
calculate a sample of observations, affected by an additional uncertainty of |y θσ  = 
0.01 Hz. ๠e algorithm successfully provided a sample of variances 

( )

2
| myθσ  of the 

state parameter. I applied kernel density estimation (KDE) [126] to the sample of 
observations and variances a posteriori, in order to obtain the probability density 
functions depicted in Figure 7.6. In Figure 7.7a, I show a series of points whose 
coordinates are the values of variance 

( )

2
| myθσ  and the values θ(m) of tension force used 

to generate the sample of observation. In this figure, we can observe the relationship 
between the state parameter and the variance of the posterior distribution in the 
domain of interest defined by the prior distribution of the state parameter. Finally, in 
Figure 7.7b, I compare the values of variance 

( )

2
| myθσ  with the samples y(m) of 

observation. 
Now, I want to compare the results above with the expected variance of the 

posterior distribution obtained through the uncertainty propagation approach. Using 
(7.1), we can calculate the expected value of the observation based on the mean of 
the prior distribution: 

2 1.56 Hz
4y L

θμμ
ρ

= =
⋅

 . (7.6)

๠en, we need a function that provides the parameter based on the observation. In 
order to obtain this function, we can rewrite (5.23): 

( ) 2 2ˆ ˆ 4f y y Lρ= ⋅ ⋅ . (7.7)

๠e derivative of ( )ˆf y  with respect to ŷ is: 
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2ˆ8
ˆ
f y L
y

ρ∂ = ⋅ ⋅
∂

. (7.8)

At this point, we can use (5.25) to calculate the variance of the likelihood function 
expressed in terms of the state parameter: 

2
2 2 2 2
,LF | 1.0017 10  MN

ˆ y
f
yθ θσ σ − ∂= = ⋅ ∂ 

 . (7.9)

Finally, we can calculate the expected value of the variance using (5.26): 

( )
2 3 2

2 2
,LF

1 9.8556 10  MNyθ
θ θ

σ
σ σ

−
− −= = ⋅

+



, (7.10)

where σθ = (7.818 MN)∙0.20 = 1.564 MN is the standard deviation of the prior 
distribution. 

๠e expected value of variance resulted ( )
2

yθσ  = 0.01 MN2, corresponding to a 
standard deviation of ( )yθσ  = 0.1 MN, 100 kN, by following both the Monte Carlo 
and the uncertainty propagation approach. I can conclude the monitoring system 
design by saying that the monitoring system is expected to be satisfactory because 
the expected variance of the posterior distribution is lower than the required 
monitoring effectiveness: ( ) ( )

2 2 20.01 MNy yθ θσ σ= ≤ =  0.04 MN2. 

 
(a) Prior distribution (b) Likelihood function (c) Pre-posterior 

distribution 

Figure 7.5. Distributions used in the pre-posterior analysis for the prediction of the 
uncertainty that affects the tension force of stay cable 1BZ. 
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7.5 Discussion of results and conclusions 

In this chapter, I applied the performance-based monitoring system design method to 
a real-life case study. ๠e stay cables of Adige Bridge are long between 46.51 m and 
95.06 m, and pinned at the ends. In the monitoring system concept, the tension of the 
cables is calculated from their first natural frequency, which is measured through an 
accelerometer installed on the cables themselves. Based on the precision with which 
we can measure the frequency and on the prior distribution of the cable forces, I 
predicted the variance of the posterior distribution using the performance-based 
monitoring system design method proposed in §5.3 of this dissertation. ๠e 
monitoring system design was carried out using both the propagation of uncertainty 
and a Monte Carlo algorithm. Uncertainty propagation works with the assumption 
that the model of the structure is linear and the probability distributions are normal. 
๠e concept proposed in this chapter is based on a non-linear model and the prior 
distribution of the cable tension is log-normal. However, the expected precision of 
the cable force obtained using the Monte Carlo algorithm is essentially the same as 
that obtained through uncertainty propagation. ๠is could have been predicted by 
observing the results of the Monte Carlo algorithm. Indeed, Figure 7.6b showed that 
the empirical probability density of the variance calculated using the samples of the 
Monte Carlo simulation is symmetric. Performance-based monitoring system design 
for cable 1BZ showed that the expected precision of the cable force, which is the 
capacity of the monitoring solution, satisfies the demand. ๠e monitoring system 
design of the other stay cables led to similar conclusions.  
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(a) Marginal distribution 

of the observation 
(b) Distribution of the 

variance 
(c) Distribution of the 

standard deviation 

Figure 7.6. Marginal distribution of the observation and distribution of the pre-posterior 
variance, resulted from the pre-posterior analysis; dotted lines represent the value of 

expected variance and standard deviation calculated by following the uncertainty 
propagation approach. 

 

 
(a) Variance vs. the state 

parameter 
(b) Variance vs. the 

observation 

Figure 7.7. Influence of the state parameter and of the observation to the variance of the 
posterior distribution. 
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8 Multi-parameter monitoring 
system design: the case study of 
Wayne Overpass 

In this chapter, I show how performance-based monitoring system design can be 
applied to a problem in which two state parameters have to be estimated based on 
two observations. Unlike in the monitoring problem of Adige Bridge, in this case 
study many state parameters have to be estimated through Bayesian inference from 
multiple observations. ๠e Monte Carlo simulation of §5.3.6 is used to calculate the 
expected covariance matrix of the state parameters – the capacity of the monitoring 
system concept – and check whether the expected monitoring precision is greater than 
the demand. Like in the preceding chapter, I first introduce the case study – the Wayne 
Overpass, located in Wayne, New Jersey, USA – then I formalize the monitoring 
problem, show the structural model and the probability distributions. In this example, 
the model is more complex than the model used for the example of the preceding 
chapter, however, it is still encoded by an analytical function. ๠is chapter ends with 
the results of the performance-based monitoring system design process and a 
discussion of the results. 

8.1 Wayne Overpass 
I worked on the monitoring system of Wayne Overpass during my one-year visit to 
Princeton University. SHM was applied to this structure as a part of the International 
Bridge Study within the Long-term Bridge Performance program carried out by the 
US Federal Highway Administration [131]. ๠e SHMlab of the Department of Civil 
and Environmental Engineering, at Princeton University, developed the monitoring 
system concept and installed the monitoring solution, which is based on long-gauge 
FBG FOSs. Here I show how the monitoring system design process could have been 
reproduced using the method proposed in §5.3.2 of this dissertation. 
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๠e overpass, depicted in Figure 8.1, is located in the town of Wayne, New 
Jersey, USA. It consists of several spans and each span is made of a concrete slab 
casted on a set of steel girders, which are simply-supported by the piers. ๠e girders 
are in composite action with the concrete slab thanks to shear studs welded on the top 
of the girders. SHM was applied to span 2, which has total width of about 19.50 m. 
๠e deck of span 2 is made of eight built-up steel beams of variable length: from 
32.08 m to 39.62 m, as shown by Figure 8.2. ๠e beams are approximately 1,610 mm 
high and a concrete slab 241 mm thick was casted on the steel beams. ๠e thickness 
and the width of the steel flanges change along each girder and from one girder to 
another. ๠e deck is also stiffened by several perpendicular diaphragms, as depicted 
in Figure 8.3. 

๠e objective of SHM was to analyze the structural health of the deck. ๠e 
girders are visible to the naked eye and can be easily checked by visual inspections. 
However, the condition of the concrete slab and of the connection between the girders 
and the slab are difficult to assess. Intrusion of chloride ions due to deicing salts and 
carbonation may corrode the reinforcement bars within the concrete slab and the 
connection between the slab and the girders. If the connection between the slab and 
the girders is lost, the two elements behave separately and the total capacity of the 
deck considerably drops. 
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(a) Map with the position of Wayne Overpass 

 
(b) Lateral view, span 2 [131] 

Figure 8.1. Position and view of Wayne Overpass. 
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Figure 8.2. Deck geometry and location of sensors on Wayne Overpass, span 2; dimensions 

in [m]. 
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Figure 8.3. Monitored girders, span 2 [131]. 

8.2 Monitoring system concept 

๠e condition of the connection between the concrete slab and the steel girders 
influences the position of the neutral axis along the height of the girder section. If the 
effectiveness of the connection drops, the neutral axis measured on the steel girders 
lowers. I assume that, with the monitoring system concept, we can calculate the 
position of the neutral axis from the strain of the flanges. ๠e monitoring system 
design presented in this chapter focuses on the section in position 5.2 of Figure 8.2, 
but the same approach can be followed for the other sections – 2.1, 2.2, 2.3, 5.1 and 
5.3. In section of position 5.2, the strain of the flanges due to traffic crossing the 
overpass is maximum and it is probably affected by both southbound and northbound 
traffic. In the monitoring system concept, two strain sensors are installed on this 
section, namely “5.2 Up” and “5.2 Down”, for the top flange and bottom flange 
respectively. ๠e sensors of choice are long-gauge FBG FOSs, which must be glued 
to the top flange and bottom flange. Sensor “5.2 Down” and sensor “5.2 Up” provide 
respectively the observations of strain yb and yt. I define the vector of the observations 
y = {yt, yb}. In the monitoring system concept, the strain measurements are assumed 
to be acquired over short periods of time – each interval shorter than two minutes. 
With this hypothesis, thermal compensation should not be performed because it 
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would introduce further uncertainty without giving appreciable advantages [131]. 
From y, we want to estimate the position of the neutral axis in section 5.2. 

8.3 Structural model and distributions 
With the monitoring system, we want to estimate two state parameters: the position 
of neutral axis θα and the curvature θχ in section 5.2, based on a single set of two 
relative strains y = {yt, yb}. For obvious reasons, I assume that the two measurements 
yt, yb will be acquired at the same time. ๠e structural model that links the state 
parameters to the observations y is given by the equations below, which are based on 
the linear model of the cross section illustrated in Figure 8.4. ๠e state parameters are 
merged in a single vector θ = {θα, θχ}. All the other parameters are assumed to be 
deterministic and are described in Table 8.1. ๠e position of neutral axis θα is defined 
as the distance between the neutral axis and the bottom flange (Figure 8.4). Based on 
the model, the values of strain ŷ  are calculated with the following expression: 

( )
ˆ

ˆ
ˆ

t t

b b

y h
y h

α
χ

α

θ
θ

θ
−   

= = ⋅   −   
y θ , (8.1)

where ˆty  is the theoretical strain that should be measured where the top sensor is 
installed and ˆby  is the theoretical strain that should be measured where the bottom 
sensor is installed. 

๠e prior distribution of the state parameters can be calculated from the 
properties of the materials and the geometry of the cross section. I assume that: (1) 
the behavior of steel and concrete in the cross section is linear and elastic; (2) the 
section has the geometry described by Figure 8.4; (3) the value of the model variables 
are those of Table 8.1. With these hypotheses, the position of neutral axis is: 

sb sb w w sw st st rt rt rb rb c c c c s

sb w w st rt rb c c c s

A z s b z A z A z A z s b z E E
A s b A A A s b E Eαθ + + + + +=

+ + + + +
. (8.2)

We can also calculate the moment of inertia J: 
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 
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 

 (8.3)

where the moment of inertia of the steel flanges and reinforcement bars, with respect 
to their centroid, is neglected – only the contribution due to their position is taken 
into account. ๠en, I can calculate the curvature of the section: 

s

B
E Jχθ = . (8.4)

๠ese equations enable us to calculate the prior distribution of the position of neutral 
axis θα and of the curvature θχ from the normal distributions of the effective width of 
the concrete slab bc, the Young’s modulus of steel Es and the Young’s modulus of 
concrete Ec. ๠e bending moment B was assumed to be equal to 500 kNm, which is 
reasonable given the structure and the loads on the bridge. In mathematical terms: 

p(bc) = N(2,438.4 mm, 731 mm), (8.5)

p(Es) = N(200,000 MPa, 10,000 MPa), (8.6)

p(Ec) = N(35,000 MPa, 7000 MPa). (8.7)

I performed a Monte Carlo simulation to calculate the mean vector and covariance 
matrix of the state parameters, a priori: 

( )

2

2

25

1343 mm
,

3.37 10  με/mm

9501 mm 0.311 mm με/mm
.

0.311 mm με/mm 1.385 10  με/mm

−

−

 
=  ⋅ 

 − ⋅
=  

− ⋅ ⋅  

θ

θ

μ

Σ
 (8.8)

๠e position of neutral axis in case the connection between the steel girder and 
the concrete slab becomes completely ineffective is 
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,
sb sb w w sw st st

f
sb w w st

A z s b z A z
A s b Aαθ + +=

+ +
. (8.9)

Using (8.2) and (8.9), I can calculate the expected variation in the neutral axis position 
after a complete loss of the connection between the steel girder and the concrete slab: 

, fα αθ θμ − = –661 mm, 
, fα αθ θσ − = 97 mm. 

With the performance-based monitoring system design, I want to check 
whether the monitoring system concept is expected to provide an estimation of the 
state parameters a posteriori with a covariance matrix that is, in the worst case: 

( )

2

| 25

5625 mm 0
.

0 1.385 10  με/mm−

 
=  

⋅  
θ yΣ  (8.10)

๠e value of 5625 mm2 corresponds to a standard deviation of the marginal posterior 
distribution of 75.0 mm, while the marginal prior distribution has a standard deviation 
of 97.5 mm. ๠e value of 5 21.385 10  (με/mm)−⋅  is the same of the prior distribution 
because we are not interested in improving our information about the curvature. 

If the strains are calculated using (8.1) given the state parameters θ, the results 
are the theoretical values of strain ŷ . Instead, if the strains are measured by the 
monitoring system, the values that we obtain are observations, i.e. a value that may 
be different from ŷ  because it is affected by two independent values of random noise 

( )2ε σ y|θ  that I assume to be normally distributed with mean zero and standard 
deviation σ y|θ ; in mathematical terms: 

( )
( )

2

2
ˆ

ε σ

ε σ

 
 = +
 
 

y|θ

y|θ

y y . (8.11)

Based on our experience with FBG sensors, I assume that every relative strain 
measurement is characterized by a noise of standard deviation 3 μεσ ≅y|θ . I can 
therefore say that the probability of observing a realization y given a set of state 
parameters θ is 
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y|θ

y|θ

θ
θ

, (8.12) 

where the generic notation Nm(μ,Σ) denotes a multivariate normal probability 
density function with mean vector μ and covariance matrix Σ. ๠e distribution of 
(8.12) is the likelihood function of our inference problem and, in the pre-posterior 
analysis, it depends on both y and θ. 

 
 
 

 
(a) Section 5.2 

 
(b) Geometrical features of section 5.2 involved in the structural model 

Figure 8.4. Geometry of the composite section in position 5.2. 
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Table 8.1. Prior information about the parameters of the structural model 

Description Variable Mean COV 

Area of the bottom steel flange Asb 29,032 mm2 – 
Area of the top steel flange Ast 18,085 mm2 – 
Area of bottom reinforcement Arb 2,819 mm2 – 
Global area of the top reinforcement Art 2,109 mm2 – 
Centroid* of the bottom steel flange zsb 31.8 mm – 
Centroid* of the top steel flange zst 1,609.8 mm – 
Centroid* of the bottom reinforcement zrb 1,667.0 mm – 
Centroid* of the top reinforcement zrt 1,800.0 mm – 
Centroid* of the steel web zsw 825.5 mm – 
Centroid* of the concrete slab zc 1,752.7 mm – 
Steel web depth sw 1,524.0 mm – 
Steel web thickness bw 9.5 mm – 
Concrete slab thickness sc 241.3 mm – 
Position* of the bottom sensor hb 80.5 mm – 
Position* of the top sensor ht 1,570.5 mm – 
Effective width of the concrete slab bc 2,438.4 mm 0.30 
Young’s modulus of steel Es 200 GPa 0.05 
Young’s modulus of concrete Ec 35,000 MPa 0.20 
Bending moment B 500.0 kNm – 

* ๠e position of sensors and the centroids are measured from the bottom steel flange. 

Due to the nature of this case study, I cannot show the likelihood function and 
the pre-posterior distribution because they depend on two state parameters and two 
observations (four variables). Nevertheless, I can still carry out the Monte Carlo 
algorithm of §5.3.6 to obtain the expected pre-posterior covariance matrix, which 
represents the monitoring capacity. 

8.4 Pre-posterior analysis and results 
๠e pre-posterior analysis was performed using the Monte Carlo algorithm described 
in §5.3.6 above. However, unlike in the preceding chapter, in this case the state 
parameters and the observations are multiple variables, which are grouped in vector 
θ and y, respectively. ๠e algorithm was used to obtain N = 1.1∙105 sets of state 
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parameters θ(n) from their prior distribution. ๠en, the last M = 1.0∙104 samples were 
used to calculate M sets of observations y(m), using the model of (8.1) and by adding 
a zero-mean sensor noise of standard deviation 3 μεσ =y|θ . Figure 8.5a depicts a 
histogram of the N samples of state parameters and Figure 8.5b shows a histogram of 
the M samples of observations. 

For each sample of observations, I calculated the mean vector and the 
covariance matrix of the corresponding posterior distribution. ๠e average covariance 
matrix was used to plot the expected posterior distribution of Figure 8.6c. Figure 8.6a 
shows the prior distribution characterized by the mean vector and covariance matrix 
of (8.8), while Figure 8.6b shows a distribution characterized by the target covariance 
matrix of (8.10) – the demand. ๠e expected posterior distribution of Figure 8.6c can 
be marginalized in order to see how much the monitoring system concept is expected 
to improve the information on each state parameter. Figure 8.7 shows, for each state 
parameter, a comparison between the marginal prior distribution and the expected 
marginal posterior distribution. Since the observations are generated from a 
population of state parameters that comes from the prior distribution, the expected 
mean of the posterior distribution is the same as the mean of the prior distribution. 
However, since I simulated the analysis of additional pieces of information, the 
standard deviation of the expected marginal posterior distributions is smaller than 
that of the marginal prior distributions, which is correct. ๠e expected covariance 
matrix calculated from the samples of observations is 

( )

2

( ) 26

3446 mm 0.096 mm με/mm
,

0.096 mm με/mm 5.866 10  με/mm−

 − ⋅
=  

− ⋅ ⋅  
θ yΣ  (8.13) 

and must be compared with the covariance matrix, a priori, of (8.8) and with the 
demand of (8.10). 

In order to carry out the comparison, I chose to manipulate the expected 
covariance matrix of the posterior distribution like in (5.18) and (5.21), respectively 
to see whether the prior distribution and the distribution corresponding to the target 
covariance matrix dominate the expected posterior distribution. If both the prior 
distribution and the distribution corresponding to the target covariance matrix 
dominate the expected posterior distribution, which they do, the monitoring system 
concept is satisfactory. Using (5.18) and (5.21), we obtain the dimensionless 
covariance matrices ( )′θ yΣ  and ( )′θ yΣ , respectively. If the eigenvalues of ( )′θ yΣ  are 
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both less than 1.0, the prior distribution dominates the expected posterior distribution. 
If the eigenvalues of ( )′θ yΣ  are both less than 1.0, the distribution corresponding to 
the target covariance matrix dominates the expected posterior distribution. ๠e 
graphical representation of the eigenvalues and eigenvectors of the two matrices is 
shown in Figure 8.8. Table 8.2 presents the eigenvalues and the eigenvectors of ( )′θ yΣ  
and ( ) .′θ yΣ  Since the maximum eigenvalue is smaller than 1.0, the monitoring system 
concept is expected to be satisfactory being the capacity of the monitoring system 
greater than the demand of monitoring precision. 

8.5 Discussion of results and conclusions 

In this chapter, I showed the application of the proposed performance-based 
monitoring system design method to a real-life case study. In this case, the monitoring 
problem required two observations for the estimate of two state parameters. I could 
not perform monitoring system design using the propagation of uncertainty because 
the state parameters could not be calculated separately from the observations. In the 
monitoring system concept, a steel girder of Wayne Overpass is instrumented with 
two FBG FOSs for the measurement of strain. With the two measurements, we 
wanted to calculate the position of the neutral axis and the curvature of the girder – 
the state parameters. In the performance-based monitoring system design, I calculated 
the joint prior distribution of the state parameters using the properties of the structure 
and a mechanical model. ๠e Monte Carlo algorithm that implements performance-
based monitoring system design enabled me to estimate the expected covariance 
matrix of the posterior distribution – the capacity of the monitoring system concept. 
๠e pre-posterior analysis evidenced that a reduction of the uncertainty in the 
marginal distribution of each state parameter is expected. In this example, I could 
also use the methods proposed in §5.3.3 and §5.3.4 to check whether the predicted 
monitoring capacity satisfied the required precision. ๠e expected covariance matrix 
of the state parameters was rotated and scaled with respect to the covariance matrix 
that represented the required precision, and then I checked that the eigenvalues of the 
resulting matrix were less than one. ๠e monitoring system design confirmed that the 
predicted monitoring capacity satisfied the demand.  
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(a) Samples of state parameters θ(n) from the 

prior distribution 
(b) Samples of observations y(m) from 

M samples of state parameters 

Figure 8.5. Samples of state parameters and observations obtained from the Monte Carlo 
algorithm for performance-based monitoring system design. 

 

 
(a) Prior distribution (b) Target distribution (c) Expected 

posterior distribution 

Figure 8.6. Contour plots of the distributions involved in the performance-based monitoring 
system design.  
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(a) Neutral axis position (b) Curvature 

Figure 8.7. Marginal distributions of the prior distribution and the expected posterior 
distribution. 

 
(a) Expected covariance matrix of the 
posterior distribution normalized with 

respect to the prior covariance matrix, ( )′θ yΣ  

(b) Expected covariance matrix of the 
posterior distribution normalized with 
respect to the target covariance matrix, 

( )′θ yΣ  

Figure 8.8. Eigenvalues and eigenvectors of the covariance matrices corresponding to the 
distributions involved in the performance-based monitoring system design. 
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Table 8.2. Eigenvalues and eigenvectors of the expected posterior distribution 
normalized with respect to the prior distribution and to the target covariance matrix 

Matrix 
Matrix 
variable 

Eigenvalues Eigenvectors 

Expected covariance 
matrix normalized with 
respect to the prior 
distribution 

( )′θ yΣ  ( ),1 0.3345λ′ =θ y  ( ) [ ],1 0.9726, 0.2323′ = −θ yv  

( ),2 0.6496λ′ =θ y  ( ) [ ],2 0.2323, 0.9726′ = − −θ yv  

Expected covariance 
matrix normalized with 
respect to the target 
covariance matrix 

( )′θ yΣ  ( ),1 0.0915λ′ =θ y  ( ) [ ],1 0.8691, 0.4947′ = − −θ yv  

( ),2 0.7815λ′ =θ y  ( ) [ ],2 0.4947,0.8691′ = −θ yv  
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9 Summary and conclusions 

In this doctoral thesis, I presented an implementation of expected utility theory (EUT) 
in structural health monitoring (SHM). EUT enables us to identify financially optimal 
actions in decision problems that are subjected to uncertainty. ๠e management of 
civil structures and the design of structural health monitoring systems are problems 
that can be optimized by application of EUT. Currently, most of the management 
decisions that should be based on data acquired from monitoring systems are taken 
based on experience and heuristics. ๠e reason for this inconvenience is that most 
often the output of SHM includes only raw data or an estimate of the structural 
reliability. Instead, if we want SHM to assist decision-making, the SHM process must 
include also a formal evaluation of the management strategies and of the 
consequences that concern the decision problem. With the implementation of 
Bayesian logic and EUT in the process of SHM, we obtain a decision support system 
(DSS) that automatically suggests financially optimal action based on monitoring 
data. In this SHM-based DSS, the probability of structural state (e.g. the probability 
of damage) is identified through Bayesian inference. Bayesian inference merges 
monitoring data with information available a priori. ๠en, with the application of 
EUT, the probability of structural states and the costs of the management strategies 
are used to identify financially optimal choices. ๠e result is function that maps the 
monitoring data to provide optimal actions. ๠is classifier is influenced by: (1) the 
value of the measurements; (2) the structural model used in Bayesian inference; (3) 
the prior probability of the structural states; (4) the financial consequences of each 
state-action combination; (5) the risk aversion of the stakeholders. In the development 
of the SHM-based DSS for Colle Isarco Viaduct, the monitoring data included the 
long-term acceleration of four cantilevers, which was calculated by fitting the last 14 
days of displacement measurements with a quadratic function. ๠ese cantilevers can 
be in two structural states: “damaged” or “undamaged”. Every day, the bridge 
manager in charge of the structure can decide among three options: “do nothing”, 
“send inspector” and “close the bridge”. Using Bayesian inference and EUT, I 
obtained the classifier that indicates the most convenient action for each realization 
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of the long-term acceleration. Since the costs (direct and indirect) that can follow 
different combinations of actions and structural states are different from one another, 
the financially optimal action to take does not necessarily change when the 
probability of damage exceeds 50%. Instead, the actions “send inspector” and “close 
the bridge” become optimal for much lower values of the probability of damage 
because the costs of using a damaged structure are very high. In general, the 
calculation of a lookup table that replaces the classifier enables SHM-based DSSs to 
provide optimal actions immediately after new monitoring data are available. 

๠e application of EUT in monitoring system design enables designers to 
predict, with the information available in the design stage, if the installation of the 
monitoring system concept is convenient from the financial point of view. Monitoring 
system design can be seen as a multi-stage decision problem in which we have to 
choose whether to carry out a monitoring system concept that will assist an operator 
in the management of the monitored structure. EUT enables us to calculate a value of 
expected utility for both the decision of installing the monitoring system concept and 
proceeding without monitoring. If we can choose among multiple monitoring 
systems, the optimal monitoring strategy is the one that corresponds to the maximum 
expected utility, while monitoring should not be performed if managing the structure 
without monitoring data corresponds to the maximum expected utility. ๠e 
calculation of these expected utilities also provides the value of information (VOI) 
that is contained in the monitoring data. ๠e framework for VOI-based monitoring 
system design is already available in the literature, but it is too complicated and 
burdensome to be applied by practitioners in real-life. Practitioners such as civil 
engineers are used to structural design but they are not used to the application of EUT. 
In this thesis, I analyzed the formulation of VOI-based monitoring system design and 
I developed a performance-based monitoring system design method that follows the 
scheme of the semi-probabilistic structural design currently prescribed by design 
codes. In the proposed method, the designer can avoid the use of EUT in the 
calculation of the capacity of a monitoring system concept, while EUT must be 
applied in the calculation of the required monitoring precision. ๠e calculation of the 
monitoring capacity is performed using Bayesian pre-posterior analysis based on the 
information available in the design stage such as the expected sensor noise. ๠e 
demand, which will be compared to the capacity, is the monitoring effectiveness that 
makes SHM convenient from the financial point of view. Like in structural design, 
the demand can be the same for different monitoring problems. ๠erefore, it can be 
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calculated once and then prescribed by design codes, releasing practitioners from the 
task of implementing EUT. Moreover, capacity and demand are defined as the 
covariance matrix of the state parameters that represent the structural state, such as 
structural stiffness or natural frequencies. ๠us, practitioners can judge the capacity 
using their engineering experience. 

๠e proposed performance-based monitoring system design method was 
applied to two case studies. In the first, the monitoring problem was the estimation of 
a single state parameter based on a single observation using an analytical model. ๠is 
application enabled me to show the probability distributions used in the calculation 
of the monitoring capacity. In addition, the calculation of the monitoring capacity 
could be carried out both by propagation of uncertainty and using a Monte Carlo 
simulation. ๠e capacity obtained using uncertainty propagation is reliable when the 
relationship between state parameters and observations, defined by the model, is 
approximately linear in the range where the prior distribution of the state parameters 
is significant. In the second case study, the monitoring problem was the estimation of 
two state parameters based on two observations. Since the model did not permit the 
calculation of each state parameter based on the measurements only, the uncertainty 
propagation approach could not be applied. However, in this case I could apply the 
methods that I proposed for the comparison of multi-parameter capacity and demand. 
In both the two case studies, the precision of the monitoring system concept was 
satisfactory because the capacity was better than the monitoring demand. 

๠e proposed monitoring system design method is a formal procedure for the 
prediction of monitoring effectiveness in the design stage. ๠erefore, the validation 
was considered concluded with the application of the formulation to the monitoring 
problems of the two case studies. ๠ere is no need to prove that the formulation works 
by checking that the predicted monitoring effectiveness is the same as the 
effectiveness obtained after the acquisition of real data. In fact, as structural design is 
effective provided we assume the correct material properties, monitoring system 
design is effective as long as our assumptions on the uncertainty is accurate. 

๠e implementation of Bayesian inference and EUT in monitoring data 
analysis and monitoring system design financially optimizes SHM-based decisions 
and reduces the risk with respect to heuristic decision-making, which often occurs in 
practice. If the management of a monitored structure follows the suggestions of a 
DSS that was developed using EUT, with the correct data, models and assumptions, 
the utility related to the service of the structure is maximized. ๠e use of SHM-based 
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DSSs that suggest management strategies in real-life settings enables operators of 
civil structures to take full advantage of monitoring data and prior information such 
as inspection reports. Performance-based monitoring system design enables 
practitioners that are not familiar with EUT to design effective monitoring systems 
using their experience. Moreover, since it was developed based on the VOI-based 
approach, it guarantees that the installation of the chosen monitoring system is 
financially convenient. 
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