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Abstract

Abstract

High-concentration flows are complex phenomena typical of
Alpine mountain areas. Essentially, they are free-surface flows
with intense sediment transport, often caused by intense rainfall
events and involving large volumes of solid material. Because of
the amount of sediments moved, the intense erosion and depos-
ition processes typically observed and the quite unexpected char-
acter, these phenomena represent a serious hazard in populated
mountain areas, where reliable and effective hazard-management
and -protection strategies are required.

In mountain-hazard management, high-concentration flows
modelling represents a key factor, since it allows to evaluate im-
pacts of possible hazard scenarios and the effectiveness of possible
protection and mitigation measures. However, the intrinsic phe-
nomenon complexity makes high-concentration flow modelling
and hazard assessment quite challenging. In this thesis, some of
the effects of high-concentration flow complexity on modelling
are experienced directly and suitable solutions are proposed, to
make the phenomenon description more reliable and straightfor-
ward.

Among very different modelling approaches present in the lit-
erature, this work embraced the quasi-two phase, mobile-bed ap-
proach proposed in Armanini et al. (2009b) and in Rosatti and Beg-
nudelli (2013a), which is implemented in the TRENT2D model.
TRENT2D is a quite sophisticated model that solves a system of
Partial Differential Equations over a Cartesian mesh by means of
a finite-volume method with Godunov-type fluxes.

By means of TRENT2D, the back-analysis of a couple of real
debris-flow events occurred in Italy was first performed. These
applications revealed clearly some troublesome "complexity is-
sues", i.e. modelling issues generated by phenomenon complexity
that may affect hazard assessment. Because of the public import-
ance of the subject, four of the "complexity issues" identified were
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then faced directly. According to the purpose of this thesis, pos-
sible solutions to the issues were proposed, to ensure a proper
description of the flow behaviour and possibly limit intricacy in
the model use.

The first complexity issue is "operational" and regards the use
of the TRENT2D model and, more in general, the amount of work
necessary to perform a complete hazard-assessment job about
high-concentration flows. Because of the phenomenon complex-
ity and the sophisticated character of the model, the operational
chain necessary to assess hazard by means of TRENT2D appears
quite demanding. The large efforts required in terms of hand-
work, computational charge and resources may divert the user
attention from the physical meaning of the hazard-assessment
process, possibly leading to inaccurate results. To overcome
this issue, a possible solution is proposed, based on the use of
a loosely-coupled Service Oriented Architecture approach. The
aim is to develop a unique, user-friendly working environment
able to support high-quality, cost-effective hazard assessment and,
in perspective, the possible development of a Decision Support
System for mountain hazard.

The second complexity issue is "geometrical" and "numerical"
and concerns morphology representation. Because of the strong
interaction between high-concentration flows and bed morpho-
logy, these phenomena require bed morphology to be described
with the right level of detail, especially where heterogeneity is
outstanding. This is typically the case of urbanised mountain
areas, with their characteristic terrain shapes, buildings, infra-
structures, embankments and mitigation structures. A believable
representation of these geometrical constraints may be fulfilled
acting on the computational mesh used to solve model equations,
preferably avoiding regular Cartesian meshes. In this work, a new
version of the TRENT2D model is developed, based on the use
of Delaunay, triangular unstructured meshes. To reach second-
order accuracy, a MUSCL-Hancock approach is considered, with
gradient computation performed by means of the multidimen-
sional method proposed in Barth and Jespersen (1989) for Euler
equations. The effects of different gradient limiters are also eval-
uated, aiming at a proper description of the flow dynamics in
heterogeneous morphology contexts.

The third complexity issue is both "geometrical" and "mathem-
atical". It concerns the effects of artificial structures, i.e. artificial
geometrical constraints, on the flow dynamics. Among different
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structures aimed expressly at controlling the high-concentration
flow behaviour, attention was paid to sluice gates, which can be
used in channels and hydropower reservoirs to control sediment
routing. In the literature, the effects of sluice gates have been
studied especially with reference to clear water flows over fixed
beds, while knowledge about the influence on high-concentration
flows over mobile beds is still limited. Here, a rough, bread new
mathematical description is proposed, in order to take into ac-
count the 3D morphodynamics effects caused by sluice gates in
high-concentration flow modelling.

The last complexity issue is pretty "numerical" and arises
from the challenge of numerical models to comply with the phe-
nomenon complexity. Generally speaking, reliable numerical
models are expected to catch the main characteristics of the phys-
ical processes at both a general and a local spatial scale, although
with a certain level of approximation, depending on the numer-
ical scheme. Sometimes it may be hard to close the gap between
the local phenomenon complexity and its numerical representa-
tion, leading to non-physical numerical results that could affect
hazard assessment. In this work, a particular numerical issue is
investigated, which was identified through a thorough analysis
of TRENT2D model results. In particular, it was observed that
the direction of the numerical mixture-mass flux is occasionally
opposite to the direction of numerical solid-mass flux, despite the
isokinetic approach which the model is based on. This incoher-
ence was studied with a rigorous method, trying to fix the source
of the problem. However, the question turned out to be quite
tricky, due to the sophisticated character of the model.

These four, deliberately heterogeneous, "complexity issues"
allow to perceive clearly the size of complexity effects on high-
concentration modelling. Furthermore, they give the measure
of how much difficult is reaching the right level of detail in de-
scribing and modelling high-concentration flows. The research of
solutions that are accurate and as much simple as possible was
not straightforward and required a quite large effort. Nonethe-
less, possible solutions were found in the end for three of the
four "complexity issues", therefore the goal of the thesis can be
considered as achieved.
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Everything should be made
as simple as possible,

but not simpler.

(Albert Einstein)
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1. High-concentration flow hazard assessment: complexity, simplicity and
complicatedness

Chapter 1

High-concentration flow
hazard assessment:
complexity, simplicity and
complicatedness

Natural hazard assessment is a key factor in disaster manage-
ment. Any efficient protection or mitigation strategy can not be
planned without accurate and reliable hazard assessment. How-
ever, natural hazard assessment may be not straightforward, for
two main reasons: the intrinsic complexity of natural hazard-
ous phenomena and the effects of this complexity on the hazard-
assessment procedural chain, which compulsory includes a wide
heterogeneity of information and operations.

Undeniable complexity of natural hazards hinders signific-
antly their knowledge and understanding. However, despite the
type, the number and the mutual connections of relevant nat-
ural entities and processes to be considered, understanding is
mandatory to lead reliable hazard assessment, although quite de-
manding.

Hazard assessment requires phenomena description, there-
fore natural-hazard understanding must be followed by its quant-
itative representation. The transition from understanding to de-
scribing is anything but easy, given that several science branches,
several types of data and information, different levels of un-
certainty and long sequences of operations are involved. Cer-
tainly, obstacles are significant, nevertheless complexity can not
be shunned, but rather faced, making it manageable as much as

1



N. Zorzi - Managing complexity in high-concentration flow modelling [...]

possible, i.e. avoiding complicated operations and outcomes.
In this work, this challenge is taken up with reference to a

particular class of flow-like hazardous phenomena, characteristic
in mountain regions and indicated hereafter as high-concentration
flows. These phenomena and their complexity are described in
Section 1.2, while Section 1.3 pertains to the effects of complexity
over the hazard-assessment process.

However, before discussing about high-concentration flows,
it is convenient taking a bearing about the meaning of the word
complexity, in order to understand properly its nuances and to
frame the purpose of this work clearly. For this reason, in Section
1.1, an etymological analysis is proposed, not only about the term
complex, but also considering other strictly-related terms.

1.1 Some definitions

The concept of complexity belongs to the common way of
speaking and, at first sight, its meaning appears plain and in-
tuitive. Complex is something that is not easily understandable.
Similarly, also concepts of simple and complicated appear plain and
intuitive: simple is the opposite of complex, while complicated is
often interpreted as a synonym of complex.

This is confirmed by the definitions proposed by the Oxford
English Dictionary:

- simple: easily understood or done;

- complex: consisting of many different and connected parts;
not easy to analyse or understand;

- complicated: consisting of many interconnecting parts or ele-
ments.

However, over the years these terms have been used in a
number of different ways, not only in the field of environmental
sciences but also in physics, informatics, business management,
social sciences, policy sciences (Gell-Mann, 1995). For this reason,
their etymology is here investigated, in order to disclose some
important shades and ensure the right interpretation of these three
terms along the entire work.

Simple is the union of the Latin roots sem-, which means "only
one", and plex-, i.e. plectere, that means "linking", "intertwine",
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connecting". Therefore, simple is something that is plain, made of
a single part and, so, it can be understood immediately.

Simple shares with complex the root plex- that, in complex, comes
after the other Latin prefix cum-, which means "together" and im-
plies "many", as clearly explained in Gell-Mann (1995) and in
Sun et al. (2016). Therefore, complex indicates something that
is made of many interconnected parts. What makes something
complex is not only the quantity of parts, but also their mutual
relationships, their links. Something complex can not be under-
stood straightforwardly, not only because of the number of parts,
but also because of the number of connections. If connections are
identified or mapped for the most part, understanding the overall
system behaviour could become more accessible. However, a de-
tailed explanation about how each element or connection works
remains intrinsically out of reach, since elements and connections
they can not be studied separately (Bar-Yam, 1997).

On the other side, complex and complicated share the common
Latin root cum- (Sun et al., 2016), but complicated is completed by
the Latin verb plicare, which is similar to plectere, but suggests that
parts are "folded up" repeatedly. Complicated systems are made
of many parts, which are individually simple but collectively en-
tangled. This makes system understanding not straightforwardly.
In other words, complicated seems to recall some idea of mess, of
intricacy. Single parts of a complicated system could be easily
and completely understood if considered one at a time, but un-
derstanding of the behaviour of the overall system when these
parts are put all together could result unreachable.

On the basis of these shades of meaning, the explanation for
how the terms simple, complex and complicated are adopted in this
work is the following:

- simple does not need any additional specification. Its com-
mon meaning is suitable also in the context of this work;

- complex is used here to indicate systems whose full under-
standing is out of reach. Natural systems are "undeniably"
complex, whether the entire system or its parts are con-
sidered, since complexity is strictly linked with the nature
of the system. Studying and managing complexity properly
can lead to a better understanding of the system or of one
of its parts, although an all-encompassing description of the
details remains unworkable;
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- complicated is used to characterise systems that are made of
simple parts, i.e. parts that can be individually understood,
but appears ravelled when parts are considered all together.
A complicated system is twisted and not easily manageable,
but, with significant effort, it can be made simple.

Complexity represents the essence of natural systems, therefore
it can not be removed. The only things that can be done with
complexity are understanding it as much as possible and describ-
ing it with proper approaches that are as much simple as possible,
avoiding complicatedness. These two aspects are discussed in the
next Sections with reference to high-concentration flows, which
are complex natural phenomena typical of mountain regions.

1.2 A not-exhaustive account about high-concen-
tration flow complexity

This Section brings into focus complexity of high-concentration
flow phenomena, which knowledge is mandatory to develop re-
liable descriptions to be used in mountain hazard assessment.

Generally, mountain regions are prone to rapid flood events
with considerable sediment transport. Such phenomena are in-
dicated here on the whole as high-concentration flows. This term
includes flows such as debris flows, debris floods, debris tor-
rents lahars, intense sediment-transport flow, etc. It must be no-
ticed that terminology around high-concentration flows is not uni-
vocal. Over the last decades, different classifications have been
proposed, varying terms, meanings and discriminating factors
(see for example Varnes, 1978; Hutchinson, 1988; Coussot and
Meunier, 1996; Hungr et al., 2001; Jakob, 2005a; Takahashi, 2007).
However, it is not uncommon to observe phenomena evolving
from a class to another during travelling. For instance, debris flow
is often used to indicate events observed in the upper part of
a basin (Armanini, 2015), characterised by high volumetric con-
centration of sediments, while the propagation of same events in
the lower part of the basin is sometimes called hyperconcentrated
flood flow (Takahashi, 2007), because of its value of concentration,
reduced by sediment deposition. In such a case, phenomena
classification seems to be too much stiff and a more general de-
scription of the whole phenomenon should be preferred. For
example, Hungr (2005) suggested the use of the term debris flow
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to indicate the entire phenomenon, from the initiating slide to
the deposition processes on alluvial fans. According to this last
approach, in this work the term high-concentration flow is used to
indicate the whole family of flow-like movements characterised
by quite high-concentration values at some point of their space
and time evolution. The term high-concentration flow is sometimes
interchanged with the term mountain flows, which is used to in-
dicate the same class of phenomena, but emphasizing the context
where they are typically observed, i.e. mountain regions.

This work considers a quite wide range of high-concentration
flow-like mass movements, which characteristic sediment con-
centration can vary roughly from 1 − 2% to 40 − 50%. Since the
focus is set especially on mountain flows observed in the Alps,
phenomena with cohesive behaviour, as for example mud flows
or clay flow slides, are here excluded (their rheological behaviour
is rather different from that of phenomena involving loose, coarse
sediments). Mountain flows which this thesis refers to are ob-
served typically in small (< 5 km2) and steep basins. They are
originated by intense rainfall events (sometimes also snowmelt)
over saturated soils, in areas where a certain amount of coarse
(but sometimes also fine), loose sediments is available. Such flows
are driven by gravity (Takahashi, 2007) and can reach high velo-
city (up to several meters per second), travelling long distances
(Armanini, 2015). All these factors determine a great damaging
potential, which becomes evident when mountain flows reach
urbanised areas.

Hereafter, some aspects of natural complexity of high-concen-
tration flow are shortly disclosed.

1.2.1 Solid-liquid mixture

Sediment volumes involved in a high-concentration flow can
be very large if compared to the solid-transport phenomena typ-
ical of floodplains. Because of sediments, the global flow rate of
a high-concentration flow can exceed the runoff flow rate even
by one order of magnitude. This amplification effect can be eas-
ily quantified as shown in (Takahashi, 2007). Indicating with
Qliq the runoff discharge and Qmix the total flow rate of a high-
concentration flow, the following relation can be set

Qmix = FaQliq (1.1)
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where Fa represents the amplification factor, defined as follows
(Hashimoto et al., 1978):

Fa =
cb

cb − c
(1.2)

with c representing the volumetric sediment concentration and cb
representing the maximum packaging concentration of the sedi-
ments in the bed. Whenever concentration c approaches cb, the
amplification factor, and therefore the total flow rate, increases
significantly. Evidently, such a discharge amplification can not
be overlooked when high-concentration flows are studied, even
if estimating liquid and total discharges is far from being simple.
For this purpose, both hydrological and geological evaluations
should be carried out, as described in Sections 1.3.4 and 1.3.5.

However hydrological analyses can be seldom based on obser-
vations, since only few mountain basins are instrumented. Typic-
ally, instrumentation is installed only if relevant mountain-flows
are observed with very high frequency and damaging potential.
Therefore, characterising the discharge evolution in time is not
free from uncertainty. A few studies (for example Honglian and
Xiangxing, 1988; Takahashi, 2007) and experience (personal com-
munication of prof. Aronne Armanini) suggest that precipitation
events causing mountain flows can be characterised by a sequence
of multiple rainfall peaks, each one with different duration and
intensity. However, so far, there is not a univocal characterisation
of such peaks.

In addition, total flow rates can be described properly only if
also sediment availability is taken into account. For example, a
site with long debris-recharge cycles and shallow bedrock is ex-
pected to show a scarce availability of loose sediments. In such
a case, it is plausible that all the available material contributes to
the high-concentration flow discharge. However, because of the
scarce quantity of available sediments, discharge amplification is
generally limited. On the contrary, a site characterised by high
soil fragmentation or short recharge cycles makes available large
volumes of sediments. In this case, the amount of solid material
involved in the flow depends no more on the total amount of
sediments, but rather on the magnitude of the liquid discharge
that becomes the limiting factor. Evidently, both liquid and solid
phases of a high-concentration flows require to be described prop-
erly and no one of them can be neglected.
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Figure 1.1: Rheological
behaviours typical of
high-concentration flows
(from Armanini et al.,
2005): (a) immature or
oversaturated flow over
loose bed; (b) mature
flow over loose bed; (c)
unsaturated flow over
loose bed; (d) flow over
rigid bed.

What is more, the presence of both water and relevant rates
of sediments that are poorly-sorted (Takahashi, 2007) requires a
proper and detailed description of the rheological behaviour of
the solid-liquid mixture. Because of the high sediment concen-
tration, theories and methodologies developed for bed load and
suspended load are not suitable for high-concentration flows (es-
pecially for debris flows) (Armanini, 2013), since sediments are
active players in determining resistance, both frictional and col-
lisional (see Figure 1.1). Then, different and more elaborated ap-
proaches have to be resorted to describe properly the two-phase
dynamics. This point of discussion is further expanded first in
Section 1.3.6 and then in Chapter 2.

1.2.2 Interaction with the bed

Another factor of natural complexity of high-concentration
flow is their strong interaction with bed and, in general, with
morphology, introducing significant modifications. It must be
specified that the term bed indicates here the bound at rest co-
inciding with the surface separating the (moving) flow from the
motionless part of the solid-liquid mixture, as explained in Rosatti
and Zugliani (2015).

Bed can be either erodible or not. In both cases, significant
bed modifications are observed. If bed is erodible, the flow can
induce both deposition and erosion processes, while if not only
deposition may occur. Erosion and deposition can take place re-
spectively with depths and heights of several meters (see erosion
in Figure 1.2). Whatever the bed nature and the modification
depth, the exchange of mass and momentum between flow and
bed represent a further element of complexity to be suitably man-
aged in the description of the phenomenon dynamics (see Section
1.3.6 and Chapter 2).
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Figure 1.2: Erosion due to
a debris flow event (Valle
Molinara, Italy) Cour-
tesy of the Autonomous
Province of Trento.

1.2.3 Time and space scales

As far as morphology is concerned, it must be highlighted that
mountain morphology is itself complex, because of the succes-
sion of hills, gullies, plains, valleys, geomorphic scars, branched
stream networks, alluvial fans, etc. The heterogeneity of moun-
tain morphology has a strong influence on the flow path, whether
the flow is confined in a channel or not. Therefore, mountain
flows should be studied with a quite detailed representation at
the small scale, in order to catch point-wise flow response to the
local morphology.

Besides, temporal and spatial scales of the phenomenon itself
are quite small if compared with those observed for large rivers
or floodplains phenomena. Typically, the order of magnitude
of mountain flow duration in Alpine regions is about equal to
some hours, while the space scale is limited to some kilometres.
This means that time and space resolutions chosen to describe the
phenomenon should be fine enough to catch the main processes at
a quite short temporal scale and a rather small spatial scale. This
implies some operational consequences in hazard assessment, as
described in Section 1.3.3, and poses also a problem of hazard
management, since typically event duration is not sufficient to
activate emergency protection or mitigation procedures.
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Figure 1.3: A debris
flow over an alluvial fan:
Campolongo di Piné,
15th August 2010. Cour-
tesy of the Department
for Territory, Agricul-
ture, Environment and
Forestry of the Autonom-
ous Province of Trento

1.2.4 A recent history

Evidently, studying high-concentration flows is not an easy
task, because of these and also other complexity factors, which
are closely related to the nature of the phenomenon. Moreover, it
must be noticed also that the history of research around mountain
flows is quite short in comparison with that one of large river hy-
draulics. The interest around mountain flows has become more
evident only in the last decades, probably because of increased
frequency and size of disastrous consequences in mountain re-
gions (Ammann, 2006). Therefore, mountain-flow knowledge is
still quite limited and historical analyses contribute with difficulty
to bridge the gap (see Section 1.3.2). Limited knowledge entails
limited understanding, which contributes to the perception of
mountain-flow complexity as very sizeable.

In mountain regions, and especially on alluvial fans, urbanisa-
tion processes have become more frequent only in the last years.
Therefore, exposition of people, buildings and infrastructure to
relevant levels of hazard is quite recent (Figure 1.3 shows the
debris-flow event observed in 2010 in the Molinara Valley (Italy)
that damaged the urbanised alluvial fan of Campolongo, which
had been uninhabited until the 1950s) and the evaluation of the
possible effects of such exposition is still rough.

On the other hand, in some regions, frequency and magnitude
of high-concentration flows have been changing as a result of cli-
mate change, which is currently modifying rainfall patterns in
terms of seasonality and intensity (Stoffel et al., 2014). Therefore,
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high-concentration flow prediction and modelling appear uncer-
tain, also because they depend on a variety of rapidly evolving
factors, which have been studied only in the last decades.

What is more, several basins show their hazard-prone char-
acter not so frequently, i.e. every some decades or even century.
This makes difficult both measurements and proofs collection. Be-
sides, low event frequencies lead often to a false sense of security
in local citizenry, encouraging then urban development.

1.3 How high-concentration flow complexity af-
fects hazard assessment

High-concentration flow hazard assessment requires in-depth
knowledge not only of the phenomenon physics (whose complex-
ity was discussed in the previous Section), but also of the study
area and of any past events (when available). Moreover, it should
take into account possible future scenarios of hazard and exposi-
tions. Describing each on of these elements with the right level of
detail may be a challenging and laborious task, sometimes leading
to complicatedness. However, avoiding complicatedness is one
of the duties in hazard assessment, in order to preserve assess-
ment reliability. Therefore, finding the right level of detail in each
one of the procedural steps of hazard assessment is mandatory.

In the next Sections, discussion about effects of mountain-
flow complexity on the phenomenon description for hazard as-
sessment purposes is divided into topics, following the typical
procedure applied to assess high-concentration flow hazard. Ac-
cording to the common practice, this procedure is divided into
six steps, as summarised in Figure 1.4, that are namely: histor-
ical analyses, morphology representation, geological and geomor-
phological analyses, hydrological analyses, modelling and hazard
evaluation. For each step, in these pages the effect of natural com-
plexity on hazard assessment is discussed, bringing the focus on
the necessary trade-off between complexity and simplification.
The question about the right level of detail to be reached in the de-
scription is discussed first in general terms in Section 1.3.1, while
in the following Sections it is analysed in depth with reference to
each one of the six steps of the hazard assessment procedure.

10
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Figure 1.4: Main steps
of the procedure typic-
ally used in mountain-
flow hazard assessment

1.3.1 The question of the right level and the Occam’s razor
principle

It is well-known that, to describe nature, it is necessary to re-
sort to abstraction, i.e. simplification (Favis-Mortlock, 2013) of
the real system. Abstraction depends much on human perception
(Mulligan and Wainwright, 2013) and, generally, environmental-
system complexity is perceived as too large for a thorough math-
ematical representation, i.e. for extremely detailed quantitative
descriptions (Beven, 2009). Therefore, complex natural systems
are represented by scientist not exactly, but rather with the right
level of detail, resorting to suitable simplification when possible.

However, identifying which is the right level is far from being
simple. If the level is too much low, one runs the risk of work-
ing with "spherical cows" (Harte, 1988). Otherwise, if the level is
right but the steps required to get it are too many and too much
intricate, one could end up with unsuitable or incomprehensible
descriptions, which are nothing but the outcome of complicated-
ness.

In order to avoid both these outcomes, often researchers in-
voke the "Occam’s razor" principle. According to this approach,
the reference criteria to calibrate explanation capabilities and
orientate complexity management is represented by parsimony.
Parsimonious descriptions contain sufficient complexity to ex-
plain phenomena, but no more (Mulligan and Wainwright, 2013).
However, the evaluation of what is sufficient and what is not is
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not univocal and depends largely on the goal of the description
(Casti, 1979).

In this work, high-concentration flow description is aimed
at hazard assessment, which typically involves different natural
aspects, several operational issues and different scientific know-
hows. In this case, an acceptable trade-off between complexity
and simplification should combine enough accuracy in represent-
ing the process dynamics and a desirable simplicity in reading
results and uncertainty, compulsorily avoiding both oversimpli-
fication ("spherical cows") and complicatedness.

Here, the term description is mainly referred to modelling,
which is intended, broadly speaking, as the totality of operations
necessary to reproduce high-concentration flow virtually. There-
fore, not only models are considered here, but also field data,
data representation, model use, processing efforts. For each one
of these elements, undeniable requirements in terms of details
and possible compromises in high-concentration flow complexity
description are discussed.

It must be noticed that considering all these entities is essential,
since a variety of roles (scientists, practitioners, policy-makers,
citizenry) is typically involved in hazard assessment. Nowadays,
the Transfer of Technology (TOT) from the research community to
technicians and decision-makers depends largely on user require-
ments in terms of skills, knowledge, materials and costs. There-
fore, finding the right level in representations can not be an issue
purely related to the model chosen to perform the representation.
Therefore, considering modelling in its broad sense is crucial in
determining more or less strong links between the different roles.

This work was developed having in mind exactly this broad
approach. The words managing complexity that appear in the title
of the thesis mean "dealing with natural complexity, trying to
keep the right level of detail in the phenomenon representation
and avoiding complicatedness as far as possible". In other words,
managing complexity in high-concentration flow modelling aimed haz-
ard assessment means that the right level of detail in modelling (in
broad sense), is evaluated and managed having in mind a clear
purpose, that is assessing high-concentration flow hazard without
complicatedness.
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1.3.2 Historical analyses

The hazard assessment process should start with historical
analyses, oriented to disclose possible information about past
events in the study area and, more in general, to acquire in-depth
knowledge of high-concentration flow behaviour in the area. For
this purpose, records, inventory, pictures, satellite imagery, chron-
icles, witnesses have to be consulted carefully. In addition, on-site
measurements must be collected whenever available.

Historical databases of field measurements, i.e. rain gauged
data or discharge measures, are typically rare. They are available
only for specific sites (among others, see Zhang, 1993; Berti et al.,
2000; Marchi et al., 2002; Bacchini and Zannoni, 2003; Hürlimann
et al., 2003; Mathys et al., 2003; Rickenmann and McArdell, 2007;
Coe et al., 2008), prone to high-concentration flows on a yearly
basis, while, as a rule, not only observations, measures and proofs,
but also pictures or eyewitness memorandums are quite uncom-
mon. This scarce availability of past, complete information makes
phenomenon prediction and knowledge challenging and hinders
hazard assessment.

However, historical analyses should pay attention not only
to measurements, but also to site morphology, urbanisation evol-
ution, possible presence of protection and mitigation measures
and, not least, the soundness of the available documentation. The
job of looking for such information does not appear as much
complex, but it may become rather complicated, because of some
effort required to find and validate information sources. Often,
they are made available by different, not interconnected offices of
public administration. Moreover, their level of detail could be not
completely satisfying for hazard-assessment purposes, especially
if dated documentation is investigated, and sometimes conflicting
information is found.

If information is scarce or rough, any hypothesis about pos-
sible past and future scenarios is barely stated and any analysis is
affected by large uncertainty. This topic was tackled directly in the
study proposed in Section 4.2, accounting for the back-analysis of
a historic debris-flow event.

1.3.3 Morphology representation

The second step of a high-concnetration flow hazard-assess-
ment job is typically represented by the characterisation of the
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site morphology through field surveys. The relevance of a de-
tailed, although complex, representation of the site morphology
was already highlighted in the previous Section. Nowadays, de-
tailed representations of morphology are facilitated by the large
availability of terrain information, due especially to the rapid dif-
fusion reached in the last two decades by airborne and terrestrial
LIDAR techniques (Roering et al., 2013). LIDAR (Light Amp-
lification by Stimulated Emission of Radiation) allows to collect
accurate, high-resolution elevation data, covering large areas rap-
idly and also with rather high frequency. Such elevation data are
gathered in Digital Elevation Models (DEMs) and Digital Terrain
Models (DTMs), which represent the morphological basis to be
used in modelling aimed at hazard assessment. The spatial res-
olution of recently-surveyed DEMs and DTMs can be quite fine
(∼ 0.5–1 m), therefore terrain features can be simply recognised
with high, point-wise accuracy. DEMs, DTMs and other similar
topographic products lighten significantly the fieldwork and al-
low to improve its quality. However, fieldwork is still necessary,
especially to verify the correct representation of some key, com-
plex local areas and to refine accuracy of DEMs and DTMs. For
this reason, LIDAR and field surveys should be considered al-
ways jointly to ensure the right level of detail in the description
of terrain elevation. A low level of detail or a bad representation
of a heterogeneous mountain morphology could dramatically de-
crease the level of accuracy and reliability of hazard-assessment
jobs.

Typically, LIDAR-based DEMs and DTMs are Cartesian grids
with square cells, while spatial information produced by field-
work could be organised in clouds of not-equally spaced points,
which distribution and accuracy depends on the acquisition tech-
nique. Besides, anisotropic point clouds could be produced also
synthetically, when possible future configurations of the study
area are considered, for example to take into account design pro-
tection works or to anticipate future urban developments. Mer-
ging Cartesian mesh and point clouds is a delicate operation, since
typically it is necessary to deal with different reference systems
and different sampling. Managing different file formats, perform-
ing data roto-translations and interpolation, setting priority levels
in merging spatial information update are typical tasks that could
lead to complicatedness, if the operational chain is not managed
properly. Quality of the spatial description could result lower
than desired and hazard assessment outcomes could be signific-
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antly conditioned.
Moreover, hazard-assessment analyses could require different

levels of detail in different areas, which means that the spatial
resolution could be not compulsory constant. Managing such
heterogeneous information could be complicated, whether the
point of view of model developers or practitioners is assumed.
This subject is one of the main topics of this thesis, so its further
discussion is postponed until Chapters 5 and 6.

1.3.4 Geological and geomorphological analyses

Next to morphology, also site geology and geomorphology
require a proper level of knowledge, in order to ensure a reliable
hazard assessment.

Geological investigations are necessary especially to charac-
terise sediments availability in the study basin. Knowing the
amount of available loose solid material, its nature and its grain-
size distribution, supports the estimate site-specific high-concen-
tration flow magnitude and the discharge amplification, as ex-
plained is Section 1.2.1. In general, local authorities of Alpine
regions are able to supply detailed description about stratigraphy
and localisation of relevant, dormant deposits of loose sediments.
However, field surveys are always desirable in order to properly
characterise sediments availability.

On the other side, geomorphological analyses can supply very
general information about the dynamics of past mountain-flow
events. Typically, geomorphological investigations are oriented
to recognize so-called "silent witnesses", as for instance U-shaped
gullies, well-defined boulder trains or levees, impact marks on
trees (Jakob, 2005b). Silent witnesses keep physical memory
of past events and can help the hazard-assessment job, contrib-
uting to reveal how high-concentration flows typically behave
in the study area. Knowledge of the preferential flow paths,
of the typical debris diameters or of the locally prevailing pro-
cesses between erosion and deposition contributes to improve
site-specific knowledge of phenomenon dynamics. Certainly,
back-analyses of documented past events could contribute more
significantly.
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1.3.5 Hydrological analyses

Within the hazard-assessment operational chain, hydrological
analyses are essential to evaluate high-concentration flow mag-
nitudes properly. Because of the nature of the hydrological pro-
cesses and their dynamical behaviour, facing with complexity is
compulsory also in this case and reaching the right level of detail
typically appears a challenging purpose.

Basically, hydrological analyses are carried out in order to
evaluate two important quantities: the possible duration of a
high-concentration flow event and the intensity of its liquid flow-
rate. Both these factors depend on basin morphology, hydraulic
conductivity, saturation mechanisms and, of course, precipitation.
Therefore, their evaluation requires the study of several intercon-
nected processes, typically starting from poor site-specific data.
This makes the achievement of right level of detail almost unwork-
able, especially as far as the phenomenon intensity is concerned.

In practice, the duration of a high-concentration flow phe-
nomenon is estimated on the basis of water residence time. GIS
processing may help the estimation, since residence time seems
to depend particularly on the internal form and structure of the
catchment (McGuire et al., 2005). Once the time scale is defined,
some significant values of duration are chosen in residence-time
neighbourhood and used to depict a certain number of pos-
sible precipitation scenarios. Usually, precipitation scenarios are
built synthetically, starting from regional IDF (Intensity-Duration-
Frequency) curves. Rainfall Intensity is estimated fixing Duration
and choosing suitable Frequency values, i.e. return period values.
Then, studying how precipitation turns into run-off finally allows
to obtain liquid flow-rate intensity.

In such analyses, strong simplifications are generally intro-
duced, with reference to space and time variability of the main
hydrological factors (for example about saturation, conductivity,
porosity, precipitation). Hereafter, some of them are discussed.

Typically, rainfall intensity is assumed to be constant all over
the basin extent. This hypothesis seems to be quite acceptable,
because of the small size of mountain-flow prone basins (Rigon
et al., 2012). When high-concentration flows generate because of
saturation excess, also the hypothesis of basin saturation appears
acceptable, on the basis of the rainfall time patterns often observed
(see Section 1.2.1). However, some other simplifications are more
questionable.
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It is well-known that intense rainfall events show a significant
spatial variability in mountain regions, because of terrain mor-
phology. Because of this variability, the relevance of regional rain-
gauged data decreases dramatically when the distance between
the rain-gauge and the study basin exceeds the 5 km (Marra et al.,
2016). Therefore, rainfall characterisation on regional basis could
be not fully representative, if the extent of the region is too much
large. Nevertheless, the regional geostatistical solution is often
the only one feasible.

Radar data, when available, can make up for the lack of
gauged measurements, supplying the right level of detail in de-
scribing precipitation over ungauged basins. However, quality
of radar data could be scarce, especially in mountain areas where
orography shades some sectors and where not only rainfall, but
also hail and snowfall are observed. Furthermore, radar data
require a quite heavy processing to extract significant historical
series. This is the price to pay in order to have meaningful, site-
specific rainfall information. In addition, whatever the case, it
must be noticed that hydrological analyses for hazard-assessment
purposes typically disregard seasonality and climate change.

Although weather and hydrological complexity, once precip-
itation scenarios are stated, rainfall must be transformed into run-
off, i.e. into liquid discharges. Typically, this evaluation is per-
formed by means of rainfall-runoff models. To raise the level of
detail, physically-based, distributed models should be considered
(Abbott et al., 1986). Since hazard assessment is interested in ap-
plications at the event scale, event-based models can be chosen,
which typically neglect evaporation and transpiration processes
and show a quite small number of parameters.

Despite this reasonable simplification, the hydrological-model-
ling step remains quite challenging, whenever the description of
such hydrological has to be carried out "blindly", i.e. without
measurements available. In such cases, a priori values must be
chosen for the parameters. This choice can be facilitated by field
surveys, although some level of uncertainty remains. Experience
suggests that, for each precipitation scenario, a sensitivity analysis
should be carried out, in order to increase the reliability of both
the rainfall input data and the chosen parameters values. With
such an approach, hydrological analyses do not produce a single
hydrograph but rather an envelope of hydrographs, i.e. a range
of possible discharge scenarios to be used to estimate multiple
high-concentration flow scenarios with different magnitudes. The
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estimate of these magnitude scenarios, which are synthetic, is typ-
ically based on the hypothesis that enough sediments and water
are available at the same time. However, the occurrence probab-
ility of the synthetic rainfall event could be quite different from
the recharge cycle of the sediments, as recalled previously. A
more exact description of high-concentration flow phenomena
should combine the two probabilities, but, to date, the scarcity of
available measurements hinders similar analyses. Therefore, in
practice, the occurrence probability of a high-concentration flow
with given magnitude is still considered equal to the probability
of its triggering rainfall event. Evidently, this is a strong simpli-
fication, but different, rigorous solutions are not feasible thus far
to represent properly natural complexity Rickenmann (1999).

Once the necessary synthetic magnitude scenarios are stated,
the operational procedure for hazard assessment proposed in Fig-
ure 1.4 requires that their dynamics is described, i.e. modelled.

1.3.6 Modelling

One of the most critical points in high-concentration flow haz-
ard assessment is the synthetic representation of phenomenon
dynamics, i.e. its modelling. By means of modelling, high-
concentration flows can be simulated in situations where real-life
hazardous phenomena and their damaging consequences should
be avoided. Typically, modelling is profitably used in engineering
practice to understand past events and predict possible dynam-
ics of hazardous events under different conditions. Clearly, it
represents a fundamental resource for hazard assessment.

Modelling can be both physical or mathematical. However,
since the costs of the first are generally high, the second is often
preferred, especially by practitioners. This is also the case of
this thesis, where the focus is set especially on mathematical and
numerical modelling.

It must be noticed that only few causes for reflection about
modelling are proposed here, since a wider and more thorough
analysis is proposed in Chapter 2 and in the subsequent Chapters.

Mathematical models simulating high-concentration flows are
typically based on systems of Partial Differential Equations (PDEs)
describing the most relevant aspects of the phenomena to be sim-
ulated, i.e. its physical nature and its dynamics. Usually, they
consist of equations describing mass and momentum conserva-
tion and relations accounting for the rheological behaviour of
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the flow. For the purpose of describing high-concentration flow
physics with the right level of detail, at least a 2D, depth-averaged,
shallow-flow models should be used, as suggested in Rosatti et
al. (2017). In the same paper, it was stated that "quite different
2D models based on this premise are present in the literature.
They differ in the basic assumptions regarding the nature of the
flow (monophasic or biphasic), in the type of bed over which the
flow occurs (fixed- or mobile-bed), and in the type of closure rela-
tion concerning the bed evolution, the concentration of sediments
and the bed shear stresses". Different assumptions mean differ-
ent levels of detail and different operational issues, also from a
numerical point of view.

However, if models with an acceptable level of detail are
chosen, accurate descriptions can be obtained only if accurate
input data are supplied. Typically, models require multiple data
in different formats, obliging the user to become familiar with
multiple software products. Generally, this aspect rises complic-
atedness in the modelling chain and causes the increase of the
overall cost of the analysis, in terms of time, hardware and effort.

Moreover, model results and their relevant uncertainties must
be made accessible and easily readable not only to experts, but
also to stakeholders and not-technicians in general. Therefore,
readability of modelling outcomes must be guaranteed by mod-
ellers and users.

These important topics are further expanded and faced in
Chapter 5, since only reliable and plain modelling can guide dis-
aster management effectively.

1.3.7 Hazard evaluation

Typically, a hazard-assessment job ends with a quantitative
evaluation of the levels of hazard pertaining to the studied phe-
nomenon in a given area.

First, critical interpretation of modelling outcomes should be
performed. Critical analyses should concern not only model
results, but also of all other information used in the hazard-
assessment job, in order to ensure that the right level of detail
has been taken into account at each step. Outcomes of the critical
interpretation depend much on knowledge and experience of the
person who carries out the analysis. In the case of mountain flows,
reliable results are obtained only if this person is familiar with his-
torical archives, geomatics, geology, geomorphology, hydrology,
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high-concentration flow mechanics, mathematical and numerical
modelling, hazard management and communications. Such skills
and know-how could be not so common and, in any case, require
time to be assimilated (Wright and Hargreaves, 2013).

Starting from simulation results, hazard can be evaluated
through hazard-level maps editing. Typically, information about
point-wise (simulated) behaviour of the phenomenon is conver-
ted into more concise, i.e. simplified, information accounting for
phenomenon occurrence probability and local intensity. Also in
this case, both complicatedness of the transformation procedure
and oversimplifications of the hazard-level representation should
be avoided, preserving the right level of detail in the descrip-
tion, i.e. guaranteeing a suitable correspondence between phe-
nomenon dynamics and its synthetic representation (i.e. without
the possibility of bad or wrong interpretation).

For all the reasons highlighted in this and in the previous Sec-
tions, reaching the right level of detail in hazard evaluation is quite
challenging. These difficulties will become still more evident in
Chapter 4, where two case studies are presented, and in the sub-
sequent Chapters. There, some of the effects of complexity high-
lighted in this summary about the procedure high-concentration
flow hazard assessment are directly faced and managed.
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Chapter 2

Complexity and
high-concentration flow
modelling

Complexity of high-concentration flows largely affects the
hazard-assessment job, as discussed in Section 1.3. One of the
most influenced parts of the job is modelling.

As already stated in the previous Chapter, the purpose of
modelling is not to reproduce exactly the phenomenon complex-
ity, but rather to describe it with the right level of detail. However,
the evaluation of which is the right level, i.e. the suitable trade-off
between accuracy and manageability, is not univocal and depends
much on the purpose of the representation.

Representing properly the main processes that govern a high-
concentration flow by means of physical laws is one of the main
goals for developers of mountain-flow models. Physical laws are
expressed in the form of equations, grouped into systems that
must be solved, typically by means of numerical methods and
with the support of computers. Over the years, several kinds
models have been developed, with different constitutive hypo-
theses, different schemes for equations solving, different efforts in
model coding and different amounts of computational burden. In
this Chapter, some of the most recent approaches present in the
literature about high-concentration flow modelling are analysed,
evaluating case-by-case the trade-off chosen as basis for model-
ling. In particular, Section 2.1 analyses different levels of detail
in the mathematical description, taking into account especially
approaches that are particularly relevant for the purposes of this
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thesis. Then, Section 2.2 discusses some important characterist-
ics required to numerical schemes to properly represent natural
complexity. Last, the role of parameters and initial and boundary
conditions is shortly analysed in Section 2.3.

2.1 Complexity and mathematical modelling

In the last fifty years, a wide range of mathematical-modelling
approaches has been developed for high-concentration flows and,
more in general, for flow-like natural processes. These models are
intended to describe flow phenomena at a "macroscopic" scale,
i.e. at the scale of the phenomenon in its entirety. For this reason,
typically they apply a continuum approach. This means that the
focus is not on the detail of "micro-scale" phenomena, i.e. on
processes at particle size, but rather on the global evolution of the
flowing mixture. Therefore, the discussion about the right level of
detail in the description is carried out here considering consistent
time and space scales. Furthermore, according to this approach,
both liquid and solid phases can be reasonably treated as fluids.

As a general consideration, Rosatti et al. (2017) notice that
2D models should be preferred to 1D models, in order to take
into account properly the phenomenon behaviour and reach an
acceptable level of detail. Certainly, three-dimensional models
would increase further the level of detail, however they are still
subject of research, as far as rheological closures (Armanini, 2015)
and numerical schemes (Zugliani, 2015) are concerned. Iverson
and Ouyang (2015) stated that depth-average modelling has three
main advantages over 3D modelling, since:

- it generates outputs which level of detail is similar to that
one of field measurements, facilitating comparisons;

- it embeds the description of bed and free-surface evolu-
tion in the governing conservation equation, eliminating
the need of solving domain boundaries separately;

- it considers a lower number of degrees of freedom, which
reduces computation time.

Therefore, the balance between advantages and burdens intro-
duced by a 3D description seems to be negative. Recalling the
"Occam’s razor" principle, 2D modelling currently available sat-
isfies the parsimony criteria better than 3D.
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Assuming the 2D simplification as acceptable, a wide range
of models has been proposed over the years, with each model
characterised by different constitutive hypotheses (see Iverson
and Ouyang, 2015 for a review). Differences concern mainly how
models simulate the nature of the flow, the nature of the bed,
the bed evolution and the rheological behaviour of the mixture
(Rosatti et al., 2017).

Depending on the approach chosen to describe the nature of
the flow, high-concentration flow models can be divided into two
main categories: mono-phase models and two-phase models (for
sake of brevity, here the family of two-layer models, as for example
Fraccarollo and Capart, 2002 or Fernandez-Nieto et al., 2008, is
not considered). Both these approaches are discussed in the next
Sections, where some relevant aspects are investigated for each
category. Analyses are supported by the indication of a reference
1D system of equation, which is intended to support the reader in
seizing the level of detail in the description, without getting lost
into 2D or 3D terms.

The choice about the approach used in the description influ-
ences model accuracy, implementation and use. In general, it can
be noticed that the more realistic and accurate is the modelling
description, the more sophisticated (and sometimes complicated)
is the model-equation solution and understanding.

2.1.1 Mono-phase modelling

In Section 1.2, high-concentration flows have been described
as composed by a liquid phase, namely water, and a solid phase,
namely sediments. Mono-phase models neglect this distinction
between phases and consider the liquid-solid mixture as a unique
continuum. This approach seems to be not much fitting whenever
cohesionless high-concentration flows are concerned.

Considering the 1D formulation along the x direction, the
equations used to describe the mixture dynamics by means of
a mono-phase approach are typically written in the following
form, where equation 2.1a represents the mixture-mass balance
and equation 2.1b is the mixture-momentum balance. Notation is
set according to Figure 2.1.
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Figure 2.1: Basic nota-
tion used to write the 1D,
mono-phase model equa-
tions
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t indicates time, h the flow depth, u the mixture velocity, g the
gravitational acceleration, zb the bed elevation, τb the shear stress
and ρm the (constant) mixture density. Assuming that ρm is
known, the unknowns of the problem are three: h, u and τb.
Since the system equations are only two, a further, typically al-
gebraic equations is use to "close" the problem, expressing τb as a
function of the other variables. A lot of different formulation of
τb are available in the literature.

This approach shows a high level of simplification and, for this
reason, often is preferred to the two-phase approach. However,
some of its assumptions appear quite debatable.

The mono-phase approach assumes necessarily that sediment
concentration (and therefore density) is constant in space and
time, although, in natural high-concentration flows, concentra-
tion varies according to hydrodynamics.

Then, mono-phase models do not allow mass exchanges bet-
ween mixture and bed, therefore neither erosion nor deposition
processes can be described properly. The only variation of the
bed elevation is considered during the stopping phase, assuming
that the bed elevation increases by the flow depth.

Furthermore, the flow stopping stage is simulated typically
by means of a threshold criterion. When shear stresses exceed
a certain threshold, the mixture, i.e. both sediments and water,
stops, even though in natural cohesionless high-concentration
flows only the solid phase stops, while the liquid phase flows
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away.
For these reasons, the use of such models to simulate two-

phase, cohesionless flows appears as an oversimplification, espe-
cially if the flow moves over an erodible bed.

Current mono-phase models for mountain-flow simulations
can be divided basically into two groups: Cellular-Automata-
like models (hereafter CA-like models) and Partial-Differential-
Equations-based models (hereafter PDE-based models).

CA-like models are based, partially or totally, on discrete re-
lations approximating conservation principles that are typically
expressed as PDEs (Bar-Yam, 1997). Usually, such models di-
vide the study area in discrete cells over a regular grid. Each
cell can assume only a finite number of states, depending on
how the cell interacts with the neighbours. The cell evolution is
evaluated over discrete timesteps according to deterministic rules
that depend only on the states of the strictly neighbouring cells
(Wolfram, 1984). Such models can be easily implemented, with
a limited coding effort and complexity. However, they seem to
oversimplify the phenomenon, since the deterministic rules used
to evolve cell values are quite basic.

Just for an example, Dottori and Todini (2010) based their
CA-model for flood inundations on mass conservation. The con-
tinuity equation is written cell per cell, with the inlet and outlet
mass fluxes expressed according to the Manning uniform-flow
equation. Considering two neighbouring cells, head slope is com-
puted locally as flow-depth slope, while the reference uniform-
flow height is the average flow height between the cells. Velocity
is assumed to be constant in space and time along directions con-
necting neighbouring cells.

A similar approach can be found in Gregoretti et al. (2016),
where a CA-like model is developed for debris flows. In this case,
cell continuity equation includes also the erosion-deposition law
proposed by Egashira and Ashida (1987), although written for
mono-phase flows. Mass exchange between neighbouring cells is
described according to two possible mechanisms: uniform-flow
conditions or broad-crested weir flow. In the case of uniform-
flow conditions, the Tsubaki equation is considered (Tsubaki,
1972), with the head slope equal to the local bed slope. Only
eight possible flow directions are considered (Figure 2.2). This
last (non-physical) constraint is quite common in CA-like models
describing mountain-flow routing (Hürlimann et al., 2008).

On the contrary, PDE-based models consider conservation
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Figure 2.2: Scheme of
the eight possible flow
directions considered in
Gregoretti et al. (2016)

laws expressed in their classical form and solve the system of
equations by means of suitable numerical schemes, as explained
in detail in Section 2.2. Examples of PDE-based mono-phase mod-
els are: the 2D model of O’Brien et al. (1993), which represents
the milestone in mono-phase modelling and expresses bed shear
stresses as a sum of different contributions (viscous, turbolent,
dispersive, coulombian and cohesive); the 1D model of Arattano
and Franzi (2003) that uses the relation of Nsom et al. (1998) to de-
scribe shear stresses; the 2D model of Medina et al. (2008), which
makes available three rheological laws for shear stresses (Bing-
ham, Herschel-Bulkley and Voellmy); the 2D model of Christen
et al. (2012) that accounts for Voellmy rheology.

2.1.2 Two-phase modelling

Unlike mono-phase models, two-phase models models con-
sider liquid and solid phases separately (see for example Pitman
and Le, 2005; Cao et al., 2006; Wu and Wang, 2008; Armanini
et al., 2009b; Greco et al., 2012; Benkhaldoun et al., 2013). How-
ever, some models introduce a significant simplification in the
description of the two-phase dynamics, assuming that the solid-
phase velocity is equal to the liquid-phase velocity. Model de-
veloped according to this hypothesis, which is called isokinetic,
are addressed as Quasi Two-Phase (QTP) models (Garegnani et
al., 2013), to distinguish them from the Fully Two-Phase (FTP)
models, that consider each phase with its own velocity. Details
about both the approaches are given in the next Sections, where
also the other relevant points (nature of the bed, bed evolution,
rheological behaviour) are discussed.

With reference to the bed nature, it must be noticed that most
available two-phase models work with mobile bed only or with
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fixed bed only. However, some studies about time and space
transitions from a bed type to the other have been presented
recently (Rulot et al., 2012; Rosatti and Zugliani, 2015; Zugliani
et al., 2017) and represent an important starting point for further
modelling developments.

2.1.2.1 Quasi two-phase modelling

QTP models base the two-phase description of the mixture
dynamics on the isokinetic approach, assuming that solid and
liquid phases flow with the same velocity. Examples of QTP
models are: the 1D models of Cao et al. (2006) and of Wu and
Wang (2008); the 2D models of Armanini et al. (2009b) and of
Benkhaldoun et al. (2013). Typically, QTP models are PDE-based
models.

Evidently, the isokinetic hypothesis is a significant simplifica-
tion. However, it seems somehow necessary, since a detailed and
widely accepted description about how the phases interact, i.e.
about inter-phases stresses, is still missing. Furthermore, when
concentration is quite high, the isokinetic assumption turns out
to be credible.

Most QTP models consider the bed as mobile, giving a proper
representation of the typical behaviour of high-concentration flows
passing over erodible bed, but failing whenever erosion is simu-
lated where the real bed is fixed. The mobile-bed approach poses
the problem of describing how bed and flow interact, i.e. how
bed elevation varies according to flow-dynamic variables. The
interactions are typically significant, because of the high values of
concentration of the mixture, so it is important to describe them
properly. Some different approaches can be found in the liter-
ature. Here, the two most diffused are discussed. They share
the same system of equations, but differ in the approach used to
"close" the system.

The reference system of equation in one dimension can be
written as follows, with equation 2.2a describing the mass con-
servation of the mixture, equation 2.2b describing the mass con-
servation of the solid phase and equation 2.2c representing the
mixture momentum balance. Notation is shown in Figure 2.3.
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Figure 2.3: Basic notation
used to write the 1D, QTP
model equations
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zb is the bed elevation, c the average volumetric concentration,
cb the maximum packaging concentration (cb = 1 − p, where p is
the porosity) and ∆ =

(
ρs − ρw

)
/ρw, with ρw and ρs representing

the density of the liquid and the solid phase respectively.
The unknowns of the system are five (h, u, zb, c and τb), but

only three equations are present in the system. Therefore, two
further equations are necessary to "close" it, i.e. to express some
unknowns as functions of the other unknowns. These formulae
can be either differential or algebraic and, commonly, they concern
mixture concentration c (or density), bed-elevation evolution in
time ∂zb/∂t or shear stresses τb.

Several models (see for example Fagherazzi and Sun, 2003;
Cao et al., 2006; Wu and Wang, 2008; Benkhaldoun et al., 2013)
"close" the problem introducing a differential closure relation for
the bed evolution ∂zb/∂t and an algebraic relation for the shear
stresses τb.

Commonly, the expression describing the bed evolution is
written in this form:

cb
∂zb

∂t
= D − E

where D represents the sediment deposition flux and E is the bed-
sediment entrainment rate. The bed-sediment entrainment rate
is often estimated accounting for the Shields parameter value, a
reference bed-sediment size and local values of flow depth and
velocity. On the other side, deposition fluxes are related to the
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local depth-averaged concentration and the settling velocity of a
single particle in water at rest. Relations describing D and E are
often empirical and difficult to calibrate.

The other necessary closure formula concerns bed shear stres-
ses, which are described sometimes as collisional, sometimes as
Coulombian, sometimes as turbulent, sometimes as viscous. Cer-
tainly, each rheological approach implies a different "distance"
between the phenomenon representation and its natural beha-
viour, as well as a different computational complexity.

Differently, models such as Armanini et al. (2009b) describe
the bed evolution as fully-coupled with the two-phase mixture
dynamics, preserving the differential character of the conserva-
tion equations. Models applying this approach "close" the system
of equations by means of two algebraic closures, one for the bed
shear stresses τb, as in the previous case, and one for the sediment
concentration c. Examples of closure relations used to couple
concentration to hydrodynamic variables are:

- the formulation of Meyer-Peter and Müller (1948)

c =
8

∆ghu

(
τb

ρw
−
τbc

ρw

)3/2

where τbc is the critical shear stress for incipient sediment
motion;

- the formulation suggested by Takahashi (1987)

c =
d
h

1 + 5 tanα
cosα

|τb|

ρwgd

(
1 − k

|τb|

τbc

) 1 − k

√
|τb|

τbc


where d is the sediment size, α is the slope angle and k a
constant;

- the formulation of Armanini (2015)

c = 1.54
(sinα

∆

)2 (
d
h

)−5/6

Usually, closure relations are developed for specific ranges of
concentrations. For instance, the collisional-regime approach is
valid only at quite high concentrations, typical of debris flows,
while the turbulent-regime approach is more suitable for bed-
load flows (Armanini, 2015). Therefore, the use of an approach
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outside of its range of validity could make the description inac-
curate. Better results could be obtained using rheology relations
valid over a wide range of slopes and concentrations (Armanini,
2015). However, such formulae are still quite rare and their use
is expected to increases the effort required for their numerical
implementation (personal communication of Giorgio Rosatti).

Anyhow, such an approach appears more general than the pre-
vious one, for some reasons. First, differentiability is preserved.
Second, no specific parameters are required to describe entrain-
ment and deposition, so hard parameter calibration is avoided.
Third, empirical functions used in the previous approach to de-
scribe entrainment and deposition rates are obtained typically for
low values of sediment concentration and in suspended-load con-
ditions, therefore their application in the high-concentration flow
case seems rather imprecise. However, the use of a more general
approach obliges the model developer to manage a more sophist-
icated system of PDEs, with some consequences from a numerical
point of view (see Section 2.2).

A further observation concerns sediment size. Only some
QTP models (see for example Wu and Wang, 2008) divide mov-
ing sediments in size fractions, while the more diffused approach
reduces the grain size heterogeneity to a single-size distribution.
Giving up to describing the real grain size distributions reduces
the level of detail of the phenomenon representation, which is
not able to catch processes as for example segregation. However,
dealing with more sediment-size fractions could make models
excessively sophisticated, generating redundant complicatedness
and computational burden. Therefore, for the time being working
with single sediment size seems to be an acceptable compromise
between natural complexity and modelling manageability, avoid-
ing complicatedness.

2.1.2.2 Fully two-phase modelling

Fully Two-Phase (FTP) models describe each phase with its
own velocity. In principle, this approach appears more physically-
based than the previous one. 2D models developed by Pitman
et al. (2003) and Greco et al. (2012) are two relevant examples of
FTP, PDE-based models. They assume the bed respectively as
fixed and as mobile.

Fixed-bed FTP models can be traced back to the following 1D
system of equations, where equation 2.3a describes the mixture-
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Figure 2.4: Basic notation
used to write the 1D, FTP
model equations

mass balance, equation 2.3b represents the solid-mass balance,
equation 2.3d expresses the momentum conservation of the solid
phase and equation 2.3c describes the momentum conservation of
the liquid phase. Basic notation used in writing 1D FTP equations
is showed in Figure 2.4.
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us and uw represent the solid- and the liquid-phase velocity re-
spectively. It must be noticed that the terms τs and τw collect the
both the phase-proper and the inter-phase stresses.

Mobile-bed FTP model equations differ from those presented
in system 2.3 essentially for the terms concerning bed evolution.
The system of equation can be written as follows:
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In both the cases, the systems need to be "closed". However,
nowadays widely accepted formulations about how phases re-
ciprocally interact are still missing. Moreover, existing FTP mod-
els are typically referred to low-concentration regimes, therefore

31



N. Zorzi - Managing complexity in high-concentration flow modelling [...]

they seem to be not suitable for the purposes of this thesis. On the
strength of these observations, the expected increase in the level of
detail introduced by FTP model seems to be not counterbalanced
by a suitable detail in the closure of the problem as far as high-
concentration flows are studied. Therefore, QTP model seem to
represent a more acceptable compromise between accuracy and
robustness in the phenomenon representation.

2.2 Complexity and numerical modelling

Model equations represent "the rules of the game", while "the
goal of the game" is to represent time and space evolution of
a system. This goal can be reached only applying the rules,
i.e. integrating the model equations. However, equation in-
tegration is anything but straightforward and requires suitable
approaches for discretisation and Riemann Problem solution. In
the following paragraphs, significant aspects about integration
of high-concentration model equations and solution of relevant
problems are presented and discussed.

2.2.1 Hyperbolicity

Typically, 2D, high-concentration flow models are non-linear
systems of equations characterized by hyperbolicity. A system
is called hyperbolic if its eigenvalues are real and if it shows a
complete set of linearly-independent eigenvectors. Hyperbolicity
depends not only by the structure of the equations, but also by the
relation chosen to "close" the system. For example, Cordier et al.
(2011) showed that some bedload transport formula as Meyer-
Peter and Müller (1948), Fernandez Luque and Van Beek (1976) or
Nielsen (1992) in essentially mono-phase models, (i.e. QTP mod-
els where the solid mass balance is essentially the Exner equation)
may lead to the lost of hyperbolicity, i.e. to the appearance of
complex eigenvalues. Therefore, if hyperbolicity is intended to
be preserved, model developers should choose closure relations
that are not only physically-based but also avoiding instability.

From a numerical point of view, hyperbolicity represents a
profitable property in PDEs systems, since it allows to decompose
Riemann Problem solutions in simple waves. Riemann Problems
(RPs) are particular Initial-Value Problems (IVPs), where the left
and right initial states are two constant values (Toro, 2009) separ-
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Figure 2.5: From Toro
(2009): simple wave solu-
tions of the RP: (a) shock
wave, (b) contact wave,
(c) rarefaction wave

ated by a discontinuity. A RP for a general non-linear hyperbolic
system way can be written as follows:

∂U
∂t

+
∂F(U)
∂x

, (2.5a)

U(x, 0) =

{
UL if x < 0
UR if x > 0 (2.5b)

where U is the vector of the conserved variables, F(U) is the vector
of the fluxes and UL and UR are the left and right initial states of
the RP. The solution of a RP is made of a number of simple waves
equal to the number of eigenvalues of the system. Waves can be
either rarefaction waves, shock waves or contact waves.

Rarefaction waves are waves across which there is a smooth
transition of the state variables UL and UR (LeVeque, 1992) and
show a typical diverging behaviour (Figure 2.5c). Across the
wave, Generalised Riemann Invariants are constant (Toro, 2009).

Shock waves represent jump discontinuities in state variables,
with typical compression character (Figure 2.5a). They satisfy the
Rankine-Hugoniot and the entropy conditions (Toro, 2009). Both
rarefaction and shock waves are associate with genuinely non-
linear characteristic field, which means that, if the i-th eigenvalue
λi(U) and the associated eigenvector Ri(U) are considered,

∇λi(U)Ri(U) , 0, ∀U

On the contrary, contact waves, which are called also contact
discontinuities, are associated to linearly-degenerated character-
istic fields

∇λi(U)Ri(U) = 0, ∀U

They satisfy the Rankine-Hugoniot conditions, the constancy of
Generalised Riemann Invariants and their characteristics are par-
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allel (Toro, 2009) (Figure 2.5b).
Since high-concentration flows often show sequence of im-

pulses, i.e. of discontinuities, the proper representation of shock
waves in modelling is essential to reach the right level of detail in
the description. In this regard, it must be noticed that a wrong
representation of a shock may affect a significant part of the mod-
elled flow (Toro, 2001). However, representing properly shocks
in non-conservative hyperbolic systems is one of the most chal-
lenging topics in numerical modelling and not all the available
numerical schemes are suitable for this purpose. Methods able
to compute solutions containing discontinuities can be divided
essentially into two groups: shock-fitting methods and shock-
capturing methods.

Methods applying the shock-fitting approach deal with shocks
imposing proper jump conditions only on suitable internal bound-
ary where shocks are observed, while methods suitable for smooth
flows are applied elsewhere. In this way, discontinuities are de-
scribed appropriately. Examples of shock-fitting methods are the
front-tracking methods of Chern and Colella (1987) and LeVeque
and Shyue (1996) and Glimm et al. (1998). However, the wave
interactions inside multidimensional domains make these meth-
ods too much complicated (LeVeque, 2002) or impossible to be
applied (Toro, 2001).

On the contrary, shock-capturing methods use the same nu-
merical scheme all over the computational domain, in a com-
pletely general way. According to these methods discontinu-
ities are simply a part of the solution. The drawback of this
approach lies in the representation of shock waves, which are
typically smeared over more than one mesh elements. Differ-
ent shock-capturing methods produce different smearing (Toro,
2001). However, the generality and the remarkable simplicity of
this approach make it more attractive than the previous one and
definitely more suitable for high-concentration flow modelling.
Examples of shock-capturing methods are the HLL solver (Harten
et al., 1983) and its derived schemes (Einfeldt, 1988; Toro et al.,
1994; Fraccarollo et al., 2003), the Roe-type solvers (Roe, 1981;
Harten et al., 1983; Einfeldt et al., 1991; Dubois and Guillame,
1993; Rosatti and Begnudelli, 2013b), the Osher-type solvers (En-
gquist and Osher, 1981; Osher and Solomon, 1982), the Weighted
Averaged Flux WAF method (Toro, 1989; Billett and Toro, 1997),
the MUSCL-type (van Leer, 1979) and its high-order versions.
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2.2.2 Space and time discretisation

Currently, available numerical approaches can be classified
according to the space and time discretisation used. As far as
space discretisation is concerned, two main approaches can be
identified, i.e. grid-based methods and meshless methods, while
according to time discretisation, numerical schemes can be di-
vided into explicit and implicit schemes. Different discretisation
choices entail different pros and cons.

Considering space discretisation, grid-based methods base the
spatial discretisation of the computational domain on the use of
points or cells, which distribution can be both regular or irregu-
lar. Such methods are often chosen because they allow to manage
space in a quite rational way, especially if regular meshes are used.
However, they require some effort for mesh generation, especially
when irregular meshes are used. Further details about the differ-
ent types of mesh and their convenience are reported in Chapter
6. Finite-difference and finite-volume methods belong to this cat-
egory. However, finite-difference methods, although simple to
be implemented, especially if regular grids are considered, allow
to catch properly only "strong solutions", i.e. solutions that are
smooth enough and can be described by the differential form of
the problem, while they are not suitable to describe "weak solu-
tions", i.e. discontinuities. The only way to catch also "weak
solutions" is to resort to integral methods, as for example finite-
volume methods.

On the other side, meshless methods base their discretisation
on particles Smoothed Particle Hydrodynamics (SPH) methods
are the most established of this category. These methods are
based on a Lagrangian formulation of the governing equations
and seem to be particularly suitable to analyse problems with
deformable boundary, moving interface and large deformations
(Liu and Liu, 2003). SPH methods have the advantage to save
time required for meshing.

As far as time discretisation is concerned, explicit methods
express the state variables U at time tn+1 = tn + ∆t once the state
variables at the current timestep tn are knwon, without solving
any system of equations. This makes explicit methods quite easy
to be implemented. However, in order to ensure numerical stabil-
ity a constraint is required on the timestep ∆t. This constraint is
the Courant-Friedrichs-Lewy (CFL) condition, which is expressed
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as follows
λ∆t
∆l

< CFL

where λ represents the maximum speed of the problem, ∆l the
characteristic length used in the spatial discretisation and CFL is
the Courant coefficient, which is typically set equal to 1 in 1D
problems.

On the other side, implicit methods obtain the state variables
U at time tn+1 = tn + ∆t solving a typically non-linear system of
equations. This introduces a significant effort at each timestep,
but makes stability conditions no more necessary.

2.2.3 One- or two-dimensional schemes

A large number of numerical schemes were developed for 1D
problems. However, as stated in the previous Section, at least 2D
models should be used for applications in the real world. This
means that numerical schemes should be able to work in multi-
dimensions.

Often, 1D schemes can be straightforwardly applied also in
2D problems resorting to dimensional splitting. However, some-
times a multidimensional approach is suggested, especially in
case of complex morphology. In such conditions, different, more
demanding approaches can be used, as shown in Chapter 6.

2.2.4 Bed nature

Another critical point in numerical modelling of high-concen-
tration flows is represented by the bed nature.

First, it must be observed that, if the bed is described as mobile
in high-concentration flow models, the system of equation shows
both conservative and non-conservative terms. In this case, ef-
fort required to solve the model equations is larger than in the
fixed-bed case. Moreover, particularly sophisticated schemes are
needed, as those developed quite recently by Fraccarollo et al.
(2003) or Murillo and García-Navarro (2010), which implementa-
tion is quite demanding and introduces high computational costs.
However, to date, this is the only way to reach an acceptable level
of robustness in reproducing high-concentration flows over mo-
bile bed.

In addition, to reproduce the transition between fixed and mo-
bile bed for models able to deal properly with both the types of
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bed, proper numerical solvers are required, as shown in recent
studies (Rulot et al., 2012; Rosatti and Zugliani, 2015; Zugliani
et al., 2017). In fact, the transition from fixed to mobile bed and
viceversa requires the solution of a particular type of Riemann
Problem, where not only the state variables, but also the system
of PDEs changes from the left side to the right side of the discon-
tinuity. Because of this peculiarity, suitable, more sophisticated
RP solvers must be used.

2.2.5 Significant solutions

Whichever are the model-developer choices, it is important
that the model is able to catch properly some simple, but essen-
tial physical behaviours of the flow. In addition, non-physical
solutions must be avoided.

As far as high-concentration flows are concerned, two main
conditions must be represented correctly: the water-at-rest con-
dition (C-property) and the steady-state flow condition (well-
balancedness). Methods that do not satisfy these two properties
should be used carefully.

2.2.6 A trade-off between accuracy and costs

Undoubtedly, natural complexity of high-concentration flows
generates significant challenges in numerical modelling, which
aims at producing robust solution with the lowest level of approx-
imation possible, though without exceeding in computational
costs (hardware, time, number of operations). However, to date
this equilibrium seems to be still out of reach.

High level of detail and accuracy mean high costs, as high-
lighted through the previous analysis, while low costs mean to
turn down accuracy. Typically, developers of two-phase PDE-
based models prefer reaching an acceptable level of detail, i.e. an
enough low level of approximation, bearing high computational
costs. To this end, "purely-numerical" model developers are al-
ways more oriented towards numerical methods with high-order
of accuracy. However, it must be pointed out that the uncertainty
in high-concentration flow knowledge is still significant. There-
fore, using high-accuracy methods to solve still uncertain equa-
tions can look somehow like a waste, clearly failing the parsimony
principle.
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In these conditions, an acceptable compromise can be repres-
ented by second-order methods, which accuracy is comparable
with phenomenon knowledge and which computational costs
seem reasonable, if compared to methods with higher order of ac-
curacy. Nevertheless, computational costs of second-order meth-
ods, although relatively low, can not be neglected. This point gen-
erates some drawbacks on model users, who are required to have
high-performance hardware available if they want to preserve
enough accuracy in model applications. This necessity represents
a barrier for the Transfer of Technology. A possible answer to the
problem is represented by integrated solutions, as explained in
Chapter 5.

On the basis of these observations, this thesis was developed
in the framework of grid-based methods with explicit time in-
tegration. Finite-volume schemes with Godunov-type fluxes are
used, in order to ensure shock-waves capturing, and accuracy is
limited to second order.

2.3 Complexity and parameters, initial and bo-
undary conditions

To integrate model equations, not only numerical methods
are necessary, but also initial conditions, boundary conditions
and parameters values. The level of detail and the reliability of
model results depend largely also on these three elements, i.e. on
how they are set and managed.

Parameters, initial and boundary conditions are the means
of communication between the user and the model, i.e. they
are used to adapt the model equations to the specific case study.
Choosing right setups is a responsibility of both model developer
and user. The developer has to implement suitable strategies
to make their understanding and management straightforward,
preserving their physical meaning, while the user must choose
acceptable values to describe properly what he/she intended to
represent.

2.3.1 Parameters

Setting parameter values can be quite challenging and often re-
quires calibration, especially if their physical meaning is not well
defined. In general, physically-based parameters can be set reas-
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onably also without calibration, while non-physical parameters
can be set only on the strength of available empirical suggestions
(sometimes gathered in tables), if calibration is not possible.

To better clarify this point, an example is given. The mono-
phase model of O’Brien et al. (1993), which is used to simulate both
cohesive and cohesionless high-concentration flows, evaluates the
yield shear stress τy and the flow viscosity η by means of two
empirical relations

η = α1 exp
(
β1cv

)
and τy = α2 exp

(
β2cv

)
(2.6)

where cv is the volumetric concentration of silt, clays and fine
sands, while α1, α2, β1 and β2 are empirical coefficient. For these
coefficients, the authors indicate some relevant values obtained
experimentally for some mudflow samples (O’Brien and Julien,
1988). However, it is not clear which value should be chosen
depending on the type of application, since no physical handles
are available.

On the contrary, the same model requires the specification of
the mixture density ρm, which physical meaning is straightfor-
ward and which value can be easily estimated or measured.

Whenever non-physical parameters are present in a model,
sensitivity analysis of parameter values is warmly recommended
to avoid improper representations.

In any case, understanding the effect of each parameter on
model results is essential to analyse subsequently parameter un-
certainty and equifinality and to prevent the forcing of model
results.

Similar and more detailed observations can be formulated
with reference to initial and boundary conditions.

2.3.2 Initial and boundary conditions

Setting initial and boundary conditions is widely recognised
by the model-developers community as one of the most critical
points in modelling. However, users are still quite unaware about
their key importance and sometimes feed inaccurate or improper
data into models, running the risk of a bad representation of
reality, even accurate models are used. The reasons of such a
possible outcome are mainly two: natural complexity and data-
management complicatedness. Both are now discussed, first with
reference to initial condition, then to boundary conditions.
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Terrain elevation is the most common initial condition of high-
concentration flow models. As recalled in Section 1.3, terrain mor-
phology can be represented by means of DTMs, joined with field
surveys. Whatever the origin and the format of morphological
information, it is important to be aware of its level of accuracy
and to choose a proper level of spatial resolution in representing
natural complexity. Sometimes, models require also flow depth
and velocity values as initial conditions. Also in this case, data
accuracy and resolution should be checked. As far as data formats
are concerned, model developers should allow users to deal with
manageable, not complicated formats and extensions, in order to
avoid oversights in terrain and hydrodynamics (and phenomena)
representations.

Boundary conditions are as much or even more thorny. For
sake of clarity, they are divided here into inlet and outlet boundary
conditions.

To simulate high-concentration flows, models require typic-
ally the specification of the mixture flow rates incoming into the
study area. If two-phase models are considered, time evolution
of both solid and liquid discharges must be specified. This in-
formation can be set after carrying out the analyses described in
Section 1.3, evaluating results carefully. Usually, discharge val-
ues need to be transformed into hydrodynamical variables as for
example flow height and velocity. This transformation is often
performed inside the model, according to physical laws chosen
by the developer. Using uniform-flow relations is one of the
possibilities. However, it must be noticed that such a choice in-
troduces a significant, arbitrary simplification in the description,
since the uniform-flow condition is not necessarily verified at the
inlet section of the study domain. Therefore, if this is the de-
veloper choice, the user has to identify carefully the inlet section
of his/her domain, moving close to the developer hypothesis as
much as possible.

Conditions to be considered at the outlet bound of the study
domain are often imposed by model developers, although some-
times users are allowed to chose the condition within a set of
possible conditions. In both the cases, choosing the right option
is essential to represent properly not only boundary processes,
but also their influence inside the study domain. Non-reflecting
conditions are typical outlet boundary conditions. In this case, the
bound is considered transparent outgoing fluxes as computed ac-
cording to the state variables of the boundary cells. However,
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the presence of particular works or devices at the outflow bound
(or sometimes inside) the study area could require different, more
specific formulations. This is the case of weirs, slit check dams,
levees, sluice gates, which behaviour must be properly repro-
duced in order to catch the real system evolution.

Therefore, developers and users have to face not only intrinsic
complexity of the natural processes they describe, but also com-
plexity generated by the interaction between natural flows and
artificial elements. This point is further discussed in Chapter 7.
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Chapter 3

The TRENT2D model

In this Chapter, the TRENT2D model is shortly presented and
its approach to complexity discussed. This model represents the
basis of the analyses and the results proposes in the next Chapters
of this thesis, therefore its characteristics are reported here with
the level of detail necessary to appreciate subsequent analyses.

TRENT2D was firstly developed in 2009 by Armanini et al. and
updated in 2013 by Rosatti and Begnudelli, but its development
is still continuing due to the work of the research group of prof.
Giorgio Rosatti.

TRENT2D is a PDE-based, 2D, shallow flow model developed
to describe debris flows and, more in general, high-concentration
flows with a quasi two-phase approach. The flow evolution is de-
scribed applying a QTP (isokinetic) approach over a mobile bed,
while the description of the bed evolution is fully-coupled with
the flow dynamics, because of the significant values of sediment
concentrations typical of high-concentration flows (Garegnani et
al., 2013).

Model equations are written in a Cartesian reference system
(x, y, z) (see Figure 3.1), where x− and y−axes are planar, while
the z−axis is assumed to be vertical. Equations are then solved
over a Cartesian mesh by means of finite-volume shock-capturing
methods, with Godunov-type fluxes. Accuracy is second order in
time and space.

Modelling and computational complexity of TRENT2D de-
rives mainly from its constitutive hypotheses and regards both
the mathematical and the numerical description. Constitutive hy-
potheses and design choices make the model quite sophisticated
to be implemented and managed, although some simplifications
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Figure 3.1: Reference
system and control
volume used to write
the TRENT2D model
equations (Rosatti and
Begnudelli, 2013a)

are present. Such complexity influences somehow also the use of
the model. Anyhow, TRENT2D shows a good level of detail in the
representation of high-concentration flow complexity, as pointed
out by several applications of the model (Stancanelli and Foti,
2015; Rosatti et al., 2015; Lanni et al., 2015; Zasso, 2015; Marchelli
et al., 2016; Veronesi, 2017). A couple of them is discussed in the
next Chapter.

In order to appreciate different aspects of the TRENT2D model,
this Chapter is organised as follows: in Section 3.1 the TRENT2D
mathematical model is shortly presented, while Section 3.2 is ded-
icated to the numerical model; last, in Section 3.3 a short charac-
terisation about model input and output data is proposed. For
further detail about the mathematical and numerical model, refer
to Armanini et al. (2009b) and Rosatti and Begnudelli (2013a).

3.1 The mathematical model

The mathematical model of TRENT2D is composed of four
PDEs, expressing the conservation of the total mass of the solid-
liquid mixture (Equation 3.1a), the conservation of the solid-phase
mass (Equation 3.1b) and the conservation of the mixture mo-
mentum in the x and y horizontal directions (Equations 3.1c and
3.1d). Momentum equations are referred only to the mixture be-
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cause of the isokinetic hypothesis.



∂
∂t

(h + zb) +
∂
∂x

(hux) +
∂
∂y

(
huy

)
= 0 (3.1a)

∂
∂t

(ch + cbzb) +
∂
∂x

(chux) +
∂
∂y

(
chuy

)
= 0 (3.1b)

∂
∂t

(δhux) +
∂
∂x

[
δ
(
hu2

x +
1
2

gh2
)]

+ δgh
∂zb

∂x
+
∂
∂y

(
δhuxuy

)
= −

τbx

ρw
(3.1c)

∂
∂t

(
δhuy

)
+
∂
∂x

(
δhuxuy

)
+
∂
∂y

[
δ
(
hu2

y +
1
2

gh2
)]

+ δgh
∂zb

∂y
= −

τby

ρw
(3.1d)

The unknowns of the system are: the flow depth h, the mobile-
bed elevation zb and the depth-averaged velocity ~u =

(
ux,uy

)
.

t indicates time, g is the gravitational acceleration. cb is the
maximum packaging concentration of the bed sediments, c the
depth-averaged concentration of the solid phase in the mixture,
δ = 1+c∆, where ∆ = (ρs−ρw)/ρs, ρs is the solid-phase density, ρw
the water density. τbx and τby are the bed shear stress components.

In order to close the problem, the model uses two relations
describing concentration c and bed shear stresses ~τb as functions
of the other hydrodynamic variables. To date, two versions of the
mathematical model are available, adopting different closure re-
lations. One version was developed for high-concentration flows
with rheological behaviour similar to sediment transport, i.e. for
concentration values that are not very high, while the other one
was developed specifically for debris flows, which rheological be-
haviour is different and concentration is higher. The development
of two versions was carried out for the purpose of covering some-
how a wide range of concentration, until unified closure relations
that are also numerically manageable are available.

Both the versions share the same relation to describe concen-
tration c. This relation was proposed in Rosatti and Fraccarollo
(2006):

c = cbβ
|~u|2

gh
(3.2)

where β is a dimensionless transport parameter. To be precise, this
relation expresses the transport capacity of the flow in uniform-
flow conditions. However, the model is based on the hypothesis of
immediate adaptation, which allows concentration to be assumed
equal to the local and instantaneous transport capacity.

The two versions of the model differ in the formula describ-
ing bed shear stresses ~τb. Both implement relations developed
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for uniform-flow conditions, according to the common practice.
Certainly, this is a simplification, since the flow is rarely in equilib-
rium conditions, however no alternative relations are available,
therefore this simplification (which is quite common) must be
accepted compulsorily.

TRENT2DTS is the version developed to describe phenomena
which average concentration is not extremely high (c ∼ 1 − 10%).
The relation used to characterise the bed shear stresses is the
Gauckler-Strickler formula:

~τb = ρmg
|~u|~u

Ks2h1/3
(3.3)

where Ks is the Gauckler-Strickler roughness coefficient, while
ρm is the density of the mixture that can be expressed as ρm =
ρw (1 + c∆).

TRENT2DDF is the version developed to describe phenom-
ena which average concentration is higher (c > 5 − 10%). These
phenomena are indicated hereafter as debris flows and are char-
acterised by a different rheological behaviour (Armanini et al.,
2009a). Resistance is no more frictional, but rather collisional. For
this reason, the rheological relation proposed by Bagnold (1954)
and modified by Takahashi (1978) was considered to describe the
grain-inertial regime:

~τb =
25
4
ρsasinΦ

λ2

Y2 |
~u|~u (3.4)

Φ is the friction angle and a is a constant assumed equal to 0.32 ac-
cording to Takahashi observations. Y is the relative submergence
defined as

Y =
h
d

(3.5)

where d is the grain size. In order to limit computational costs
and avoid numerical singularities for h → 0, Y is assumed to be
constant. In fact, Y is a model parameter, which highest value
can be 25 in grain-inertial regime (Julien, 1997). In the relation
3.4 appears also the linear concentration λ, which is defined as
follows:

λ =
c1/3

cb
1/3 − c1/3

(3.6)

Whatever the TRENT2D version used, it is possible that, loc-
ally, concentration goes beyond the concentration range charac-
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teristic of the considered version. This means that, locally, both
the closure relations could be applied outside the range (for in-
stance, in TRENT2DTS applications concentration could signific-
antly increase whenever deep and diffuse erosion processes are
simulated, while in TRENT2DDF applications concentration could
significantly decrease whenever intense deposition processes are
simulated). However, this limit can not be overcome until rela-
tions encompassing the whole range of concentration and numer-
ically manageable are implemented in the model.

3.2 The numerical model

The TRENT2D mathematical model can be written in the fol-
lowing form:

∂U
∂t

+
∂F
∂x

+
∂G
∂y

+ Hx
∂W
∂x

+ Hy
∂W
∂y

= Tx + Ty (3.7)

where

U =


h + zb

ch + cbzb
(1 + c∆)hux
(1 + c∆)huy

 ; W =


h
ux
uy
zb



F =


hux
chux

(1 + c∆)
(

1
2 gh2 + hu2

x

)
(1 + c∆)huxuy

 ; G =


huy
chuy

(1 + c∆)huxuy

(1 + c∆)
(

1
2 gh2 + hu2

y

)


Hx =


0 0 0 0
0 0 0 0
0 0 0 (1 + c∆)gh
0 0 0 0

 ; Hy =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 (1 + c∆)gh



Tx =


0
0

−τbx/ρw
0

 ; Ty =


0
0
0

−τby/ρw


This system is highly non-linear, due to the presence of non-
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conservative terms, and its solution requires the use of suitable,
quite demanding numerical schemes.

Equations are solved over a Cartesian mesh by means of finite-
volume, shock-capturing methods based on Godunov-type ap-
proach. Two solvers have been used alternatively to solve the
PDEs system: the LHLL solver (Fraccarollo et al., 2003), shortly
presented in Section 3.2.1, and the Generalised Roe solver (Ros-
atti and Begnudelli, 2013a) in its two versions (SCGR and CIGR),
reported in Section 3.2.2. In both the schemes, accuracy is second
order in space and time thanks to the MUSCL-Hancock approach
(Harten et al., 1983; Toro, 2001). Both the solvers are applied in-
side a precise procedure, described in Armanini et al. (2009b) and
Rosatti and Begnudelli (2013a) and repeated at each timestep ∆t.
The procedure is summarised here below. i, j indicate the cell in-
dexes in the x and y directions respectively, n the timestep index,
∆x = ∆y the cell dimensions.

1) Non conservative half-step (tn
→ tn+ 1

2 )

a. Data reconstruction: primitive variables Wn
i± 1

2 , j
and Wn

i, j± 1
2

at the cell bounds are obtained by means of piece-wise
linear reconstruction starting from the cell-average val-
ues Wn

i, j. To avoid oscillations, the minmod limiter is
used.

b. Solving the non-conservative homogeneous part: vectors of
conserved variables are updated considering only the
homogeneous part of the system. Primitive variables
W and fluxes F and G are computed by means of their
physical expressions, considering reconstructed values
Wn

i± 1
2 , j

and Wn
i, j± 1

2
obtained at the previous point.

Ûn+ 1
2

i, j = Un
i, j −

0.5∆t
∆x

(
Fn

i+ 1
2 , j
− Fn

i− 1
2 , j

)
−

0.5∆t
∆y

(
Gn

i, j+ 1
2
−Gn

i, j− 1
2

)
−

0.5∆t
∆x [Hx]n

i, j

(
Wn

i+ 1
2 , j
−Wn

i− 1
2 , j

)
−

0.5∆t
∆y

[
Hy

]n

i, j

(
Wn

i, j+ 1
2
−Wn

i, j− 1
2

)

48



3.2. The numerical model

c. Source terms: the ordinary differential equation (ODE)

dU
dt

= Tx + Ty

is solved by means of Euler implicit method:

Un+ 1
2

i, j = Ûn+ 1
2

i, j + 0.5∆t
(
[Tx]n+ 1

2
i, j +

[
Ty

]n+ 1
2

i, j

)
and primitives variables Wn+ 1

2
i, j are computed from Un+ 1

2
i, j

solving a non-linear system.

2) Conservative half-step (tn+ 1
2 → tn+1)

a. Data reconstruction: primitive variables Wn+ 1
2

i± 1
2 , j

and Wn+ 1
2

i, j± 1
2

at the cell bounds are obtained by means of piece-wise
linear reconstruction starting from the cell-average val-

ues Wn+ 1
2

i, j computed at timestep tn+ 1
2 . To avoid oscilla-

tions, the minmod limiter is used.

b. Solving the non-conservative homogeneous part: vectors
of conserved variables are updated considering only
the homogeneous part of the system. Intercell non-
conservative Riemann Problems (RPs) are solved by
means of an approximated solver, considering primit-

ive variables Wn+ 1
2

i± 1
2 , j

and Wn+ 1
2

i, j± 1
2

obtained at the previous

step and computing intercell fluxes Fn+ 1
2

i± 1
2 , j

and Gn+ 1
2

i, j± 1
2
.

Ûn+1
i, j = Un

i, j −
∆t
∆x

(
Fn+ 1

2

i+ 1
2 , j
− Fn+ 1

2

i− 1
2 , j

)
−

∆t
∆y

(
Gn+ 1

2

i, j+ 1
2
−Gn+ 1

2

i, j− 1
2

)
−

∆t
∆x [Hx]n+ 1

2
i, j

(
Wn+ 1

2

i+ 1
2 , j
−Wn+ 1

2

i− 1
2 , j

)
−

∆t
∆y

[
Hy

]n+ 1
2

i, j

(
Wn+ 1

2

i, j+ 1
2
−Wn+ 1

2

i, j− 1
2

)
c. Source terms: the ordinary differential equation (ODE)

dU
dt

= Tx + Ty
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is solved by means of Euler implicit method:

Un+1
i, j = Ûn+1

i, j + ∆t
(
[Tx]n+1

i, j +
[
Ty

]n+1

i, j

)
and primitives variables Wn+1

i, j are computed from Un+1
i, j

solving an algebraic, non-linear system.

In order to preserve stability, timesteps are limited by the
Courant-Friedrichs-Lewy condition (Courant et al., 1928)

λmax∆t
∆x

< 0.5

where λmax is the maximum eigenvalue of the system.
Step 2.b requires the solution of intercell RPs. In the original

version of TRENT2D, this operation is carried out by means of the
LHLL solver, while in the latest version it is performed through
two possible Generalised Roe (GR) solvers: the Specific-Closure
GR (SCGR) and the Closure-Independent GR (CIGR). All these
three solvers are shortly presented hereafter.

3.2.1 The LHLL solver

The LHLL solver is a HLL solver (Harten et al., 1983) with
the addition of a corrective term to discretise properly the non-
conservative terms (1+c∆)gh(∂zb/∂x) and (1+c∆)gh(∂zb/∂y). This
solver approximates the solution of a RP with two shock waves,
supplemented by a standing central shock, assuming no variation
of the primitive variables across it (Rosatti and Fraccarollo, 2006).

Hereafter, L indicates the bound of the cell at the left side of
the discontinuity of the RP and R the bound of the cell at the right
side. Therefore, considering a discontinuity in the x direction,
between cells

(
i, j

)
and

(
i + 1, j

)
, the notation can be simplified in

this way:

WL = W(i+ 1
2 )−, j; WR = W(i+ 1

2 )+
, j;

UL = U(i+ 1
2 )−, j; UR = U(i+ 1

2 )+
, j.

If λmin and λmax indicate respectively the minimum and the
maximum eigenvalue of the PDEs system, and SL and SR are
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defined as

SL = min
(
λmin,L, λmin,R

)
; SR = min

(
λmax,L, λmax,R

)
;

it is possible to write LHLL left and right fluxes as

FLHLL
L,R (WL,WR) = FHLL (WL,WR) + Flat

L,R (WL,WR) (3.8)

where

FHLL (WL,WR) =
SRF (WL) − SLF (WR) + SLSR [U (WR) −U (WL)]

SR − SL
(3.9)

and

Flat
L,R (WL,WR) =


0
0

−
SL,R

SR − SL
g(1 + c∆) h

(
zR

b − zL
b

)
0

 (3.10)

assuming that the RP is along the x direction. (1 + c∆) h is the
arithmetic average of (1 + c∆) h computed between L and R states.
For further details about this solver, the reader is addressed to the
original paper.

This solver turns out to be simple, robust and cost-effective.
However, it has the drawback of being quite diffusive and gen-
erating smooth solutions. Therefore, in order to overcome these
problems and catch in detail local peculiarities, a different ap-
proach was proposed for the newest version of TRENT2D. This
approach is shortly presented here below.

3.2.2 SCGR and CIGR solvers

Both SCGR and CIGR solvers were developed starting from
the same approach, based on the use of a well-balance Generalised
Roe-type solver (Rosatti and Begnudelli, 2013a), which shows
negligible numerical diffusion. Both SCGR and CIGR are well-
balanced.

Unlike the LHLL solver, Generalised Roe-type solvers con-
sider the exact wave structure of the linearised form of the homo-
geneous part of the mathematical model.

Resorting to two-dimensional splitting, the homogeneous part
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system 3.7 can be rewritten along the generic n−direction:

∂U
∂t

+
∂Fn

∂n
+ Hn

∂W
∂n

= 0 (3.11)

Generalised Roe-type solvers give the approximated solution of
the problem 3.11 obtaining the exact solution of the following
linear problem:

∂Un

∂t
+An (UnL,UnR)

∂Un

∂n
= 0 (3.12)

whereAn represents a suitable, constant matrix, function of the L
and R states.

In order to obtain a good matrix, the following constraints
must be complied with:

1. Hyperbolicity: An must have complete set of real eigenvalues
and relevant eigenvectors, so that any flow field can be
described composing simple waves.

2. Differential consistency: as UnL → UnR → Un, the linear prob-
lem 3.12 must tend to the linearised form of the system 3.11,
i.e.

An (Un,Un)→
∂Fn

∂Un
+ Hn

∂Wn

∂Un

3. Integral consistency: the integral of the approximated solu-
tion must correspond to the integral of the exact solution for
a chosen time-space interval. Therefore, integrating prob-
lems 3.11 and 3.12 on a time-space interval [0, 1] × [−N,N],
with −N ≤ sL and N ≥ sR (where sL and sR are the positions
at time 1 of the slowest and fastest waves respectively), this
result must be obtained:

An (UnL,UnR) (UnL −UnR) = Fn (UnR) − Fn (UnL) − D̃n

with D̃n representing the non-conservative term of the pres-
sure exerted over the bed step at the RP interface at time
0.

These constraints can be applied also rewriting the matrix
An (UnL,UnR) as a function of primitive variables WnL and WnR:

An (UnL,UnR) = [An (WnL,WnR) + Hn (WnL,WnR)] B−1
n (WnL,WnR)
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where An, Bn and Hn are three suitable, unknown matrices, which
values must satisfy the following relations, derived from the in-
tegral consistency condition:

An (WnL,WnR) (WnL −WnR) = Fn (WnR) − Fn (WnL) (3.13a)

Hn (WnL,WnR) (WnL −WnR) = −D̃n (3.13b)
Bn (WnL,WnR) (WnL −WnR) = Un (WnR) −Un (WnL) (3.13c)

The expressions of the matrices An and Bn can be obtained
starting from the analytical form of the Jacobians of Fn and Un,
evaluated with reference to the primitive vector Wn. Then, the
values of the terms in An, Hn and Bn need to be calculated in
suitable average states W̃n. These average states (the term "aver-
age" must be interpreted in a quite broad sense) are expressed as
functions of the L and R states

W̃n = F (WnL,WnR)

so that
F (WnL,WnL) = WnL

Therefore, assuming

An (WnL,WnR) = JFn

(
W̃n

)
(3.14a)

Hn (WnL,WnR) = Hn
(
W̃n

)
(3.14b)

Bn (WnL,WnR) = JUn

(
W̃n

)
(3.14c)

conditions 3.13 become:

JFn

(
W̃n

)
(WnL −WnR) = Fn (WnR) − Fn (WnL) (3.15a)

Hn
(
W̃n

)
(WnL −WnR) = −D̃n (3.15b)

JUn

(
W̃n

)
(WnL −WnR) = Un (WnR) −Un (WnL) (3.15c)

However, thus far expressions of the averaged state W̃n are still
unknown. Finding suitable, manageable expressions of average
states that fulfil relations 3.15 and are also manageable is anything
but straightforward in the case of quite sophisticated models as
TRENT2D. Rosatti and Begnudelli (2013b) suggested a precise
procedure in order to obtain the elements of W̃n without getting
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lost in computations:

1) Choose an arbitrary average state vector W̃n =
(
h̃, z̃b, ũn, ũt

)T
,

for example resorting to arithmetic averages between L and
R values of the variables.

2) Solve the system of equations 3.15a, which concerns JFn ,
expressing the matrix terms by means of W̃n values.

a. Identify equations that are not verified and put them
into the set SA.

b. Choose a number of Jacobian terms equal to the num-
ber of not-verified equations. These terms become the
unknowns of the system and are collected into the set
MA. They can be marked with the symbol ∨.

c. By means of W̃n, evaluate the remaining Jacobian terms
that appear in the not-verified equations.

d. Solve the system for the set of unknowns MA, obtaining
their explicit espressions.

3) Solve the system of equations 3.15c, which concerns JUn ,
expressing the matrix terms by means of W̃n values.

a. Identify equations that are not verified and put them
into the set SB.

b. Choose a number of Jacobian terms equal to the num-
ber of not-verified equations. These terms become the
unknowns and are collected into the set MB. They can
be marked with the symbol ∨.

c. By means of W̃n, evaluate the remaining Jacobian terms
that appear in the not-verified equations.

d. Solve the system for the set of unknowns MB, obtaining
their explicit espressions.

4) Solving the system of equations 3.15b for the set of un-
knowns MH =

[...
h ,

...
un,

...
ut

]
, these expressions can be found:

...
h = hk −

|zR − zL|

2
...
un = unk
...
ut = utk
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with k = L if zL ≤ zR, k = R otherwise. Unknowns
...
h ,

...
un,

...
ut and their expressions are put into the set MH.

5) Merge the set of unknowns MA, MB and MH, together with
the vector W̃n. Now, elements of the matrices An, Bn and
Hn are all defined.

Because of the multiple possibilities in choosing average states this
method is called Multiple Average (MA) approach. Due to the
possible variety in choosing average states and unknowns, the
method could produce different matrices according to different
choices. However, on varying resulting matrices, the solution of
the RP problem does not vary significantly.

Once the matrix A is defined, fluxes at the interface of the
RP can be computed as (the notation introduced for the LHLL is
used):

FGR
L = F

(
Wn

L

)
+A−

(
Un

R −Un
L

)
FGR

R = F
(
Wn

R

)
−A

+
(
Un

R −Un
L

)
where

A
±
(
W̃n

)
= R̃Λ±R̃−1 (3.18)

with R̃ representing the matrix composed by the eigenvectors of
A as columns and Λ± representing the diagonal matrix of the
eigenvalues ofA and defined as follows:

Λ± = Λ±ii (3.19)

where Λ±ii = 1
2

(
λ̃i ± |λ̃i|

)
.

Both SCGR and CIGR methods apply this procedure in order
to compute the numerical fluxes at the interface of the RP (Ros-
atti and Begnudelli, 2013b), however they differ in the way of
computing the analytical Jacobians and, therefore, the Multiple
Averages.

The CIGR (Closure-Independent Generalized Roe) solver ob-
tains analytical Jacobians considering concentration c as a generic
function of h, un and ut. Therefore, about all the Jacobian terms
are characterised by the presence of a derivative of c. This choice
makes the resulting matrices completely general.

On the contrary, the SCGR (Specific-Closure Generalized Roe)
solver obtains analytical Jacobians starting from the expressions
of Un and Fn where the concentration term is substituted with the
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closure relation 3.2. Therefore, SCGR considers Un, Fn and Hn
written in this form:

Un =



h + zb

cbβ
u2

n + u2
t

g
+ cbzb

hun + ∆cbβun
u2

n + u2
t

g

hut + ∆cbβut
u2

n + u2
t

g



Fn =



hun

cbβun
u2

n + u2
t

gh + ∆cbβ
u2

n + u2
t

g

 (1
2

gh + u2
n

)
h + ∆cbβ

u2
n + u2

t

g

 unut


Hn =


0 0 0 0
0 0 0 0
0 0 0 gh + ∆cbβ

(
u2

n + u2
t

)
0 0 0 0


Avoiding to weigh down the presentation, here no results

of the Multiple Average approach are indicated, postponing un-
known calculations and matrices expressions to Chapter 8, where
they are relevant. At this stage, useful expressions and details
can be found also in the original paper (Rosatti and Begnudelli,
2013b), where results obtained by means of both the solvers are
compared. For sake of completeness, it must be noticed that
differences produced by the two methods are very small, as ex-
pected. The advantage of using CIGR lies in its generality, which
turns out to be useful in case a different (and hopefully more
general) closure relation is used to express the relation between
concentration and hydrodynamic variables.

3.3 TRENT2D input and output data

In this Section, input and output data of the TRENT2D model
are shortly described, expanding a bit some information included
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in papers "A Web service ecosystem for high-quality, cost-effective
debris-flow hazard assessment: the WEEZARD system" (Rosatti
et al., 2017) and "New technology in debris-flow modelling: a
WebGIS integrated solution for TRENT2D" (Zorzi et al., 2016a).

The first input required by TRENT2D concerns the computa-
tional domain. It consists in a Cartesian mesh covering the extent
of the area where simulated phenomenon is expected to flow. Its
dimensions and the size of its cells must be chosen properly, in
order to reach a suitable level of detail in the description with ac-
ceptable computational costs. Over this grid, initial and boundary
conditions must be then provided.

The terrain elevation in pre-event conditions is required as the
initial condition, in order to represent the initial morphology of
the study domain. This information can be profitably extracted
from DTMs and field surveys (see Section 1.3.3). At this step, the
use of a GIS tool can turn out to be very convenient.

As the inflow boundary conditions, both geometric and dy-
namic information is needed. Geometric information consists in
the indexes of the cells composing the inflow section and the local
average slope. Also this information can be profitably managed
by means of GIS tools. Dynamic data are essentially suitable
solid and liquid hydrographs, obtained within the hydrological
analyses described in Section 1.3.5 and according to the approach
presented in Section 1.2.1. This information is then elaborated
by the model assuming the local quasi-1D uniform-flow condi-
tion at the upper bound of the domain. Details about the exact
computation of the upstream boundary condition can be found
in Armanini et al. (2009b).

As far as outflow boundary conditions are concerned, two
options are available for the user: non-reflecting condition or
critical condition. Non-reflecting condition represents the default
and implies that the boundary cells assume the same values of the
hydrodynamic variables of the relevant upwind cells. However,
the user can change settings and impose the critical condition
wherever the boundary flow is subcritical. All the boundary cells
which indexes were not included in the inflow list are considered
potential outflow cells.

To run a simulation, also model parameters must be set. Model
parameters are four or five depending on the version of TRENT2D
(TS or DF). For sake of clarity, they are listed in Table 3.1. Except for
β, the other parameters are quite common in high-concentration
flow modelling and can be easily set.
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Parameter Symbol Unit

Maximum packaging concentration cb -
Relative submerged density ∆ -
Transport parameter β -

ONLY IN TRENT2DTS

Strickler roughness coefficient Ks m1/3s−1

ONLY IN TRENT2DDF

Friction angle Φ ◦

Relative submergence Y -
Table 3.1: Parameters of
the TRENT2D model

With these input data, the model periodically produces a series
of output data, which are the grid values of the computed vari-
ables (h, zb, ∆zb, ux, uy, c, Fr), stored in matrix form according to the
Cartesian grid of the computational domain. Model results can
be displayed and analysed by means of GIS solutions, although
data management can become burdensome if performed manu-
ally, especially when the number of output files is significant.
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Chapter 4

Two case studies
highlighting some
complexity issues

As shown in the previous Chapters, high-concentration flow
complexity may entail very heterogeneous "complexity issues",
i.e. hazard-assessment issues generated by natural complexity
of the phenomenon. In this Chapter, specific attention is paid
to some "complexity issues" that can be typically observed and
experienced in hazard-assessment practice whenever a sophistic-
ated model as TRENT2D is used. For convenience, these "com-
plexity issues" can be divided into two main categories, namely:
developer issues and user issues. It is worth noticing that this dis-
tinction is not always so stiff and sometimes some developer issues
could be seen also as user issues.

Generally speaking, developer issues are generated directly by
the purpose of describing the natural high-concentration flow
behaviour with the right level of detail. The developer issues of
utmost importance have been already analysed in the previous
Chapters in a quite general frame. Some of them are resumed in
this Chapter, assuming the user point of view, though.

On the other side, user issues concern both understanding and
applying the model. Models should not be used as black box.
Users should be aware of modelling hypotheses and uncertainties,
especially when sophisticated models are chosen, in order to set
proper boundary conditions, parameter values and space discret-
isation and to avoid misinterpretations of modelling outcomes.
Being aware of the relation between modelling and complexity is
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essential to give a good measure of the relevance of model-results
at decision-making level. However, often users get lost in com-
plicated and laborious pre- and post-processing of model input
and output data, loosing focus on modelling itself and taking any
modelling result as valid. Avoiding this outcome is a primary
responsibility of the user, but also developers can intervene in the
problem, resorting to proper modelling solutions, as explained in
Chapter 5.

In the next Sections, two applications of the TRENT2D model
are introduced. They are two case studies that allow to highlight
clearly some "complexity issues" connected to the hypotheses and
the use of the model TRENT2D for hazard-assessment purposes.
The first case study reported here (Section 4.1) is the back-analysis
of a well-documented debris-flow event observed in 2010 in the
Italian Alps. This back-analysis was partially presented in a
conference paper (Rosatti et al., 2015). The second application
(Section 4.2) is represented by the back-analysis of a poorly-
documented debris-flow event observed in 1966 in the Italian
Alps. This case study was analysed by the MSc thesis of Erika
Veronesi (Veronesi, 2017), which was co-tutored by the author of
this work. In both cases, developer and user issues encountered in
the job are put into light.

4.1 The debris-flow event of Valle Molinara
(Italy)

In 2010, a debris-flow event occurred in Valle Molinara, a small
mountain stream in the Eastern Italian Alps (Figure 4.1). During
the night between the 14th and the 15th August 2010, an intense
precipitation fell over the basin, causing the development of a
debris flow that reached the village of Campolongo, damaging
buildings and infrastructures.

Shortly after the event, the local agency for Territory, Agricul-
ture, Environment and Forestry of the Autonomous Province of
Trento (Italy) produced some records about the event, including
field surveys, sediment deposition measurements, aerial pictures,
rainfall pattern analyses. These documents were used to perform
a back-analysis of the event by means of the TRENT2DDF model
in its original version (i.e. with fluxes computed by means of the
LHLL solver).
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Figure 4.1: The Valle Mo-
linara basin in the East-
ern Italian Alps

4.1.1 The study area and the 2010 event

The area of Valle Molinara basin is about equal to 1 km2.
The Valle Molinara stream descends the peak Dosso di Costalta
(1955 m) up the Silla stream (988 m), with a length of about 3 km
and an average slope of 36%. The village of Campolongo is loc-
ated on the final part of the Valle Molinara stream, over the alluvial
fan. The slope at the fan apex is equal to 21%.

Before August 2010 no evidences of debris flow events had
been observed in the basin, not even in years 1882 and 1966,
when two disastrous storms occurred in the Eastern Italian Alps,
causing a large number of high-concentration flow phenomena
(one of them is described in Section 4.2). Therefore, no historical
data are available. Moreover, no instrumentation is installed in
the basin to measure rainfall heights or flow rates.

Geological analyses carried out by local agency highlighted
that, above the altitude 1600 m, a widely fractured formation is
present, while the lower part of the basin shows deposits of coarse
sediments over low-permeability layers. These surveys suggest
that there was a quite large availability of sediments before the
event.

Actually, during the night between the 14th and the 15th Au-
gust 2010, diffuse erosion processes were observed, due to intense
rainfall that persisted on the Valle Molinara basin for hours. A
comparison between radar measurements and data recorded by
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Figure 4.2: Rainfall
heights measured by the
Sant’Orsola Terme rain
gauge from 14th August
2010 2:00 pm to 15th
August 6:00 am (UTC+2)

the nearby rain gauge of Sant’Orsola Terme showed that precip-
itation started during the afternoon of the 14th August with quite
weak intensity and then continued during the night, with two
cloudburst in succession. Rainfall data gauged in Sant’Orsola
Terme are plotted in Figure 4.2. It must be noticed that the
Sant’Orsola Terme station is the rain gauge nearest to the study
basin (distance is 3.5 km as the crow flies), but it is located on
the opposite side of the Dosso di Costalta. Because of the spatial
variability of rainfall events in mountain areas, it is not possible
to take for a-priori granted the representativeness of Sant’Orsola
Terme measurements. Fortunately, in this case, radar measure-
ments showed that these data were significant also for the study
basin.

Comparing cumulative rainfall height measured by the Sant’Or-
sola Terme rain gauge with regional statistics, it can be said that
the return period of each cloudburst is about 100 years, while
the cumulative rainfall height of the two cloudbursts has a return
period of about 200 years. Avoiding discussions concerning the
significance of regional statistic, it can be certainly stated that the
rainfall event was extreme and quantifiable around 200−500 years
(Borga and Zoccatelli, 2010).

It is plausible that starting rainfall increased the basin satura-
tion, while the first cloudburst caused the debris flow beginning.
Probably, the debris flow event did not occur as a sudden, im-
pulsive phenomenon, but rather as a long-lasting and continuous
high-concentration flow.

Diffused erosion processes were observed along the upper
part of the stream, with erosion depths up to 5–6 m, while depos-
ition occurred mainly along the Campolongo fan, with sediment
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Figure 4.3: (a) Erosion
and (b) deposition in
Valle Molinara basin
after the 2010 debris-flow
event. Courtesy of the
Autonomous Province of
Trento

(a)

(b)

depth up to 1 m (Figure 4.3). On the whole, the local agency es-
timated that about 40 000 m3 of solid material were deposited on
and downstream the alluvial fan. This volume becomes equal
to 26 000 m3 net of porosity. As shown in Figure 4.4, five depos-
ition areas were delimited, each one characterised by a different
average deposition depth.

However, a comparison between surveyed areas and aerial
pictures supplied by the local authority showed how field survey
did not cover the whole inundated area. Some zones where de-
position depths was small (but not negligible) were not surveyed.
Therefore, the perimeter of the deposition area was rearranged
in order to include all the deposition areas visible from aerial
pictures.
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Figure 4.4: Deposition
depths and volumes
surveyed by the local
agency of the Autonom-
ous Province of Trento
over the Valle Molinara
alluvial fan. Courtesy
of the Autonomous
Province of Trento.
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Table 4.1: A-priori values
chosen for the PeakFlow
parameters to study the
2010 debris-flow event of
Valle Molinara

Parameter Value
Percentage of saturated area S 60%
Channel velocity uc 2ms−1

Hillslope velocity uh 0.02ms−1

Coefficient of hydrodynamic dispersion D 1000m2s−1

4.1.2 Back-analysis through TRENT2D calibration

The back-analysis of the Valle Molinara debris-flow was car-
ried out for the purpose of understanding the possible dynamics
of the event. Therefore, starting from post-event available data,
TRENT2DDF modelling was performed, paying attention not only
to model parameter values, but also to model boundary condi-
tions.

Rainfall data gauged in Sant’Orsola Terme were supplied as
input data to a rainfall-runoff model, in order to obtain a suitable
liquid hydrograph for the event. For this aim, a semi-distributed
GIUH-based rainfall-runoff model was applied "blindly", i.e. with-
out calibration. This approach was necessary since no discharge
values were available. The chosen model was PeakFlow (Rigon
et al., 2011), an event-based model that takes into account only
processes that are relevant on an event time-scale, neglecting for
example evaporation or transpiration.

Since the purpose of this Section is the reconstruction of the
event in the deposition area, hydrological analyses were carried
out closing the basin at the fan apex. Because of the small extent of
the basin, rainfall intensity was reasonably assumed to be spatially
uniform all over the basin. Then, PeakFlow parameters were
set choosing the plausible a-priori values listed in Table 4.1. In
particular, the value of saturation percentage was chosen in the
light of the fact that precipitation was recorded in the area also
during the days before the event.

The liquid hydrograph estimated by means of PeakFlow is
plotted in Figure 4.5. Starting from this hydrograph, five mixture
hydrographs were obtained, assuming wide availability of loose
solid material. Since the debris-flow event was observed during
the night between the 14th and the 15th August, only the sequence
of two discharge peaks was taken into account in mixture- and
solid-hydrographs computations. According to formulations re-
ported in Section 1.2.1, liquid discharges Qliq were transformed
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Figure 4.5: Rainfall
heights measured by the
Sant’Orsola Terme rain
gauge from (histogram)
and liquid discharges
produced by PeakFlow
for the Valle Molinara
basin closed at the fan
apex (UTC+2).

into mixture discharges Qmix as follows:

Qmix = FaQliq

where Fa is the amplification factor defined as

Fa =
cb

cb − c

while solid discharges Qsol were obtained as

Qsol = cQmix

In these computations, a reasonable value was chosen for cb
(cb = 0.65), together with suitable values of average concentra-
tion c, which are summarised in Table 4.2 with some other relev-
ant features of the five scenarios. These concentration values were
chosen with the purpose of obtaining solid hydrographs entailing
volumes compatible with the solid volume surveyed in the de-
position area. These hydrographs represent the inflow boundary
condition of the TRENT2D model.

Then, the other data required by the model (see Section 3.3)
were specified.

The computational domain was chosen wide enough to in-
clude all the Valle Molinara alluvial fan and a segment of the Silla
stream. Cell size was chosen equal to 1 m, in order to preserve the
level of detail of available information about terrain elevation.

As the initial condition, the DTM produced in 2008 from a
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Table 4.2: Relevant
quantities characterising
the five concentration
scenarios considered
in the Valle Molinara
back-analysis

Scenario c Vmix Vsol Qmix β0
(inflow) (inflow) (max)

#1 0.158 96 400 m3 15 230 m3 8.0 m3s−1 0.08
#2 0.193 103 800 m3 20 000 m3 8.5 m3s−1 0.12
#3 0.226 112 000 m3 24 640 m3 9.2 m3s−1 0.17
#4 0.259 121 300 m3 31 420 m3 10.0 m3s−1 0.24
#5 0.293 132 900 m3 38 940 m3 10.9 m3s−1 0.33

Figure 4.6: 3D represent-
ation of the terrain eleva-
tion inside the computa-
tional domain used in the
"blind" reconstruction of
the Valle Molinara event

Table 4.3: A-priori values
chosen for the TRENT2D
parameters in the Valle
Molinara event recon-
struction

Parameter Value
Friction angle Φ 38◦

Maximum packaging concentration cb 0.65
Submerged relative density ∆ 1.65
Relative submergence Y 11

LIDAR survey by the Autonomous Province of Trento was con-
sidered, in order to take into account the pre-event condition. This
datum was then modified locally, in order to represent building
encumbrances over the alluvial fan, since flow dynamics is influ-
enced by the presence of relevant obstacles such as for example
buildings. Their height was set to be greater than the expected
flow depth, in order to keep those cells dry. The resulting 3D-
representation of the domain elevation is showed is Figure 4.6.

As the outflow boundary conditions, default conditions were
kept. Then, the TRENT2D parameters cb, ∆, Φ and Y values were
set as specified in Table 4.3, while a starting value of βwas chosen
for each scenario, as shown in Table 4.2. There, they are marked
as β0.

Among these five scenarios, #1 and #5 were immediately dis-
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Parameter set A B C D E F G
β 0.5β0 0.7β0 0.85β0 β0 1.15β0 1.3β0 1.5β0

Table 4.4: β values
considered in the back-
analysis of the Valle Mo-
linara debris flow.

Parameter set H I J K
Y 8.5 10.0 12.0 13.5

Table 4.5: Y values
considered in the back-
analysis of the Valle Mo-
linara debris flow.

carded after the first simulations, since significant differences
were observed in deposition volumes and areas between sur-
veys and simulations. For the remaining scenarios, further ana-
lyses were carried out, varying the values of Y and β. The other
parameters were kept constant, since post-event documentation
available confirmed the a-priori choice as suitable.

Firstly, only β values were varied, keeping Y = 11. For each
one of the scenarios #2, #3 and #4, seven parameter sets were
identified, varying β according to the rule indicated in Table 4.4.
Then, four more parameter set were defined, considering the Y
values listed in Table 4.5. In this second family of sets, β was
computed according to the uniform-flow hypothesis, applying
relations 4.3 and 4.4 with the relevant value of Y. Each set of
parameter was then used, with its relevant boundary conditions,
to perform a simulation. Among these 33 parameter sets, i.e. 33
simulations (11 for each scenario), the optimal one was chosen
according to a couple of criteria:

1) affinity between the surveyed and the simulated deposited
volumes;

2) affinity between the extent of the real deposition area (ob-
tained from post-event documentation) and the extent of
the simulated deposition area.

The parameter set D applied to the scenario #2 turned out
to give the best result, i.e. the lowest error on reconstructed
deposited volumes (overestimating real volumes of about 5%)
and the highest level of correspondence between areas (79% of
real deposition area was covered correctly by simulated deposits),
as shown in Figure 4.7, where the simulated area is compared
with the real deposition area (delimited according to both field
surveys and aerial pictures). Further discussions about the results
obtained for this simulation are postponed to Section 4.1.4.
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Figure 4.7: Deposition
area on the Campolongo
fan computed through
the TRENT2D back-
analysis, compared to
the real deposition area,
delimited according to
field surveys and aerial
pictures

4.1.3 A blind simulation of the event

After the back-analysis, a blind simulation of the event was
performed by means of TRENT2DDF in the deposition area. The
term "blind" indicates here the fact that the model calibration car-
ried out in the previous Section was here totally disregarded and
TRENT2DDF was applied considering a-priori boundary condi-
tions and parameters values. This simulation is a kind of what-if
test, which considers the typical situation where a model must
be applied to back-analyse an event for which only event rainfall
data or liquid discharges are available. The purpose is to eval-
uate the forecast capabilities of the TRENT2D model in such a
undefined situation and obtain indications for other model ap-
plications where this condition is the only one possible. There-
fore, in this context, available post-event measurements and back-
analysis results were used only to evaluate the acceptability of the
results and not to orientate the analysis.

The starting point of the analysis is the liquid hydrograph
obtained in the previous Section (Figure 4.5) by means of the blind
application of the PeakFlow model to the rainfall measurements
of Sant’Orsola Terme gauge. It is worth remembering that this
hydrograph was obtained without calibration, choosing a-priori
values for the model parameters.

To transform liquid discharges into mixture and solid hydro-
graphs an estimate of the concentration c was needed. For this
purpose, the Takahashi formulation (Takahashi, 1978) was con-
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Figure 4.8: Mixture dis-
charges (hatching) and
solid discharges (dots)
estimated blindly for the
Valle Molinara debris-
flow event (UTC+2)

Parameter Value
Friction angle Φ 38◦

Maximum packaging concentration cb 0.65
Submerged relative density ∆ 1.65
Relative submergence Y 11
Transport parameter β 0.172

Table 4.6: A-priori values
chosen for the TRENT2D
parameters in the Valle
Molinara blind simula-
tion

sidered
c =

tanα
∆ (tan Φ − tanα)

(4.1)

where α represents the terrain slope angle. Reasonable values
were used for ∆ and Φ, considering loose, coarse grains (∆ = 1.65,
Φ = 38◦), while α was set according to terrain slope data. Since
the simulation focus is set on the alluvial fan, the local slope at
the fan apex was considered in concentration computation (iF =
tanα = 0.21). Under these hypotheses, the resulting value for
concentration is equal to 0.23. The mixture and solid hydrographs
obtained with this value of concentration are plotted in Figure 4.8.

As computational domain and initial condition, the same used
in the back-analysis were considered, since they represent the
only possible choice also in a blind analysis. Then, TRENT2D
parameters values were set (see Table 4.6). In particular, values of
cb, ∆, Φ and Y were chosen considering reasonable values, while
the transport parameter βwas computed according to equilibrium
assumption, as shown hereafter.

The flow at the upstream cross section of the computational
domain was assumed to be quasi-1D and uniform, supposing
the inlet slope constant in time. The hypothesis of uniform-flow
condition at the inflow section can be translated into the following
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system of equations:
τb = (1 + c∆) giFh (4.2a)

τb =
25
4

(1 + ∆) a sin Φ
[λ(c)]2

Y2 u2 (4.2b)

where the first equation represents the uniform-flow relation de-
riving from the momentum equation, while the second equation
coincides with the closure relation 3.4 for grain-inertial regime.
Under the equilibrium assumption, these two expressions can
be equalized and a suitable expression for the Froude number
Fr = u2/(gh) can be obtained:

u2

gh
=

4
25

1 + c∆
1 + ∆

iF
a sin Φ

Y2

[λ(c)]2 (4.3)

Introducing this expression in the concentration closure relation
3.2 and using the relevant concentration value for each scenario,
it was possible to quantify the value of β that gives the required
concentration in quasi-1D uniform-flow conditions:

β =
c
cb

(
u2

gh

)−1

(4.4)

The uniform-flow condition at the upper bound of the computa-
tional domain is evidently a strong a-priori hypothesis, however
it looks like the only one possible to estimate a physically-based
value of β within a blind approach.

With these input data, a TRENT2DDF simulation was run and
results compared with field surveys and back-analyses results.
On the whole, the flooded areas appear quite conform, despite
the a-priori assumptions introduced in the reconstruction. The
same can be said for the deposited volumes. The post-event sur-
veys estimated a deposited volume of about 40 000 m3 only in the
area covered by the local authority (which is slightly smaller of
the real deposition area), while the deposited volume according
to the blind simulation was of about 42 000 m3. A similar compar-
ison can be carried out considering the net solid volume. Surveys
estimated a net deposited sediment volume of 26 000 m3, while
the net deposited sediment volume computed by the a-priori re-
construction was about equal to 27 500 m3.

This result is significant, since the blind simulation coincides
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exactly with the run that turned out to be the optimal one within
back-analysis. This outcome is not so surprising, since the a-priori
values were chosen by means of physically-based hypotheses and
considerations, which turned out to be essentially plausible in this
case study, as confirmed by the back-analysis.

Such an outcome is extremely relevant, because it suggests
that significant TRENT2D simulation can be run for hazard assess-
ment, even if limited data are available and despite phenomenon
complexity (recalling Sections 1.2 and 1.3). Certainly, these results
can be considered relevant only if also these basic hypotheses (i.e.
those used in the a-priori reconstruction) are relevant:

- Rainfall intensity spatially uniform all over the basin;

- Wide availability of loose, coarse sediments in the upper
part of the basin;

- Computational domain far enough from the starting point;

- Slope constant in time at the inflow bound of the domain;

- Quasi-1D uniform flow at the inflow section of the domain.

However, the applications described in this and in the previ-
ous Section are not free from critical points. In the next Section,
some of them are discussed and relevant complexity issues are
introduced.

4.1.4 Discussion about complexity issues

Analysing modelling results pointwise, two main inconsist-
encies are observed between surveys and simulations (even if
the optimal back-analysis simulation is considered). They can be
clearly recognised in Figure 4.7. The first inconsistency is the ex-
cessive extent of the simulated deposition area in the upper right
part of the Figure, while the second inconsistency coincides with
the missing simulated area in the middle of the Figure.

The first inconsistency is considered not relevant, since the
simulated area falling outside the surveyed was characterised
by negligible flow and deposition depths. On the contrary, the
second inconsistency appears more critical.

An in-depth analysis of the local context allowed to go back to
the origin of the inconsistency. Figure 4.9 emphasises the critical
point. A bridge was located exactly in the middle of the Figure,
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Figure 4.9: A local detail
of the optimal simulation

where the simulated flow (coming from right) splits in two. Ac-
cording to the event documentation, the first cloudburst caused
the occlusion of the bridge. Since that moment, the mixture was
obliged to flow on the top of the bridge and at its sides, crossing
the paved (i.e. not erodible) street and continuing straight along
the maximum fan slope. However, simulations did not catch the
right dynamics of the flow in this particular location, even con-
sidering the bridge as clogged up. Since TRENT2D is based on
a mobile-bed model approach, it was not possible to reproduce
properly the not-erodible character of the street. In that point,
erosion processes were simulated and the flow converged along
the street, moving across the alluvial fan (upwards in the Figure).
This local inconsistency due to the model hypotheses in the de-
scription of the bed nature led to a different spatial distribution of
the deposition volumes within the whole domain. In particular,
the volume of sediments deposited on the alluvial fan was under-
estimated by 35%, while, in the downstream part of the domain,
simulated deposition volumes were concentrated in the lowest
areas (see Figure 4.10), instead of being uniformly distributed, as
expected and shown by documentation.

However, this second inconsistency can be overcome only
once models dealing properly with both fixed and mobile bed
are available. Feasible fixed-mobile bed models are proposed in
Rulot et al. (2012), Rosatti and Zugliani (2015) and Zugliani et al.
(2017), as reported in Chapter 2.
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Figure 4.10: Erosion and
deposition depths at the
end of the optimal simu-
lation reconstructing the
Valle Molinara event

Other critical points were identified in the frame of the back-
analysis. Among them, four main complexity issues concerning
TRENT2D were considered much relevant for the purposes of this
thesis, because they allow to analyse effects of complexity from a
variety of points of view. These four complexity issues are now
shortly disclosed.

The first complexity issue concerns especially the operational
side of a hazard-assessment job, i.e. the user, and is extensively
tackled in Chapter 5. Because of its nature, this issue is clas-
sified here as "operational". On account of high-concentration
flow natural complexity, a large number of operations have to
be performed in order to carry out a hazard-assessment job. For
example, data need to be stored, processed and formatted, their
level of detail and reliability analysed, the right hypotheses and
the most suitable models chosen. Furthermore, different steps of
the job are usually performed with different tools and software
and, whether sophisticated models are used, computational costs
are typically high. For example, the back-analysis proposed in
the previous Section required the use of two models (PeakFlow
and TRENT2DDF), a GIS system, CAD software, a spreadsheet, a
3D viewer and a eight Xeon CPU machine, with 8 GB of RAM and
a disk of 500 GB. On this machine one of the TRENT2DDF simula-
tions described in the previous Section lasted 7 hours on average,
producing approximately 400 output files describing the variables
evolution (this is a reasonable number for a simulated event of
about 6 hours). From a user point of view, all these elements
can be very burdensome. Furthermore, the use of many tools
produces a high fragmentation of the work and requires a sig-
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nificant percentage of manual work. With all these components,
the operational chain can become very complicated and lead to
unreliable results because of possible accidental errors. However,
complicatedness should be evidently avoided in simulation mod-
elling aimed at hazard assessment, in order to preserve the level
of detail and trustworthiness of the description. Furthermore,
typically users choose models that can be managed simply, there-
fore avoiding complicatedness in sophisticated models could also
help the Transfer of Technology, moving users closer to model
developers. Integrated modelling solutions could represent an
answer to this "operational" complexity issue, possibly leading
to systems suitable to support decision makers in hazard man-
agement. The whole topic is duly expanded in Chapter 5, where
also a Web-service ecosystem for high-concentration flow hazard
assessment is presented.

The second complexity issue deals directly with natural com-
plexity, in particular with morphological complexity, its influence
on high-concentration flow dynamics and the effects of artificial
geometrical constraints. These "geometrical" issues are also the
main subject of Chapter 6. With reference to the Valle Molinara
back-analysis, it was noticed that spatial resolution of 1 m was
considered in the back-analysis. This was the original resolution
of the terrain datum. However, the section of the Valle Molinara
stream is not very large (2–4 m on the alluvial fan), therefore its
section is represented only with few cells. Such a representation
seems to be quite rough, especially in case not-extreme events
are simulated. Typically, events with medium-low intensity are
more sensitive to geometrical constraints, therefore a rough rep-
resentation of the stream sections could produce wrong results.
The same line of reasoning can be proposed with reference to
buildings or, even more appropriately, dealing with protection
structures. Protection structures and, in general, all the artificial
structures that modify the natural flow dynamics, require a de-
tailed representation of both their geometry and flow behaviour.
As far as geometry is concerned, a more detailed representation
of morphology and flow-control structures can be obtained by
means of high-resolution Cartesian mesh. However, this solution
introduces very high computational costs. Alternatively, variable-
resolution structured meshes or unstructured meshes can be used,
which allow to limit the computational burden, but introduce
computational efforts to be managed by the model developer, as
discussed in Chapter 6.
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On the other side, the influence of geometrical constraints on
the flow behaviour represents the third complexity issue tackled
in this work. Its influence should be taken into account properly
by the developer not only from a "geometrical" point of view, but
also considering their control effect on the flow and bed dynamics,
through proper mathematical and numerical descriptions. This
complexity issues is better discussed in Chapter 7.

The fourth and last complexity issue faced in this work is
pretty "numerical". A local-scale analysis of the numerical results
obtained for the Valle Molinara case study highlighted some in-
consistency in numerical fluxes that, anyhow, does not produce
significant, macroscopic effects. In practice, looking at the local
signs of the numerical mass fluxes, it was observed that some-
times the sign of the mixture-mass flux is opposite to the sign of
the sediment-mass flux. This result can not be accepted from a
physical point of view, since mixture- and sediment-mass fluxes
must have the same sign, i.e. the same velocity (on the strength
of the isokinetic assumption which the TRENT2D model is based
on). Presumably, this issue is related to some mathematical and/or
numerical choice introduced in the model to reach an acceptable
level of detail in the representation. Since the issue is thorny,
Chapter 8 of this thesis is entirely dedicated to scrutinise it from
the point of view of the numerical-model developer.

4.2 The 1966 debris-flow event of Rio Lazer
(Italy)

At the beginning of November 1966, a large part of North-
eastern and Central Italy was damaged by floods and high-concen-
tration flows, causing 118 victims and severe damages and in-
jury (APAT and Agenzie Regionali e delle Province Autonome
per la Protezione Ambientale, 2004). Among the different high-
concentration flows event observed in 1966, here the debris-flow
event of Rio Lazer is back-analysed.

Rio Lazer is a small mountain stream in the Eastern Italian
Alps (Figure 4.11), about 40 km away from the Valle Molinara
basin (as the crow flies). The event did not caused fatalities, but
inundated the village of Siror and its country.

Studying this non-recent event revealed to be a considerable
challenge, because of the scarcity of field data and documentation,
although a thorough historical analysis was performed before the
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Figure 4.11: (a) Rio Lazer
in the basin of the Cis-
mon stream (Lenzi and
Paterno, 1997) (b) Peri-
meter of the Rio Lazer
basin (red) and its allu-
vial fan (green)

(a) (b)

modelling stage. For sake of completeness, it must be noticed
that a back-analysis of the event had been already performed in
Gregoretti et al. (2016). However, the approach used in the recon-
struction proposed hereafter is totally different and disregards
results obtained in the work of Gregoretti et al. (2016).

In the following Sections, the main outcomes obtained in this
back-analysis and some critical points are presented. Some fur-
ther details can be found in Veronesi (2017).

4.2.1 The study area and the event of Rio Lazer

The Rio Lazer basin is about 1.6 km2 wide. The Rio Lazer
stream descends the Col di Cistri peak (1604 m) and reaches the
Siror village (780 m), located on the Rio Lazer alluvial fan. The
average slope of the upper part of the basin is about equal to 30%,
then it increases up to 50% in the intermediate part and decreases
to 12% reaching the alluvial fan. The total length of the stream is
about equal to 3.8 km.

Geological analyses carried out by local agencies showed that
the whole basin is covered by glacial deposit debris, i.e. coarse,
cohesionless gravel and boulders, with high permeability and
erodibility. Because of the high values of slope, erosional pro-
cesses are observed quite frequently in the intermediate part of
the basin. For this reason, since 1879, local authorities had been
repeatedly involved in the construction of protection and control
works. Over the years, they realised: a deposition basin; some
slit dams; sequences check dams; a regularisation of the flow sec-
tions in the lowest part of the basin. However, works existing in
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Figure 4.12: Rainfall
heights measured by the
rain-gauge of Tonadico
(Italy) in October and
November 1966: daily
heights (above) and cu-
mulative heights (below)

1966 were not able to control and stop the debris-flow event, also
because of the extreme character of the phenomenon.

A thorough historical analysis showed that about ten flooding
events were recorder in the study area in the last two centuries.
The debris-flow event of the 4th November 1966 was presumably
the worst one. However, historical data describing past events
were mainly descriptive and illustrative, while no measurements
or field data were found, also because the basin has never been
instrumented. Therefore, the back-analysis of the 1966 event was
based on little, but cardinal documentation.

During the last days of October 1966 and the first days of
November 1966, intense and persisting precipitation events were
observed over the whole area of the Province of Trento, where
the basin is located. In particular, the return period of the rain-
fall events registered between 3rd and 4th November all around
in Eastern Italian Alps was estimated to be higher than 50 years
(De Zolt et al., 2006). Figure 4.12 shows data gauged by the sta-
tion of Tonadico (placed just 1 km south the alluvial fan of Rio
Lazer) during the months of October and November. Analys-
ing the sequence of rainfall events, it is plausible assuming that
precipitation until November the 3rt caused the basin saturation,
while the peak registered on the 4th leaded to the triggering of the
debris flow. Unfortunately, rainfall heights measured in Tonadico
were recorded only as daily cumulative rainfall heights (Figure
4.13), therefore no information about the time evolution of the
precipitation in the vicinity of Rio Lazer is available.
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Figure 4.13: Precipitation
measured by the rain-
gauge of Tonadico (Italy)
in between the 1st and
the 7th of November 1966:
daily average rainfall in-
tensity (above) and cu-
mulative rainfall height
(below)

Figure 4.14: Picture rep-
resenting Rio Lazer and
the inundated Siror coun-
try just after the 1966
debris flow (Filippi Gilli,
2016)

Other two relevant data were used for the back-analysis of
the Rio Lazer event. They are a picture (Figure 4.14), available in
Filippi Gilli (2016), and a map of the flooded area extent (Figure
4.15), available in Lenzi and Paterno (1997). The picture (Figure
4.14) shows not only the deposition area, but also some erosion
processes on the lateral hills, which contributed to extend slightly
the deposition area.

As far as the debris-flow volumes are concerned, Gregoretti
et al. (2016) estimated a deposited sediment volume about equal
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Figure 4.15: Map of areas
interested by the 1966
event in the Rio Lazer
basin (Lenzi and Paterno,
1997): erosion (purple),
reactivated landslides
(pink), deposition area
(yellow) and interrupted
roads (blue)

to 56 000 m3, which corresponds with a purely-solid volume of
about 37 000 m3 after the deduction of porosity. The origin of this
estimate is not very clear, therefore this value is taken into account
as an approximated indication about the magnitude of the event.
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4.2.2 Back-analysis

Despite the lack of detailed information, a back-analysis was
carried out by means of TRENT2D, in order identify a quite lim-
ited range of possible event dynamics and also to identify possible
critical points in an analysis with poor event-based information.

Because of the low resolution of the gauged data recorded in
Tonadico, some a-priori hypotheses were necessarily introduced
about the time evolution of precipitation. Assuming that the
debris-flow starting was caused by rainfall of the 4th November,
hydrological analyses were carried out considering only the cu-
mulative rainfall height measured during this day only (about
equal to 100–120 mm) and supposing the basin as fully saturated.
According to studies that classify the 1966 floods as extreme, it
was assumed that the return period of the Rio Lazer event was
quite high. On the basis of the geo-statistical rainfall analyses car-
ried out for the Eastern part of the Autonomous Province of Trento
(which are accredited by the Autonomous Province of Trento and
first published in Della Lucia et al. (1979)), it was observed that
the return period of rainfall with a cumulative height of 100 mm
is about equal to 50− 100 years only if rainfall duration is at most
some hours. Therefore, 4th November measurements recorded by
the Tonadico rain-gauge must be referred to an interval presum-
ably shorter than one day.

On the strength of these considerations, six synthetic hye-
tographs were built for the basin, starting from the Intensity-
Duration-Frequency (IDF) curves obtained within the region by
Della Lucia et al. (1979), for a return period of 100 years. It must
be underlined that considering different values of return period
(as for example 50 years or 200 years), outcomes do not turn out
to be dramatically different.

Different rainfall durations were considered to build the syn-
thetic hyetographs (1, 2, 3, 4, 5 and 6 hours), while rainfall intensity
was assumed to be constant in time and space, because of the lack
of information and the small extent of the basin.

The rainfall duration that caused the maximum liquid peak
discharge in the basin was estimated to be slightly lower than 1
hour. Therefore, on the basis of the rainfall duration chosen, the
analysis implicitly assumes that the debris flow was caused by
a precipitation event that was not necessarily the one producing
the highest discharge peak.

These six hyetographs were used as input data for the Peak-

81



N. Zorzi - Managing complexity in high-concentration flow modelling [...]

Parameter Value
Percentage of saturated area S 100%
Channel velocity uc 2ms−1

Hillslope velocity uh 0.02ms−1

Coefficient of hydrodynamic dispersion D 1000m2s−1 Table 4.7: A-priori values
chosen for the PeakFlow
parameters

Figure 4.16: Hydro-
graphs hull obtained by
means of PeakFlow con-
sidering the six syn-
thetic hydrographs pro-
duced for the Rio Lazer
basin

Rainfall
1h 2h 3h 4h 5h 6h

duration
Liquid

71240 106520 135320 160630 183610 201270volumes
[m3]

Table 4.8: Liquid
volumes of the six liquid
hydrographs obtained
for the back-analysis of
the Rio Lazer event

Flow model (Rigon et al., 2011), in order to obtain a set of possible
liquid hydrographs of the event. Since model calibration was not
possible, a-priori values were chosen for the parameters. They
are summarised in Table 4.7. Hydological modelling was carried
out over the basin closed at the fan apex, just upstream the point
where stream slope changes, moving from 37% to 12%. Hydro-
graphs obtained with this approach are shown in Figure 4.16,
while the total liquid volume of each hydrograph is indicated in
Table 4.8.

These hydrographs were turned into mixture hydrographs on
the basis of a suitable estimation of the sediment concentration.
Because of the presence of the stream-slope variation very close to
the point where hydrographs were computed, it was not possible
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Table 4.9: Concentra-
tion, amplification factor
and mixture volume val-
ues for the six syn-
thetic hydrographs ob-
tained for the Rio Lazer
back-analysis

Rainfall
1h 2h 3h 4h 5h 6h

duration
c[−] 0.31 0.24 0.21 0.19 0.17 0.16
Fa[−] 1.90 1.60 1.46 1.41 1.35 1.33
Vmix[m3] 135350 170370 197670 226270 248310 267370

to use the same approach proposed in Section 4.1.3, since the
slope value to be introduced in equation 4.1 was not univocal.
Therefore, a different approach was applied.

The estimate of the deposited sediment volume computed in
Gregoretti et al. (2016) was used as an approximative reference
value to quantify the amount of sediments flowing at the fan
apex. Since it is not clear if this estimate considers also volumes
attributable to erosion on lateral hills or not, it is possible that the
deposited volume pertaining to the debris flow is slightly lower
than the estimate. Anyhow, the amount of this possible discrep-
ancy is probably comparable to the uncertainty of the estimate.
Therefore, considering the uncertainty of the estimate and pos-
sible deposition dynamics, it was assumed that the purely-solid
volume of the flowing debris-flow at the apex of the alluvial fan
about equal to 40 000–45 000 m3, which becomes 60 000–70 000 m3

if porosity is taken into account. These values were used, to-
gether with the values of the liquid volumes listed in Table 4.8, to
estimate suitable values of mixture concentration and amplifica-
tion factor (Table 4.9). Maximum packaging concentration cb was
reasonably assumed to be equal to 0.65. In this way, six mixture
hydrographs were defined.

At this stage, suitable morphological data and reasonable
parameters value needed to be defined in order to perform TRENT-
2D simulations.

Morphology description was based on the use of a DTM. Since
no DTMs were available in 1966, the one surveyed in 2008 by the
Autonomous Province of Trento was considered as starting point
for the representation (Figure 4.17(a)). However, the 1966 mor-
phology was locally different from the 2008 one. For this reason,
a quite long process of editing was performed, in order to make
the DTM more accurate with respect to 1966 conditions. As basis
of comparison, two historic aerial pictures were considered, one
taken in 1963 and one in 1973. These pictures were made avail-
able by the authority for Land Planning and Landscape Tutelage

83



N. Zorzi - Managing complexity in high-concentration flow modelling [...]

Parameter Value
Friction angle Φ 38◦

Maximum packaging concentration cb 0.65
Submerged relative density ∆ 1.65
Relative submergence Y 11

Table 4.10: A-priori
values chosen for the
TRENT2D parameters in
the Rio Lazer back-
analysis

of the Autonomous Province of Trento.
First of all, buildings existing in 1966 were added to the 2008

DTM and the obstruction due to the presence of two bridges re-
moved (Figure 4.17(b)). Then, some editing was performed in
the upper part of the alluvial fan, where a slit check dam and
a deposition basin are present nowadays (Figure 4.17(c)). This
modification was introduced trying to reproduce the shape of the
deposition basin existing in 1966, which was different to the ac-
tual. Lastly, the area lying on the left bank of the deposition basin
was suitably rectified. Nowadays, in this area, two buildings are
present, over a raised plain. However, since the DTM describes
the terrain elevation, it was cleaned from buildings and the res-
ult is a quite irregular surface. However, in 1966 neither build-
ings nor steps raised in that area and the terrain surface declines
smoothly towards Siror street. Therefore, DTM was modified in
order to make the slope more regular and deleting high steps
(Figure 4.17(d)).

In this way, modelling initial and boundary condition were
defined, while parameters values were still not. Since no calibra-
tion was possible and site-specific information was poor, a-priori
value for the TRENT2D parameters were chosen.

As in the previous case study, reasonable values were chosen
for cb, ∆, Φ and Y (see Table 4.10), while βwas estimated according
to the uniform flow condition.

In this case, such assumption is presumably mistaken, because
of the presence of the slope variations along the stream. Neverthe-
less, it was accepted since some value for βwas anyhow required.
βwas computed solving the system of equations 4.2a and 4.2b for
each on of the six values of concentration. Resulting values are
listed in Table 4.11.

Once input data and parameters were all defined, six TRENT2D
simulations were run. Comparing model results, no dramatic dif-
ferences were observed both in the extent of the deposition area
and in the erosion and deposition depths (see Figure 4.18).
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Figure 4.17: DTM modi-
fications over the Rio
Lazer alluvial fan: (a) ori-
ginal DTM surveyed in
2008; (b) addition of 1966
buildings p(rectangles)
and deletion of the two
bridges (circles); (c)
editing of the current
deposition basin; (d)
editing of the plain above
Siror street.

(a)

(b)

(c)

(d)
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Rainfall
1h 2h 3h 4h 5h 6h

duration
β[−] 0.44 0.24 0.16 0.135 0.11 0.10

Table 4.11: Values of the
transport parameter β for
the six synthetic scen-
arios considered in the
Rio Lazer back-analysis

(a) (b)

(c) (d)

(e) (f)

Figure 4.18: Maps of sim-
ulated erosion and de-
position depths at the
end of the simulations
with rainfall duration of
(a) 1h; (b) 2h; (c) 3h; (d)
4h; (e) 5h; 6h.

Furthermore, the extent of the deposition area is quite similar
to the one reported in Lenzi and Paterno (1997). This outcome is
displayed in Figure 4.19, where the perimeter of the flooded area
is superimposed to the extent of the erosion and deposition area at
the end of the 3h simulation. The comparison is quite comforting.

Also the phenomenon dynamics appears quite similar in the
whole set of simulations. Therefore, despite the high level of
uncertainty, results obtained by means of this approach appear
quite univocal.
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Figure 4.19: Map of
erosion and deposition
depths at the end of
the Rio Lazer simulation,
based on a rainfall dur-
ation of 3h, over-layered
to the perimeter of the
flooded area indicated in
Lenzi and Paterno (1997).

4.2.3 Discussion about complexity issues

Despite the lack of historic information, especially about pre-
cipitation, acceptable results were obtained basing hypotheses
and reasoning on physically-based observations as far as possible.

The final result is not a single event reconstruction, but rather
a range of possible back-analyses. Uncertainty remains high and
further and more detailed analyses should be carried out, in order
to evaluate the suitability of assumptions about the hydrological
scenarios, the amount of moved sediment volumes, the values of
the models parameters, the right representation of morphology
in other points of the area. These analyses could be guided by the
critical examination proposed here.

For example, the back-analysis results quite imprecise with
reference to the branch towards the village of Siror (highlighted
in Figure 4.20). It seems that simulated deposition processes were
not so extended as expected on the basis of the Gilli’s picture. It
is plausible that a not very accurate morphology representation
conditioned the flow paths, forcing the flow to bend after the leak
from the left bank, returning into the channel downstream. This
discrepancy could be caused not only by the morphological rep-
resentation of the Siror fan, but also of the channel banks. Timing
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Figure 4.20: Detail of the
deposition area on the
left bank of Rio Lazer.

of the leak is strongly influenced by the bank elevation. If the
banks are represented as too much high, the simulated pouring
out of the flow could be delayed with respect to the real event
dynamics. On the contrary, too much low channel banks on the
right side could have anticipated the pouring out, influencing also
the dynamics of the left bank. Furthermore, as in the previous
case study, channel sections are very narrow (3–5 m), therefore
only a limited number of cells is used to represent cross-section
elevations. Also this point could be revealed as critical. As in the
previous case, choosing a finer resolution could improve the mor-
phology representation. However, computational costs would
increase dramatically. A possible approach to bypass this "geo-
metrical" issue aiming at the right level of detail in the morphology
description is presented in Chapter 6.

In similar cases, uncertainties in morphology representation
are likely to influence simulation outcomes more significantly
than uncertainty in discharge evaluations. On the other hand
it must be said that historical documentation is not sufficient
to solve all the geometrical uncertainty. However, sequences of
repeatedly-refined simulations could make up for the lack of in-
formation. Clearly, continuous refinements of the morphological
description imply a large amount of hand work and suitable soft-
ware tools. In this case, GIS systems could not represent the most
convenient choice, while 3D viewers seem to be more appropri-
ate, because of the small scale of the editing operations. However,
3D viewers could require particular file formats or reference sys-
tems, increasing the handwork for the user. Furthermore, in this
work, validation of modifications introduced was carried out by
means of iterative simulations, which required a continuous trans-
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fer from the editing environment to the modelling environment.
Also in this case, integrated solutions able to reduce the number
of operations and ensure editing accuracy appear extremely desir-
able. A possible solution to these "operational" issues is presented
in Chapter 5.

Last, numerical inconsistency in flux signs was observed loc-
ally also in this case. Since the physical basis of the descrip-
tion must be preserved, this "numerical" issue is investigated in
Chapter 8.
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Chapter 5

WEEZARD: a possible
solution to "operational"
issues

The case studies presented in Chapter 4 showed tangibly some
"operational" issues generated by the hazard-assessment proced-
ural chain presented in Section 1.3. These issues may undermine
the reliability of high-concentration flows hazard assessment, al-
though a sophisticated model as TRENT2D is applied. The pos-
sible outcome is essentially due to two elements: the amount of
data to be managed in order to run a simulation and the number
of manual operation to be performed before and after the simula-
tion. Both data and operations introduce in the job a large number
of possible sources of mistake and could accidentally divert user
attention from the physical meaning of the operations. Such a cir-
cumstance could lead unintentionally to a worsening of the level
of detail in the description and to a rise in complicatedness.

A similar outcome must be compulsorily prevented by both
model developers and users. Users should carry out modelling
much carefully and avoiding distraction, while model developers
could make available integrated solutions able to reduce hand-
work burdens and support critical analyses at each step of the
procedural chain. If the first remedy pertains mainly to the know-
how and the commitment of the user, the second answer appears
more effective, although it requires effort in software develop-
ment.

Integrated solutions could introduce also other significant be-
nefits for the user, if properly designed and developed. For ex-
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ample, hardware, software and computational costs could be re-
duced, accessibility to sophisticated modelling improved, data
security ensured, fragmentation avoided, communication simpli-
fied.

In this work, an integrated solution is presented for TRENT2D.
The model was incorporated into a practical and affordable tool
for high-concentration flow hazard assessment, which is called
WEEZARD and that was expressly developed for this model.
WEEZARD is a Web Service (WS) ecosystem designed and real-
ised to ensure high-quality, cost-effective hazard assessment. These
features of WEEZARD appear to fit well the requirements of the
UE Flood Directive (UE, 2007) and the USA Disaster Mitigation
Act (DMA, 2000) in terms of hazard-protection strategies (appro-
priate best practices should be used, applying the most cost-effective
and efficient technology available).

In Section 5.1, "operational" issues that led to the develop-
ment of WEEZARD are shortly summarised. Some of them were
already recognised in the previous Chapter, while some others be-
come from experience. Then, Section 5.2 describes the path that
led to the development of WEEZARD, while Section 5.3 presents
the system architecture. The main functionalities of WEEZARD
are illustrated in Section 5.4 and applied in Section 5.5, where
hazard-level maps are produced for the Valle Molinara alluvial
fan. Last, Section 5.6 discusses forthcoming development and
future perspectives of WEEZARD.

It must be noticed that some parts of the following Sections
recall or summarise the contents of the paper "A Web Service
ecosystem for high-quality, cost-effective debris-flow hazard as-
sessment" by Rosatti et al., recently accepted for publication in
Environmental Modelling and Software. Some other information
can be found also in Zorzi et al. (2015), Rosatti et al. (2016), Zorzi
et al. (2016a) and Zorzi et al. (2016b).

Because of the multi-disciplinary character of the skills neces-
sary to create such an integrated system, WEEZARD has been
developed by a team of six researchers and experts, which the
author of this thesis belongs to. In particular, the author has been
the main responsible of identifying the complexity issues to be
faced, planning their management, defining proper strategy for
their overcoming and designing concretely the functionalities ne-
cessary in the system. Furthermore, the author has taken part
actively to all the development steps of the system, paying spe-
cific attention to preventing complicatedness and ensuring the
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effective overcoming of the complexity issues considered.

5.1 Some "operational" issues of a high-concen-
tration flow hazard-assessment job

In Section 1.3, several complexity issues typical of a high-
concentration hazard-assessment job were already disclosed. That
discussion was carried out in a quite wide frame, while here the
focus is restricted to some of the operational aspects most related
to the simulation modelling stage.

These issues were encountered within several TRENT2D ap-
plications, included those presented in Chapter 4. Though, they
are quite general, i.e. not strictly related to the specific model,
and typical, especially if desktop modelling applications are con-
sidered.

- Visualisation and overlaying of geospatial data. Geospa-
tial data visualisation is essential for both modellers that per-
form simulations and decision-makers that need to define
strategies on the basis of simulation results. Morphology
representation, possible thematic layer describing the study
area and modelling results need to be displayed in a suitable
environment and according to precise reference systems.
Generally, these data are visualised by means of GIS tools,
but sometimes also with different software products, espe-
cially if 3D views or 2D-3D animations are required. This
produces work fragmentation and requires that the user is
able to deal with different software products. Moreover,
each product treats different file formats and, sometimes,
different reference systems. This obliges the data user to
perform suitable conversions to make data displayable. It
must be noticed also that some software products for 2D and
3D view do not allow to perform some kind of processing,
as for example draping an orthophoto over a DTM in a 3D
view. Furthermore, typically large amounts of geospatial
data need to be displayed, which may require significant
handwork and time.

- Editing of geospatial data. Often, geospatial data, and es-
pecially morphology data, require editing, for example to
correct inaccurate representation, to merge or to clip layers,
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to perform algebraic or logical computing, to change spa-
tial resolution or to add relevant elements as for example
designed protection works. Editing can be either punctual
or extensive. GIS and CAD tools may support this oper-
ation, while 3D viewers can be profitably used to validate
the editing operation. Also in this case, work fragmentation
may hinder an accurate editing. Furthermore, it could re-
quire significant handwork, possibly leading to accidentally
imprecise results.

- Selection of the computational domain. Typically, models
are applied on delimited areas, i.e. computational domains,
where the phenomenon is expected to flow. GIS or CAD
tools are often used to perform the selection. However,
different models require different selection modalities and
different formats, which may increase the user effort in data
management.

- Selection of the inflow cross sections. Usually, mountain-
flow models require the specification of the inflow cross
sections, i.e. sections where to set upstream boundary con-
ditions. Selection should be made accurately, ensuring that
the chosen section is compliant with the hypotheses on
which models base boundary-condition setting. To ensure
accuracy in the selections, visualisation of the cross section
profiles is opportune. This operation requires the use of
GIS tools, CAD tools or spreadsheets, increasing work frag-
mentation once again.

- Formatting of model input data. In general, models require
input files arranged in specific formats. Therefore, some
processing is necessary to prepare proper files and director-
ies concerning initial conditions, boundary conditions and
parameters. Such processing increases handwork neces-
sary in the hazard-assessment job and exposes data to addi-
tional manipulation, possibly leading to accidental editing.
Moreover, formatting is usually performed by means of text
editors, which must be added to the list of software products
necessary to run a simulation.

- Storage and retrieval of data. Simulations require and pro-
duce large amounts of data. Therefore, a rigid strategy for
data management is required, otherwise data may be lost,
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overwritten, mixed up, duplicated, especially when a large
number of simulations is performed. Moreover, a lot of time
could be necessary to find data, if management is not per-
formed systematically, and space required for storage could
turn out to be larger than space strictly necessary. A nat-
ural solution could be represented by the use of a registry
(database-based or file-based) that must be fed manually
at the end of each simulation. However, also this solution
does not guarantee data matching as files can be moved or
deleted without automatic updating of the database.

- Need of high-performance hardware. Whenever hazard-
assessment simulations are performed applying sophistic-
ated models in order to reach the right level of detail, high-
performance hardware is required in order to limit simula-
tion duration. However, users may not have an adequate
hardware resource, and costs to get it could turn out to be
significant. For this reason, sometimes users move towards
more simple, but rough models, according to the "simpli-
fication strategy" mentioned in Leskens et al. (2014). In
fact, simple models typically are less demanding in terms
of hardware and space for data storage.

These operational issues are clear proofs that setting up a
simulation with the right level of detail by means of sophisticated
models requires not only high-concentration flow knowledge and
model understanding, but also methodicalness in data manage-
ment, formatting and displaying and availability of suitable hard-
ware resources. Relaxation of some of these requirements could
profitably lead to a wider diffusion of the best modelling practices.

5.2 Towards an integrated solution for TRENT2D

The operational issues listed in the previous Section contrib-
ute to hinder the Transfer Of Technology between developers and
users, especially if sophisticated models are considered. Users
are required not only to understand the model, but also to apply
it carefully, avoiding operational mistakes and oversights. This
demand is often perceived by users as excessive and "spherical
cows" are sometimes preferred. This circumstance led to the de-
cision of developing a suitable solution for the TRENT2D model,
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able to overcome the largest possible number of operational is-
sues.

The development of the new modelling solution started from
the system-concept development and the requirements analysis
described in Section 5.2.1. On this basis, the most diffused in-
tegrated solution available in the literature were analysed (see
Section 5.2.2) in order to choose the most appropriated one to be
applied to the TRENT2D model.

5.2.1 System-concept development and requirements ana-
lysis

The purposes of the new modelling solution for TRENT2D
coincide basically with the overcoming of the operational issues
listed in the previous Section. To reach the goal, a system able
to perform simulation modelling with limited costs and user ef-
forts in pre- and post-modelling activities was conceived. System
requirements were summed up in seven points.

1) Completeness. The new system was intended to offer a
well-equipped working environment, where not only sim-
ulations can be easily run, but also geospatial data manage-
ment and processing is straightforward. For this reason, the
system is intended to integrate the model and other applica-
tions in a single solution. The aim is avoiding both possible
mess in data processing and fragmentation of operations
and tools.

2) Accessibility. The system was conceived to be easily access-
ible in terms of chances for the user, removing the constraint
between software and device.

3) Usability. The modelling solution was required to be intuit-
ive in its use, i.e. equipped with suitable guided procedure
and interfaces. Furthermore, the solution should be suitable
also for non-technical communication purposes.

4) Performance. The modelling solution was conceived to re-
duce computational burdens and hardware-resources costs,
without intervening on the model itself, but rather on the
resources made available to run simulations.

5) Order. The system was required to provide automatic and
systematic data management strategy, ensuring proper data
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storage and retrieval, without weighing on user hardware
and software.

6) Security. Data security must be ensured, keeping out pos-
sible virus attacks, black-outs or physical damages.

7) Updating. Periodic system maintenance was intended to
reach all the users, in order to ensure continuous improve-
ment of the system and systematic Transfer of Technology.

Section 5.2.2 describes the integrated solutions most diffused
in the literature on hydraulic-based phenomena. In light of this
analysis, some possible alternative solutions for TRENT2D were
supposed and discussed, in order to choose the most suitable
one, able to satisfy these seven requirements with reference to
high-concentration flow hazard assessment making use of the
TRENT2D model.

Because of the trans-disciplinary character of the requirements,
the discussion was carried out not only within the research group
of prof. Giorgio Rosatti (which the author of this thesis belongs
to and which is called hereafter Numerical Kernel Development -
NKD group), but also involving Information-Technology experts
of the Italian computer company Trilogis. This interdisciplin-
ary collaboration was then carried on also subsequently, along
the entire development process. The whole activity was carried
on within the frame of three research projects (CLIMAWARE,
MHYMESIS and PRIN2015), funded respectively by the Univer-
sity of Trento, the CARITRO Fundation and the Italian Ministry
of Education, University and Research.

5.2.2 Which integrated solution?

In the literature, some integrated solutions have been pro-
posed with the purpose modelling flow-like phenomena. How-
ever, most of them barely satisfy requirements about complete-
ness, intuitiveness and manageability and rotate only around
model running. Anyhow, whichever the general purpose of the
integrated solution, it must be noticed that different approaches
have been considered and implemented in the literature to in-
tegrate multiple components of the operational chains (see Belete
et al. (2017) for a general overview about possible integration
strategies). In this Section, the most popular approaches are men-
tioned next to the most promising.
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5.2.2.1 Embedded desktop solutions

In an embedded solution, one component constitutes the main
desktop environment, while all the others are included in it. In this
way, all the components are tightly connected and communication
is guaranteed by specific routines.

Either the numerical model or a GIS system can be chosen as
main environment. In the first case, the numerical model must
be equipped with all the required graphical features, while in
the second case, the numerical model becomes a particular lib-
rary function of the GIS. Using a GIS as the main environment
is generally the preferred option (see e.g. Mergili and Fellin,
2007; Wang et al., 2008; Wu et al., 2013; Scheidl and Ricken-
mann, 2011; Gregoretti et al., 2016), as it can be obtained using an
existing system and has a development effort far smaller than a
numerical-model-based environment, where the possibility of us-
ing of existing libraries, mainly addressed to set up the graphical
user interface, is instead more limited. No examples of model-
based embedded solutions are known in the field of flow-like
phenomena modelling.

The major limitation of an embedded solution derives pre-
cisely from its desktop nature. In a GIS-based application, "per-
formance", "order" and "security" are limited by the hardware
resources commonly available among users, resources that are
adequate to perform classic GIS operations but often inadequate
for heavy computing. For this reason, all the models that have
been embedded in a GIS so far are CA-like models. Furthermore,
because of the desktop nature, typically specific hardware is re-
quired to run the application, failing the "accessibility" demand.
Moreover, GIS environments do not guarantee an adequate visu-
alization of the outputs, failing the "completeness" requirement.
Lastly, disregarding "usability", which varies largely among ap-
plications, it must be noticed that also the "update" requirement
is not satisfied straightforwardly, since usually maintenance and
updates are not automatic, but require installation.

5.2.2.2 Tightly-coupled desktop solutions

In this approach, all the components involving graphical ele-
ments are merged together in a single desktop Graphical User
Interface (GUI) framework detached from the numerical model,
which remains a stand-alone component running in a separate
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desktop console environment (see for example Christen et al.,
2012). Although they are separate (or decoupled), a strict coupling
between the components actually exists, since the GUI works only
for that specific numerical model, failing the "completeness" re-
quirement. Moreover, communications commonly occur through
exchange of data files.

Separation of environments is at the same time the strongest
and weakest point: the typically sophisticated character of the
model does not affect the GUI, but communications are not op-
timized at all. Moreover, this approach is limited by the locally
available resources and by the lack of a database management
system. Therefore, "performance", "order" and "security" require-
ments strictly depend on local hardware and storage resources.
Furthermore, also in this case, some minimum constraint in terms
of hardware resources and operative system is generally intro-
duced, contrary to the "accessibility" requirement. Lastly, it must
be noticed that, similarly to the previous solution, satisfaction
of the "usability" requirement depends strictly on the individual
solution, while the "update" requirement is into the hands of users,
which are in charge of updates installation.

5.2.2.3 Loosely-coupled solutions

In a loosely-coupled solution, each of the components has, or
makes use of separate components communicating through suit-
able interfaces. One of the most diffused approach is the Service
Oriented Architecture (SOA) (see e.g. Jones (2005) and Shan and
Hua (2006)). This approach can be used to build a wide range
of solutions that, depending on the degree of interoperability,
can range from closed (or essentially closed) to completely open
systems.

Closed solutions need to provide all the functionality to per-
form a given job in a single environment (all-in-one solutions),
where the web is used to connect distributed components (client-
server solutions) or distributed business modules (Web as a Plat-
form solutions) via customized interfaces. Customized interfaces
guarantee high speed communications but limit the interoperab-
ility with other systems.

In contrast, completely-open solutions maximize the loose-
ness and the exploitation of the potentiality of the web, allowing
a component to be freely accessed through standard interfaces.
When the component is a numerical model, a Model Web ap-
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proach can be followed as proposed Nativi et al. (2013). This
approach, essentially based on the Model as a Service paradigm,
is useful when there is a large community that is interested in
using the model and incorporating it into their own framework
(component chaining). The peculiarity of this approach that offers
the model as an independent component is at the same time an
advantage and a limitation, because the use of completely gen-
eral interfaces make communications slower and the GUI less
intuitive than in closed solutions.

Whatever the degree of interoperability, SOA solutions present
all the best features of the strategies listed in the previous two
sections but, at the same time, does not show the limitations pre-
viously highlighted. All the operations necessary to perform a
mountain flow hazard assessment job can be grouped and ef-
ficiently connected in a single environment ("completeness" re-
quirement), while the computational core runs in an environment
separate from the GUI, with communications highly optimized.
The main difference, and the main advantage, is the possibility
of locating all the computational burden on a high-performance
cloud server ("performance" requirement). This resource can be
shared among many users, so as to make the rental rate easily
affordable. Another advantage is that components are not con-
strained to the same platform, language, operating system, or
build environment ("accessibility" requirement) and can be re-
placed with alternative implementations while maintaining the
same service interfaces. Furthermore, any improvement or up-
date of the system is straightforwardly available for all the users
("update" requirement). Also "security" and data storage and re-
trieval (i.e. "order") can be managed in centralised way. However,
these solutions require an effort in system development that may
result a bit greater if compared to the that needed to develop
desktop solutions.

In the literature, there are several examples of SOA solutions
for geospatial data, known as WebGIS. Some have also been
equipped with a mathematical model (see e.g. Jia et al., 2009;
Kulkarni et al., 2014; Yin et al., 2015; Mure-Ravaud et al., 2016;
Tan et al., 2016). However, a solution specifically designed to deal
with sophisticated numerical simulations, and particularly in the
field of high-concentration flows, is still lacking.
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Figure 5.1: Logo and ac-
ronym of WEEZARD

5.3 The WEEZARD system

In the light of the system characteristics required (and listed
in Section 5.2.1) and the possible integrated solution available
(Section 5.2.2), the approach identified as the most convenient
was a SOA, partially-open Web Service (WS) ecosystem, which
allows the development of highly customized and efficient envir-
onments.

The system was called WEEZARD (see Figure 5.1 for the ac-
ronym meaning) and was developed according to a multi-tier ap-
proach, i.e. with different software components logically grouped
together and physically placed on different computers connected
by the web (see Section 5.3.1 for a descrition of the system ar-
chitecture). Some of the components, especially those used in
WEEZARD for dealing with geographic information, are based
on Free Open Source Software (FOSS), which guarantees a good
compromise among quality, security and costs. All the other com-
ponents were built specifically for the system.

The whole solution was developed according to an iterative
and incremental method (see the Manifesto for Agile Software
Development of Beck et al., 2001), with recurrent planning, im-
plementation, testing and evaluation, followed by periodic up-
date releases (see Section 5.3.2). This cyclic approach provided a
made-to-measure solution for modelling purposes (some of the
system functionalities are presented in Section 5.4).

It must be noticed that one of the twelve principle of the Agile
Manifesto is simplicity, which recalls observations carried out in
Chapter 1. This means that, during system developments life
cycles, complicatedness must be avoided compulsorily.

5.3.1 The system architecture

Hereafter, some details about both the logical and the physical
architecture of the system are presented.
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Figure 5.2: Logical archi-
tecture of the WEEZARD
solution

5.3.1.1 The logical architecture

As shown in Figure 5.2, the system is organized in three layers,
namely the Application layer, the Middleware layer and the Data
layer, whose functions and software implementations are shortly
described below.

- Application layer. The application layer represents essen-
tially the web application of the system and looks like a
WebGIS. It is loaded on the client machine when the rel-
evant web page is accessed with an internet browser. The
main tasks of this layer are to collect user inputs, transform-
ing them into information usable by the WEEZARD WSs
(e.g. the TRENT2D model or the data manager); to manage
client-server communication; to display the data returned
in the form of 2D or 3D maps. The operational load of the
client is very limited, and so almost any kind of device with
a browser and internet access can be used as a client machine
(even a simple smartphone).

- Middleware layer. It is the operational core of the system
and hosts all the services, supplying system functionalities.
The layer consists of several functional elements that were
specially developed for this system: the Simple Authentica-
tion and Security module for managing user authentication
and data security; the TRENT2D core model and relevant

102



5.3. The WEEZARD system

Figure 5.3: Component
diagram describing the
physical architecture of
the WEEZARD solution

auxiliary modules for preparing and harmonizing data; the
Data Management module for transferring data back and
forth from the middleware layer both to the application and
to the data layer; and the geographical information pub-
lisher. All these modules are configured as WSs.

- Data layer. The data layer is the part of the system that
handles data storage and retrieval. Information collected is
heterogeneous, varying from user information and model
information, to system information and statistical inform-
ation. The storage strategies are also different, in some
cases using the Relational DataBase Management System
(RDBMS), with or without spatial schema; in other cases
information is stored directly on the filesystem.

Communications between client and server were realised im-
plementing a suitable strategy, similar to the one used in OGC®

WPS works, allowing asynchronous processing of requests.

5.3.1.2 The physical architecture

The physical architecture of the system is shown in Figure 5.3,
where the component diagram is sketched. In the current imple-
mentation it is composed of a client-server structure in which the
server is located on a single machine. More complex configura-
tions could be considered in future releases.

The web application is the entry point of the WEEZARD sys-
tem a looks like a WebGIS webpage. The GUI skeleton was de-
veloped by the Trilogis team using HTML5, CSS3 and JavaScript
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in the Bootstrap framework, where several GUI controls (e.g. tabs,
radio, checkbox and tree) derive from JQuery. OpenLayer lib-
rary allowed to realise 2D visualizations (maps, sections, etc.), the
WebGL library, i.e. a low-level 3D graphics API based on OpenGL
exposed through HTML5 (Feng et al., 2011), was used to obtain
3D views.

Following the Infrastructure as a Service (IaaS) principle, mid-
dleware services were located on a server rent from an IT cloud
provider. The structure of the middleware was designed by
the Trilogis team following the Spring Model-View-Controller
strategy, a design pattern that allows to build flexible web-based
applications, decoupled from the underlying view technologies.

All the modules required in the WEEZARD system were provi-
ded by both the NKD group and the Trilogis team as RESTful
WSs and hosted in the Apache Tomcat server container. The
modules dedicated to geographical data manipulation use Geo-
spatial Data Abstraction Library (GDAL) routines, and geospatial
data is shared using the GeoServer with OGC® compliant open
standards such as Web Map Service (WMS) and Web Feature Ser-
vice (WFS). The MPlayer library is used to encode in AVI files
animations of the model results.

Finally, the datastore was located by the Trilogis team on the
same physical server as the middleware services. In future, it will
be located in a cluster of servers and managed by using replication
and load balancing strategies. Geospatial data are efficiently man-
aged through the PostgreSQL object-relational database with the
PostGIS extension. Simulation output (consisting of many differ-
ent data points) is stored directly to the filesystem. In some cases,
such as in the case of data editing, they are loaded in runtime into
the RDBMS.

5.3.2 The system development life cycle

WEEZARD has been developed following an iterative and
incremental approach, compliant with the adaptation principle
contained into the Agile Manifesto (Beck et al., 2001). The System
Development Life Cycle (SDLC) used is made of six steps, as
shown in Figure 5.4.

1) Planning. Planning represents the first step of the SDLC.
It is intended to answer two basic questions: "Which is the
problem?" and "Which is the goal to be reached?".
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Figure 5.4: System devel-
opment life cycle applied
for the WEEZARD devel-
opment

2) Defining. When problem and goal are clear, the question
"Which is the most suitable solution to the problem allowing
the goal to be reached?" is posed. To answer, different pos-
sible strategies are usually compared, taking into account
their requirements in terms of resources, time and know-
how.

3) Designing. Once the most suitable solution is identified,
developers must reply to the question "How to get the solu-
tion?". In this step, the solution takes shape on paper, follow-
ing indications obtained in the defining step, i.e. perfecting
those too much vague and modifying those unfitting.

4) Building. Here, the purely-operational phase begins. The
designed solution is implemented according to the final in-
dications. If designing is performed with the right level of
detail, building should not disclose new problems. How-
ever, if this is the case, suitable in-process modifications can
be introduced.

5) Testing. In this step, the solution is tested in order to verify
the goal reaching and to identify possible defects. When de-
fects are easily remediable, they are fixed straightforwardly,
otherwise the SDLC is begun again, considering the defect
as a problem to be solved.
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6) Deploying. When defects are fixed and testing is completed,
the solution is released on the server, so all the user can
simultaneously benefit of the solution.

This cycle was used first in the development of the alpha and
beta versions of the system and has been repeated whenever an
issue or problem required to be tackled, tuning and adjusting the
WEEZARD system continuously, typically every two weeks.

Both the NKD group and the Trilogis team have been involved
in this process. The NKD group has been the main player in plan-
ning, defining, designing and testing, while the Trilogis team has
been responsible especially of building and deploying. However,
the distinction has been not so Manichaean, especially when the
intermediate steps of the cycle (i.e. defining, designing and build-
ing) have been faced up. In fact, some of the services closest to
the TRENT2D model have been built by the NKD group, while
most of the machine-level components have been designed by the
Trilogis team.

In particular, the author of this work was responsible of:

- identifying all the operational issues and planning the goals
to be reached in overcoming each of them;

- defining the possible solutions and the requirements to be
satisfied, evaluating the opportunity of developing new
functionalities or enhancing the existing ones;

- designing these solutions, defining how they interact with
other existing services and data storage and retrieval, pay-
ing special attention to their client implementation, i.e. de-
fining how they appear to the user, creating guided proced-
ures for the most critical operations (creation of the com-
putational domain, preparation of the TRENT2D runs and
mapping hazard-level) and ensuring a proper management
of user errors;

- building, i.e. coding, the services responsible of estimating
the β parameter according to the uniform-flow assumption
and computing the TRENT2D upstream boundary condi-
tions (see Chapters 3 and 4), in addition to the service aimed
at hazard-level mapping;

- alpha and beta testing of the designed solutions.
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Typically, whenever a new functionality needs to be intro-
duced in the system, the following operations have been imple-
mented:

1) the functionality is identified and characterised;

2) the functionality is subdivided into logical steps, consisting
of a number of operations/input data that can fit into a single
window layout;

3) each layout is sketched and the operations designed;

4) each layout is implemented, together with the necessary
operations;

5) a first validation is performed by the working group: bugs,
non-intuitive sequences or operations, and difficulties in
using windows are reported and corrected;

6) the functionality is deployed on a beta-testing server

7) a second validation is performed by a beta tester group,
made up of people outside the working group; suggestions
for possible improvements are collected and, when appro-
priate, implemented by means of new SDLCs.

8) when the functionality passes the beta testing successfully,
it is deployed on the main server.

In this process, particular attention has been paid to giving
the GUI an intuitive nature. In order to verify this feature, no
detailed user manual has been given to the beta tester group, who
had to learn how to use the functionalities with only the support
provided by the GUI itself.

In Section 5.4.2, the SDLC of some functionalities is described,
making the concepts just presented more clear.

5.3.3 The system availability and accessibility

The WEEZARD system is available on the web since Septem-
ber, 2016 at http://tool.weezard.eu.

Since WEEZARD is a web application, the only software pro-
duct required to access the application is a web browser. System-
atic debugging has been performed with Chrome and Firefox, but
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the system also works well with other browsers. After registra-
tion is completed, a simple login allows the user to access the
system.

The hardware demand is also extremely limited. Only the 3D
visualization has a minimum hardware requirement, consisting
in a video card supporting WebGL and 2GB of system memory.
Nowadays, these features are available on the majority of personal
computers.

On the server side, the hardware configuration is scalable ac-
cording to the number of concurrent users. The most demanding
element of the system is the numerical kernel. The hardware
resources necessary on the server depend on the size of the simu-
lation domain. The current minimum configuration is composed
of an eight Xeon CPU machine, with 8 GB of RAM and 500 GB of
disk.

5.4 WEEZARD: user categories, functionalities
and the GUI

The WEEZARD system is intended to be used for model-
ling purposes by researchers, students, practitioners and public-
agency technicians. Therefore, the GUI and the functionalities
have been designed and implemented in answer to their neces-
sities and requests. Singling out the desirable features was ac-
complished through the systematization both of the observations
collected during the development and the practical use of the
TRENT2D model, and of informal interviews with the users who
employed the desktop code during their work activities.

The present release of the system provides for only two user
categories, namely the standard user and the administrative user.
A standard user is a person (practitioner, technician, researcher,
student) mainly interested in doing simulations and producing
suitable representations of outputs, while an administrative user
is a researcher of the development group who, besides running
simulations for practical use and for testing, also manages some
basic aspects of the system. Other user categories, which can be
singled out among parties interested in hazard assessment, can
be conveniently added.
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Figure 5.5: Main window
of the WEEZARD system

5.4.1 The main environment

Since WEEZARD is mainly intended to host and manage
geospatial-related information and functionalities, the main page
looks like a WebGIS framework, in which the background map is
the worldwide OpenStreetMap®(2016).

After the login procedure, other maps and shapefiles can be
overlaid, as shown in Figure 5.5. Their handling is done through
a classical Table Of Contents (TOC) layer manager present in
the Layers accordion menu, located in the Browsing side panel.
Geospatial data can be either loaded by the user or retrieved from
WMSs.

Common GIS functionalities (e.g. pan, zoom, identify, add
external sources and search) are available through the quick but-
tons located at the top of the window. The last two buttons allow
access to the scheduling queue functionality, which is described in
Section 5.4.2.5, and to the WEEZARD main menu (Figure 5.6).

5.4.2 The functionalities for the standard user

All the functionalities are designed with the purpose of carry-
ing out a modelling job in an easy and time-saving way. Several of
them perform operations that either cannot be performed through
other GIS software or would require a succession of troublesome
procedures. In addition, guided paths allow the user to follow
chains of tasks in a clear and efficient way.

The WEEZARD button opens the main menu for standard
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Figure 5.6: Main menu
for accessing the WEEZ-
ARD functionalities

Figure 5.7: Tabs of the
DTM menu in WEEZ-
ARD

users, where functionalities are grouped logically in four categor-
ies, namely GIS functionalities, Computational domain and Simula-
tions and Hazard mapping (Figure 5.6). The main functionalities
will be illustrated in the following Sections, as along with the
scheduling queue functionality.

5.4.2.1 GIS functionalities

GIS functionalities are collected in two groups: DTM and SHP.
The DTM menu offers some functionalities that appear in the

form of tabs (see Figure 5.7). Next to some classical GIS function-
alities (i.e. Upload, Merge and Manage), two particular features for
DTM editing are available: edit with shp and edit cells.

Edit with shp allows the user to change the elevation of all
the cells inside closed geometries defined in a shapefile. This
functionality is particularly useful, for example, when to take
into account the presence of buildings.

Edit cells enables easy point-wise modifications of a DTM,
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Figure 5.8: Three-panel
window of Edit cells in
WEEZARD

which turn out to be particularly useful to enhance local accuracy
of the morphology representation. A three-panel window (see
Figure 5.8), showing a 2D view, a 3D view of a zoomed part, and
the matrix of the relevant elevations, allows the user to have an
immediate perception of possible cell value modifications.

Functionalities contained in the SHP menu are classical GIS
functionalities of Uploading and Managing.

5.4.2.2 Computational domain

The Computational domain category is intended to prepare in-
put data for TRENT2D simulations. It makes available two groups
of functionalities (Figure 5.6): Create and manage domain and Define
inflow sections.

Create and manage domain allows to specify the location in the
world and the extent of the computational domain, by means
of graphical selection. Over a suitable 2D, georeferenced layout
where the DTM is depicted in shaded greyscale, the selection can
be performed drawing a rectangle over the desired area (Figure
5.9). The rectangle can be then moved, rotated and resized. The
user effort ends here, while the backstage work is just starting. The
client sends some data and a request to the server, which performs
all the operations necessary to prepare the computational domain
as an input file for the model, namely defining the local coordinate
system required by the model, determining the number of cells in
the computational domain, interpolating cell elevation from the
underlying DTM in order to obtain the initial condition for the
model, writing files in specific locations and finally registering
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Figure 5.9: Definition of
a computational domain
in WEEZARD

information into the Datastore.
Define inflow sections allows the user to select the boundary

cross section where to apply the upstream boundary conditions
of the model. Also in this case a graphical approach is used,
both to select the boundary cells (Figure 5.10(a)) and to evaluate
the inlet slope (Figure 5.10(b)), used in the estimate of mixture
concentration.

5.4.2.3 Simulations

The two groups of tasks of the Simulation category are New
simulation and Analyze simulation.

New simulation starts a guided procedure that leads the user
through running a TRENT2D simulation. Because of the cent-
rality of the procedure, some highlights about its SDLC (that in-
volved considerably the author of this thesis) are described here-
after, as an example of the approach used in system development.

1) Planning. Although geometric input data for the model
were already defined, still a large number of operations is
required to run a TRENT2D simulation and the user risks to
get lost in the operational chain. The procedure required to
be simplified, supporting aware user choices and avoiding
fragmentation and complicatedness.

2) Defining. A guided procedure appeared as the most suit-
able solution, since it allows to put necessary steps in logical
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Figure 5.10: Computa-
tional domain in WEEZ-
ARD: (a) Selection of the
input flow section; (b) Es-
timation of the bed slope
across the inflow section

(a)

(b)

succession, to automate some operations, to introduce suit-
able checks in order to ensure that user inputs are supplied
properly.

3) Designing. The procedure was divided into eight steps
organised in succession. Clearly, for each step, design re-
garded functionality implementation, management and ap-
pearance. Hereafter, only the essential points are listed,
chiefly assuming the client point of view and focusing es-
pecially on appearance.

I. The name of the simulation, the computational domain
to be used, the type of high-concentration flow phe-
nomenon to be simulated (i.e. the type of closure to be
used for the shear stresses among the two available) are
required. As options, the return period characteristic
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of the simulation and a short description of what the
simulation is intended to represent can be specified.

II. Values for the model parameters are required, except
for the parameterβ. The system must check that physic-
ally-based values are introduced.

III. Input data addressed to boundary-conditions setting
are required. The estimate of the inlet slope supplied
during the creation of the computational domain must
be reported as reference value, but it can be edited.
Then, the file of the liquid hydrograph is required.
Clear instruction must specify the format of the file
and a detailed control analysis must be performed on
the file in order to ensure that is well-shaped.

IV. If input data are well made, the procedure can continue
with the estimate of the β parameter. An a-priori estim-
ate must be supplied on the basis of the uniform flow
hypothesis (see Section 4 and Armanini et al., 2009b).
The estimate must be editable.

V. Once the liquid hydrograph and the parameter values
are known, boundary-condition concentration can be
estimated (see Chapter 4 and Armanini et al., 2009b)
and total and solid hydrographs computed automat-
ically. The possibility of supplying directly such hy-
drographs should be considered too. However, this
chance requires a thorough further work on the server
side, therefore it is taken out and planned for a later
release of the system. Once these hydrographs are
defined, they need to be displayed and their volume
computed.

VI. The type of boundary condition to be set at the outlet
bounds must be chosen. Available possibilities are:
non-reflection or critical condition.

VII. The user has to choose the end time of the simulation,
the timestep for saving results and the variables to be
saved in output.

VIII. A summary window must appear (Figure 5.11), where
the user can control and possibly editing supplied in-
put data. Profitably, the same window must show
an estimate of the simulation duration and size and
the status of the user account, facilitating simulation
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Figure 5.11: Simulation-
summary window in
WEEZARD

management. Here, the user can choose to start the
simulation. The client sends a request to the server,
which runs the simulation in background, remaining
available for any other client request.

4) Building. Without getting into detail about the implement-
ation, it must be noticed that such a procedure requires a
significant "backstage" work on the server. Data must be
read, checked, processed, displayed, stored and retrieved.
All these operations are no more performed manually by
the user, but automatically by the system. This implied a
considerable developing effort, with the creation of tailored
services and routines that involved the whole developers
group. However, the result is a much lighter work for the
user, which can concentrate especially on the scientific part
of the job.

5) First testing. The procedure was tested by the working
group in a lot of possible conditions, according to the monkey-
testing technique, and observed bugs were fixed.

6) Beta deploying. The procedure was released on the beta
server.

7) Second testing. The procedure was tested by the beta test-
ers, which highlighted further bugs and suggested further
improvements. Observed bugs were fixed and relevant sug-
gestions taken into account.

8) Final deploying. The procedure was released on the main
server.
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Figure 5.12: Analyze sim-
ulation panel in WEEZ-
ARD

In addition to the New simulation group of tasks , the Simulation
category considers also another group of tasks, which can be
accessed through the Analyze simulation button.

Thanks to the Analyze simulation task group, the user can check
the working progress and analyse partial results at any time. As
shown in Figure 5.12, Analyze simulation consists in a panel where
the whole set of simulations is listed, along with the name of
the simulations, the computational domain names and the saved
model variables. Simulations already performed are labelled with
a green traffic light, simulations still running with a yellow light
and simulations not yet run with red light.

Once a simulation is selected, different tasks are available de-
pending on the status of the simulation.

The first line of buttons concerns information and manage-
ment operations, while the second line regards visualisation.
Here, three different display frameworks are available, each ful-
filling different target requirements.

- 2D local view. This framework is tailored for in-depth
quantitative analyses. Model outputs are displayed in a
2D view, with a local coordinate system (see Figure 5.13).
Maps of variables saved can be browsed in time and space
and multipoint section profiles can be extracted. The geo-
metrical position of the sections can be stored on the server
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Figure 5.13: 2D local-
view framework in
WEEZARD

Figure 5.14: 2D
georeferenced-view
framework in WEEZ-
ARD

and used to analyse different simulations on the same com-
putational domain.

- 2D georeferenced view. This framework allows to contex-
tualize results in the main window. Here (Figure 5.14), the
accordion menu Results animation in the Browsing left panel
reveals the relevant management tools. Scalar field maps
(or velocity field maps) of the variables can be animated in
time over background layers, showing the dynamic devel-
opment of the simulated phenomenon.
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Figure 5.15: 3D-view
framework in WEEZ-
ARD

- 3D view. This framework provides realistic 3D represent-
ation of a debris-flow simulation and turns out to be par-
ticularly useful for communication with non-experts. As
pointed out by some authors (Hagemeier-Klose and Wag-
ner, 2009; Albano et al., 2015; Sanders et al., 2016), this ele-
ment is not a secondary goal in the field of risk management,
because the use of advanced web tools can significantly in-
crease citizen awareness and communities resilience. Image
orientation and zooming can be controlled with a mouse,
while other controls are available in the side panel (Figure
5.15). Dynamic visualisation and video production are sup-
ported.

5.4.2.4 Hazard mapping functionalities

The Hazard mapping category collects two groups of tasks:
Create map and Analyze map.

Create map allows the user to produce hazard maps by means
of the Hazard Mapping service. This is a module developed by the
author of this thesis, considering high-concentration flow hazard-
mapping regional or national regulation abiding by the BUWAL
approach proposed in Heinimann et al. (1998). The module is
able to process simulation results, according to hazard-mapping
criteria stated by law, and produces hazard-level maps in output.
Create map is based on a four-step guided procedure, assembled
as follows:

I. The name of the hazard map to be created must be specified,
together with the nature of the phenomenon represented
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Figure 5.16: Analyze map
panel in WEEZARD

by the simulation and the regulation (i.e. the classification
criteria) to be applied.

II. The domain where to map hazard-level must be chosen.
Domains with a number of simulations lower than the min-
imum number required by law are marked with red traffic
lights and can not be selected.

III. Simulations available for the selected domain are listed ac-
cording to their return period. Traffic lights indicate the
status of the simulations. Those to be considered by the
Hazard Mapper service are selected within the completed
simulations with simple clicks.

IV. Clicking on the Run button, Hazard Mapper starts the pro-
cessing in background and produces hazard-level maps and
a lot of other intermediate maps.

Also in this case, a simple procedure hides a considerable "back-
stage" work on the server, concerning data processing, storage
and retrieving.

Once a Hazard Mapper run ends, the user can analyse the
outputs of the hazard-mapping procedure by means of the func-
tionality Analyze map. This group of tasks (see Figure 5.16) was
designed and built similarly to the Analyze simulation panel. Haz-
ard maps are here managed, displayed, downloaded or deleted.
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Figure 5.17: Scheduling
queue window in WEEZ-
ARD

5.4.2.5 Scheduling queue functionality

The multi-user architecture of the system implies that many
requests to run simulations can reach the server simultaneously
or that a new request may arrive when other simulations are still
running. Since only a given number of simulations can conveni-
ently run concurrently (depending on the available computational
power of the system), a scheduling queue is necessary to manage
the situation.

The scheduling queue functionality provides all the informa-
tion regarding the progress of a user’s run. A window, shown in
Figure 5.17, gives a graphical and quantitative overview of: the
estimated computational time of each simulation in the queue; the
simulations currently running along with their estimated ending
time; the position of the user’s simulation in the queue.

5.4.3 The functionalities for the administrative user func-
tionalities

Administrative users can access all the standard user func-
tionalities and, in addition, a control panel for the management
of some aspects of the system. The panel has four tabs (see Figure
5.18): the first is dedicated to user management; the second gives
the simulation list; the third gives a graphical and quantitative
overview of the disk usage; the last allows the administrator to
set some system options (e.g. timeout values or maximum num-
ber of concurrent simulations).
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Figure 5.18: WEEZARD
administrative panel

5.5 A WEEZARD application: mapping debris-
flow hazard-level in Valle Molinara

After the 2010 debris-flow event in Valle Molinara (which
back-analysis was reported in Section 4.1), that study area was
considered also to carry out some analyses about hazard-level
assessment. In particular, the level uncertainty that could char-
acterise an a-priori hazard mapping was scrutinised following
the BUWAL approach and applying hazard-mapping regulations
of the Autonomous Province of Trento, where the study area is
located.

Other, more basic hazard-mapping applications have been
presented in Zorzi et al. (2016a) and Zorzi et al. (2016b), but they
are not reported here.

5.5.1 A BUWAL-like hazard-mapping approach: regula-
tions in the Autonomous Province of Trento (Italy)

Hazard maps are drawn up to allow technicians, stakeholders
and policy-makers to evaluate levels of hazard and take suitable
decisions to ensure citizen protection. Because of the different
know-how of people involved in hazard management, hazard
maps should catch the whole complexity of natural phenomena
and summarise it through a simple representation, e.g. through
few, coloured hazard levels. Among different approaches avail-
able in the literature and in the regulations of Alpine countries,
the one proposed in Switzerland by Heinimann et al. (1998) and
recalled in Petrascheck and Kienholz (2003) is recognised as the
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Figure 5.19: BUWAL
matrix

most well-validated in Alpine regions, probably also because of
its long history (Kunz and Hurni, 2008). This approach was em-
braced also by the regulation of the Autonomous Province of
Trento (Provincia Autonoma di Trento, 2017).

According to this approach, the local hazard level Hl is defined
as a function of both the event occurrence probability P and its
local intensity i. The concept of hazard level coincides with the
one defined in Petrascheck and Kienholz (2003) and recalled in
Zimmermann (2005). The function Hl is discretised by the step-
wise function shown in Figure 5.19, which is characterised by
three possible ordinary hazard levels: high (red), medium (blue)
and low (yellow). This discretisation is known as BUWAL matrix,
from the name of the Swiss Federal Office for the Environment
which Heinimann et al. belong to.

Local hazard levels are assessed on the basis of some suit-
able "reference events", chosen to represent a significant range
of events possibly occurring in the study area. As far as moun-
tain flows are concerned, it must be noticed that there is not an
univocal agreement about how these "reference events" should
be identified. Typically, they are selected with reference to their
return period, or, equally, to the probability P(m > m0) that their
magnitude m does not exceed a certain magnitude threshold m0
("magnitude" is used here to indicate the global size of the phe-
nomenon, according to Corominas et al., 2015). However, as far
as debris-flow events are concerned, it is not clear which are the
most relevant quantities to be considered in evaluating the event
magnitude. Possible quantities could be for example the rainfall
height causing the debris flow, according to a hydrological ap-
proach, or its solid volume, according to a geological approach,
or its peak discharge, according to a hydraulic approach. Suit-
able approaches should consider a compound probability that
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Table 5.1: Debris-flow in-
tensity classification cri-
teria provided by the
Autonomous Province of
Trento (Italy) in the DGP
772/2017

Variable
High Medium Low

intensity intensity intensity
level level level

Flow
depth

h >1 m 0.5 m< h ≤1 m h ≤ 0.5 m

or or or
Flow
velocity

v >1 ms−1 0.5 ms−1 < v ≤ 1 ms−1 v ≤ 0.5 ms−1

or or or
Deposition
depth

D >1 m 0.5 m< D ≤ 1 m D ≤ 0.5 m

or or or
Erosion
depth

E >2 m 0.5 m< E ≤ 2 m E ≤ 0.5 m

takes into account the occurrence probability referring to both the
flowing phases. However, to date, any similar approach does
not exist, because of phenomenon complexity (see Section 1.3)
and lack of diffused and relevant statistical series. Moreover, it
must be noticed that no indication in this respect is stated by law.
Therefore, in debris-flow hazard assessment it is quite common
to use the rainfall occurrence probability as representative of the
debris-flow occurrence probability.

According to regulations of the Autonomous Province of Tren-
to, hazard levels must be assessed considering three "reference
events", with return periods T equal to 30, 100 and 200 years re-
spectively, i.e with high, medium and low occurrence probability
P.

Once "reference events" are identified, their local intensity i
in the study area requires to be quantified and then classified,
according to threshold criteria to be applied to some significant
variables. Criteria stated by the Autonomous Province of Trento
for debris-flow intensity classification are listed in Table 5.1.

As shown by the flowchart in Figure 5.20, these criteria are
applied to each "reference event" (intensity-level classification),
producing intensity-level maps. Then, for each "reference event",
probability and intensity information is merged according to the
BUWAL matrix (relative hazard-level classification). Finally, haz-
ard-levels of the three "reference event" are overlaid and the worst
local hazard-level is chosen point-wise (hazard-level classifica-
tion). In this way, two hazard-level maps are obtained, according
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Figure 5.20: Flowchart
describing the hazard-
level mapping job and
the intermediate outputs.
In WEEZARD it is per-
formed automatically by
the Hazard Mapper mod-
ule.

to the cut cells present in the BUWAL matrix.

5.5.2 Mapping debris-flow hazard levels on the Valle
Molinara alluvial fan

The hazard-mapping approach described in the previous Sec-
tion was applied to the Valle Molinara site. Analyses reported
hereafter belong to a detailed study that the author carried out
together with prof. Aronne Armanini and prof. Giorgio Rosatti
within the program agreement between the University of Trento
and the Autonomous Province of Trento. The complete work is
available in Italian in Armanini et al. (2014).

First of all, to map debris-flow hazard three "reference events"
were identified. Since no statistical series was available for the
site in terms of debris-flow events, the "reference events" were
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built with a synthetic approach.
The occurrence probability of these events was considered as

coinciding with the probability of the rainfall event causing the
high-concentraiton flow event, while sediment availability was
considered unlimited. This simplification appeared to be the only
possible compromise and in precise agreement with the obser-
vations proposed in Section 1.3. The IDF curves relevant for
the region (Della Lucia et al., 1979, accredited by the Autonom-
ous Province of Trento) were considered and the necessary hye-
tographs defined. Following the same sequence of operations
described in Sections 4.1.3 and 4.2.2, liquid hydrographs were
obtained applying the PeakFlow model with a-priori paramet-
ers values. For each return period, the hydrograph showing the
highest peak discharge was taken into account. Then, concen-
tration was estimated by means of the Takahashi formulation
(equation 4.1), on the basis of the local slope at the fan apex, and
total and solid discharges were obtained. The TRENT2D model
was then applied under the assumption of uniform flow condi-
tion at the upper bound of the domain, making all the necessary
"reference events" available.

This synthetic approach is the most common in hazard-map-
ping practice and requires a sizeable amount of handwork if per-
formed by means of the original version of TRENT2D as desktop
application. On the contrary, the same job performed by means
of WEEZARD appears really affordable. A test revealed that, per-
forming the same job through the old version of TRENT2D and
WEEZARD and being equal the computational power, in the lat-
ter case time required to carry out simulations of the all "reference
events" was reduced by about two thirds.

At this stage, the "reference events" were defined, leading to
the application of the authority classification criteria. Thanks to
Hazard map functionalities, no processing effort was required to
the user in order to perform the operation chain of Figure 5.20, and
the final hazard map for the Valle Molinara alluvial fan (Figure
5.21) was obtained in few minutes.

However, the back-analysis of the Rio Lazer event (Section 4.2)
showed how significant events are observed not necessarily with
the highest peak hydrograph. For this reason, further analyses
where carried out on hazard-level mapping, considering differ-
ent liquid hydrographs, i.e. hydrographs with different durations
and peak discharges. Since the rainfall duration giving the highest
peak discharge in the Valle Molinara basin was little lower than 1
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Figure 5.21: Hazard-
level map (HYP1) ob-
tained through WEEZ-
ARD for the Valle Molin-
ara alluvial fan, consid-
ering the liquid hydro-
graphs with the highest
peak discharge.

hour, the following rainfall durations were considered: 45, 60, 75,
90, 105 and 120 minutes. Without changing approach and mod-
els parameter values, six further, very different "reference events"
were obtained for each return period. Differences regarded es-
pecially deposition and erosion depths, because of the different
liquid and solid volumes at stake.

Then, the procedure was applied six times, one for each rain-
fall duration and six (twelve if the two drafting hypotheses are
considered) hazard-level maps were obtained. However, at a first
sight, maps looked pretty much the same and this result was
confirmed also by a quantitative comparison between both area
extents and hazard levels. As a proof, the hazard-level maps ob-
tained for rainfall durations of 45 and 120 minutes are shown in
Figure 5.22. Valle Molinara hazard-level maps appeared to be
somehow invariant to rainfall duration and intensity.

This is confirmed also by overlaying these hazard map to the
surveyed extension of the 2010 deposition area (Figure 5.23). The
hazard maps cover about the whole flooded area, although the
maps were obtained considering a single peak hydrograph, while
the 2010 event was characterised by two peaks (see Section 4.1).

This supposed invariance depends certainly on the morpho-
logy of the alluvial fan, which conditions debris-flow routes signi-
ficantly. However, although preferential paths of the debris flow
over the Valle Molinara fan do not seem to change very much,
maps of the maximum values of the governing variables mirror
variations in boundary conditions. Nevertheless, this information
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Figure 5.22: Hazard-
level map (HYP1) ob-
tained through WEEZ-
ARD for the Valle Molin-
ara alluvial fan, consider-
ing rainfall durations of
(a) 45 minutes and (b) 120
minutes.

disappears then in the intermediate intensity-level maps. There-
fore, it seems that variations in "reference events" are smoothed
by intensity classification criteria.

Intensity evaluation is based on the local classification of four
governing variables (see Section 5.5.1). Each variable may show
a different local intensity level, but at the end of the intensity clas-
sification, only one intensity level (i.e. the highest among those
identified locally) is taken into account. Therefore, point-wise,
i.e. for each cell, it is possible to identify one (or more) decision-
making variable, i.e. the variable(s) responsible for the choice
of the local intensity-level. In order to better scrutinise the map
invariance and understand the role of each variable, each simu-
lated "reference event" was classified in terms of decision-making
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Figure 5.23: Comparison
between the extent of the
hazard-level map (HYP1)
obtained through WEEZ-
ARD for the Valle Molin-
ara alluvial fan (rainfall
duration of 45 minutes)
and the deposition area
surveyed after the 2010
event (in light yellow).

variables (by means of a common GIS, outside WEEZARD). The
outcome of such a classification was about the same for all the
eighteen "reference events". Mixture velocity clearly played the
role of prevailing decision-making variable. In particular, high
velocity values (v >1 ms−1) were observed in a very wide area,
often associated with rather low flow depths. The extent of the
area governed by the sole velocity ranged from 68% to 73% of the
whole mapped area. In this area, the intensity level identified by
velocity was seldom equal to the intensity level ascribed to the
other governing variables. However, if the analysis includes also
those cells where the intensity level identified by velocity was
equal to the one identified by at least another governing variable,
the percentages increase, reaching values of 97 − 98% in anyone
of the eighteen "reference events". This result indicates that, in
this case study, intensity levels (and therefore hazard levels) are
governed almost exclusively by velocity.

In the light of the these results, a question about the balancing
of intensity-classification criteria can be risen considering those
areas where high velocity values are associated with rather low
values of the other variables. In particular, it should be verified
if the destructive potential of the phenomenon is correctly rep-
resented and quantified in such conditions. If not, some kind of
thresholds revision could be worthwhile.

Without prejudice to this outcome, it must be noticed that the
prevailing part of this analysis was carried out without excessive
burdens thanks to the WEEZARD system, which allowed to limit
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as much as possible the user handwork, leaving considerable
time to analyse results and investigate critical points. However,
it must be noticed that final processing was supported by tools
not included in WEEZARD. This observation opens the way for
further developments of WEEZARD, oriented to the integration
in the system of further useful functionalities.

5.6 Forthcoming developments and a future per-
spective for WEEZARD

Assessing high-concentration flow hazard using the best avail-
able technology while limiting costs is no longer a "mission im-
possible" for practitioners and land protection public agencies.
The presence of a state-of-the-art high-concentration flow model
into an efficient all-in-one, strongly customized environment rep-
resent an important result in the field of mountain-flow hazard
assessment, as confirmed also by user feedbacks. According to
practitioners and technicians that experienced WEEZARD, the
system allows a not-negligible reduction in the time and cost of
production for a high-concentration flow hazard-assessment job.
Simplicity, intuitiveness, accessibility and innovation are the fea-
tures most appreciated.

However, the version of WEEZARD introduced in this Chapter
represents only the starting point towards a more wide, efficient
and eclectic system. Next Sections propose some possible future
developments (Section 5.6.1) and a long-term perspective for the
system (Section 5.6.2).

5.6.1 Possible future developments

Besides the advantages of the chosen technologies with respect
to other alternatives, it is necessary also to highlight possible
limitations of the system and barriers to its use at the current state
of development.

A first issue connected to the TRENT2D model is portability.
In order to obtain high computational efficiency, the model For-
tran 90 code is compiled with processor-specific optimization in
a Windows operating system (OS), therefore it does not have the
complete portability of the rest of the system. However, since time
necessary to do a simulation job can be quite long, in the initial
phase of system development efficiency was prioritised over port-
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ability. Anyhow, a LINUX version of the model will be possibly
developed in the near future.

As far as data interoperability is concerned, the system is able
to use shared data with OGC® WMS standards, while in output,
simulation data are not exposed as they are user sensitive and an
open access is not advisable. Other forms of data sharing (e.g.
FTP; cloud repository; Web Distributed Authoring and Version-
ing, WebDAV) can be easily activated since the system structure is
ready. On the other hand, interoperability with other processing
systems has not been pursued so far, because of the type of target
users chosen for the system. The orientation of the developers
group is to move towards a fully compliant OGC® WPS V. 2.0 in
the near future.

Other future developments regard the possibility of equipping
WEEZARD with new functionalities and models, in response to
user requests and observations. In particular, the following new
functionalities will be developed in the next future:

- on the basis of the results presented in Rosatti and Zugliani
(2015) and Zugliani et al. (2017), the range of model applic-
ability will be extended with reference to the bed nature.
This means that it will be possible to describe high-concen-
tration flow over both fixed and mobile bed, including
also dynamic transitions from fixed- to mobile-bed and
viceversa;

- the possibility of simulating dense-snow avalanches will be
introduced;

- the processing chain available in WEEZARD will be exten-
ded also to hydrological analyses, with the integration in
the system of a hydrological model. In this way, inflow
conditions for the TRENT2D model will be computed in the
same working environment;

- further ancillary functionalities will be integrated in the sys-
tem, in order to better support the analysis stages.

5.6.2 Towards an end-to-end DSS?

In general terms, a Decision Support System (DSS) is a com-
puter-based system developed to aid decision-makers. As re-
ferred in Power (1997), someone indicates as DSS any software
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Figure 5.24: Layout of
methodologies involved
in a end-to-end, general-
ized DSS and their inter-
actions, from Muste and
Firoozfar (2016)

product that runs on a PC and can help managers to make a
decision. According to this definition, WEEZARD could be re-
cognised as a DSS.

Many DSS are model-based DSS, i.e. DSS made of simulation
models and some techniques for multi-criteria analysis (Giupponi
et al., 2011). However, some other DSS categories are identified in
Power (2004): data-driven, document-driven, knowledge-driven
and communications-driven. A complete DSS should collect these
categories all together, giving up specialised DSS and moving
towards multi-disciplinarity, interactivity, participation.

This necessity is clearly expressed in Muste and Firoozfar
(2016), where such a kind of DSS is addressed as generalized DSS.
A generalized DSS should support decision in "prevention, mitig-
ation, preparation, response and recovery from impacts with con-
sideration of climate change, socio-economic evolution and stake-
holders’ input" (Muste and Firoozfar, 2016). Moreover, it should
effectively connect different know-how domains and methodo-
logies, as shown in Figure 5.24. In the light of this definition,
WEEZARD can not be recognised as a DSS. However, some of its
characteristics comply with those typically desirable in a general-
ized DSS.

The logical structure of the WEEZARD system considers the
basic components necessary in a DSS: databases, services, com-
putational algorithms. These components are organised in a
advanced cyber-infrastructure, which implies high-performance
computing, visualization, digital libraries, databases, distributed
systems, middleware, and collaboration technology (Atkins et al.,
2003). Therefore, the architecture of the system could represent
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the early stage of a DSS architecture. Moreover, the use of several
OGC® standards offers wide possibilities in terms of interoperab-
ility. For example, the WEEZARD system appears already fitted
to share data from public repositories or services, possibly to ex-
pose its own data and services and to wrap existing and new
services as WPS.

High-performance computing is supported, thanks to a profit-
able trans-disciplinary collaboration between high-concentration
flow scientists and IT experts. Moreover, the system is web-
based and supports multi-user activities, as required in Muste
and Firoozfar (2016). The web-based character ensures also global
accessibility, as required in Zhang (2011).

Making sophisticated models easily accessible is one of the
purposes that triggered the development of WEEZARD, accord-
ing to the "simplification strategy" often requested by practition-
ers of disaster management (Leskens et al., 2014). Moreover, in
WEEZARD some attention was paid also to hazard communica-
tion, which importance is often recalled in the literature (Hagemeier-
Klose and Wagner, 2009; Albano et al., 2015; Sanders et al., 2016).

Control over model and data is centralised, as required in
Zhang (2011). Moreover, other models can (and will) be easily
introduced in the system, in order to extend the operational chain
available in a single working environment, possibly moving closer
to the layout proposed in Figure 5.24.

Another important point is the absence of spatial limitation,
hoped in Zhang (2011). In practice, WEEZARD can be used to
assess high-concentration flow hazard all over the world.

On the other side, to date WEEZARD is specialised only on
high-concentration flow modelling, i.e. it lacks of the other most
important component of a end-to-end DSS. However, it is not ex-
cluded that the continuous activity of system update and growth
could be orientated towards the development of a generalised
DSS. Certainly, the work would be long and challenging, but
premises seem to be comforting.

Another possibility for WEEZARD is its integration in other
existing, end-do-end DSS. This solution seems to be more reach-
able in the short term if compared with the previous one. How-
ever, just like the previous one, it requires a strict multi-disciplinary
collaboration not only with IT experts, but also with public agen-
cies, practitioners, hydrology scientists, data managers, stake-
holders, politicians, economists, sociologists, ecologists.
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Chapter 6

Complex morphology: the
TRENT2D-UTG model

In Chapter 4, the importance of a proper description of the
site morphology was highlighted by means of two case studies.
There, morphological complexity issues were named concisely
"geometrical" issues.

The key point in morphology description seems to be its spa-
tial representation or, more precisely, its discretisation. Often,
in modelling, spatial discretisation is performed by means of
Cartesian, i.e. regular, meshes. This choice relies on the fact
that a large number of models base the morphology description
on the use of DTMs, which are typically supplied as Cartesian
grids. However, sometimes they appear too much rigid to obtain
everywhere the right level of detail in morphology representation.
On the contrary, other types of meshes appear more suitable to
reach the goal, as for example unstructured meshes.

In this Chapter, this particular family of meshes is taken into
account in order to improve morphology representation and to
develop a new of the TRENT2D model. This new version, called
TRENT2D-UTG (Unstructured Triangular Grid) was addresses to
overcome possibly the "geometrical" issues previously identified.

TRENT2D-UTG solves the TRENT2D equations over a tri-
angular, Delaunay-type mesh by means of the LHLL solver de-
veloped by Fraccarollo et al. (2003). In order to preserve second-
order accuracy in space and time, the same numerical algorithm
developed for the original model is used. The main difference is
represented by the technique used to perform the primitive vari-
ables reconstruction at the cell bounds. In the original version of
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TRENT2D, gradient of the variables is obtained via dimensional
splitting, while the minmod function was chosen as the slope lim-
iter. On the contrary, in TRENT2D-UTG, gradients are computed
and limited by means of the multidimensional approach of Barth
and Jespersen (1989). In the latter case, not only the original ap-
proach was taken into account, but also different expressions of
the limiter, which are compared with the original formulation of
Barth and Jespersen (1989).

In Sections 6.1 and 6.2, detailed motivations about the choice
of considering unstructured, Delaunay-type grids are presented.
Then, Section 6.3 describes the modifications necessarily intro-
duced in the numerical core in order to manage unstructured
meshes properly. Finally, Sections 6.4 and 6.5 show some nu-
merical tests performed applying TRENT2D-UTG respectively to
simple Riemann Problems and to a realistic case study.

6.1 Which spatial discretisation?

Most of the 2D, PDE-based models simulating high-concen-
tration flow dynamics and applying finite-volume methods were
developed over Cartesian, i.e. regular, meshes (see for example
Laigle, 1997; Medina et al., 2008; Pelanti et al., 2008; Greco et al.,
2012). These grids allow to organise cells and variables rationally
and functionally, ensuring a simple management of (not only)
morphological information. However, Cartesian meshes imply
a necessary trade-off between accuracy in the representation and
simulation costs. Typically, coarse Cartesian meshes, i.e. with
large cells, allow to limit computational costs, but give a rough
morphological representation (Figure 6.1(b)). On the other side,
fine Cartesian meshes, i.e. with smaller cells, reproduce better the
site morphology and in general the flow dynamics (Figure 6.1(c)),
but have the drawback of multiplying computational costs, rais-
ing machine requirements and efforts in geo-spatial data manage-
ment. Moreover, Cartesian meshes give staircase representation
whenever a curved boundary or constraint is present. This is
clearly an approximation, which relevance is as much high as
much coarse is the mesh.

The need of representing morphology and flow dynamics with
an acceptable resolution but with reasonable costs generated a
different approach to the problem, based on the use of adaptive
meshes. Adaptive meshes allow a smarter representation of the
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Figure 6.1: Meshes: (a)
domain to be meshed; (b)
coarse Cartesian mesh;
(c) fine Cartesian mesh;
(d) block-structured
mesh; (e) cut-cell mesh;
(f) unstructured mesh

(a) (b)

(c) (d)

(e) (f)

system, increasing spatial resolution where necessary (i.e. in the
expected key points) and decreasing it where the level of detail is
not required to be very high. Clearly, adaptive meshes allow to
represent spatial heterogeneity with a larger flexibility. However,
such a choice entails larger costs in model development and in
spatial data management.

Within adaptive-mesh methods, both structured and unstruc-
tured meshes are used in mountain-flow modelling (see for ex-
ample George and Iverson, 2014 and Benkhaldoun et al., 2013).

Adaptive, block-structured meshes keep the advantages of
Cartesian meshes and allow to reduce computational costs. They
turn out to be particularly suitable to represent linear-type con-
straints that are aligned with the Cartesian axes, while they give
staircase representation whenever constrained are oblique or cur-
ved (Figure 6.1(d)). Moreover, they require a careful management
of those areas where different mesh refinements are in touch.

Since modellers showed the desire of applying hydraulic mod-
els also to geometries not constrained to be rectilinear (Wright and
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Hargreaves, 2013), cut-cell methods and unstructured grid-based
methods were developed in answer to this need.

In general, cut-cell methods (Figure 6.1(e)) are addressed to fit
geometrical constraints at bounds, while the rest of the domain is
described with a structured grid (see for example Ingram et al.,
2003).

On the other side, unstructured meshes (Figure 6.1(f)) are
characterised by a larger flexibility in the spatial representation
of the whole computational domain, containing computational
costs (Benkhaldoun et al., 2013), but introducing more demand-
ing mesh generation and management. However, for sake of
completeness, it should be noticed also that unstructured mesh
can be easily displayed by means of software product or routines
that are quite diffused among modellers and practitioners. On the
contrary, cut-cell grids, and also block-structured meshes, require
the development of customized visualisation tools. Therefore, in
the latter cases, a further development effort must be addressed
to this task.

Whichever the choice, the problem formulation appears sig-
nificantly affected and, therefore, requires efforts in managing the
logical structure necessary to describe cells connectivity properly
(LeVeque, 2002). Accepting this increased demand in model de-
velopment, the unstructured-mesh approach (Figure 6.1(f)) was
chosen to improve the TRENT2D capabilities in representing
significant morphological constraints and their effects on high-
concentration flows.

6.2 Unstructured meshing by means of Delaunay
triangulation

Over the years, several meshing methods have been developed
to produce unstructured grids. The most popular make use of
cells with a specific shape (for example triangles, hexagons, tetra-
hedra), however some techniques were developed also to manage
cells of different shapes in a single grid (Mavriplis, 1997). In this
work, grids with only triangular cells are considered, in order to
avoid excessive costs in grid generation and management.

Generating an unstructured mesh could appear as a simple
task. However, any mesh is not compulsorily a suitable mesh.
Hydrodynamic simulations require quality meshing, i.e. mesh-
generation algorithms able to design grids that are fine enough,
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boundary-conform and characterised by well-shaped cells (Bern
et al., 1994). Moreover, automatic and robust design-algorithms
are required (Mavriplis, 1997).

The most popular meshing technique is the method of Dela-
unay triangulation, which appears to be powerful and richly
based on mathematical theory (Barth, 1990). Basically, it adopts
an optimisation criterium that allows to maximise the minimum
angle of the cell. However, also other techniques have been de-
veloped over the years, each one considering a different optim-
isation criterium. For example, the alorithm for Greedy trian-
gulation (explained in Preparata and Shamos, 1985) continually
adds triangle faces avoiding face crossing. Data-dependent tri-
angulations assume vertexes number and positions as constraints
(see for example Dyn et al., 1990). Other techniques abide by the
minimisation of the maximum edge length (Edelsbrunner and
Tan, 1993) or of the maximum edge lengths sum (Eppstein, 1994).
Further algorithms have been produced, based on different con-
straints, however accounting for them is not the purpose of this
thesis.

Because of the nice properties of the generated meshes, only
the Delaunay triangulation algorithm is considered here. Given a
cloud of planar points, Delaunay triangulation can be performed
applying the empty circumcircle criterion. This means that no
point of the cloud must lie into the circumcircle associated to
each triangle, as shown in Figure 6.2(a). Whenever a further
point is added to the cloud, a new Delaunay triangulation must
be performed, i.e. all the existing triangle whose circumcircles
contain the new point are deleted and a new local triangulation is
carried out (Mavriplis, 1997).

The empty circumcircle property makes Delaunay triangles
"well-shaped", i.e. triangles with large internal angles are pre-
ferred to those with small angles. Therefore, the minimum in-
ternal angle is maximised, which leads to more accurate results
in equations solutions (Bern et al., 1994). Because of this property,
which is called equiangular, the Delaunay triangulation is often
indicated as the MinMax triangulation (Barth, 1990). Further-
more, Delaunay triangulation is unique and leads to the connec-
tion of the nearest neighbour points. The dual mesh of a Delaunay
grid is a Voronoi diagram (Figure 6.2(b)).

In this work, Delaunay triangulation is performed by means
of Triangle, an open-source tool developed by prof. Jonathan
Shewchuk (Shewchuk, 1996). This software allows to build both
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(a) (b)

Figure 6.2: (a) Circum-
circle property (b) Voro-
noi diagram

constrained and conformed triangulations. If a polyline is given
inside or bounding the points cloud, a (data-)constrained triangu-
lation produces triangle whose edges are forced to coincide with
polyline segments. In this case, triangles could not be Delaunay.
On the contrary, a conformed triangulation permits the addition
of further points, called Steiner points, along the polyline seg-
ments, in order to produce triangles that preserve the Delaunay
properties. For the purposes of this thesis, only this second op-
tion was used. Therefore, unstructured triangular meshes were
produced only with Delaunay properties.

Furthermore, Triangle allows to force grid cells to be smaller
than a given area. In this way, the "nominal" resolution of the
mesh is defined where no other limiting constraints are applied.

Triangle provides also an algorithm for mesh refinements that
maintains Delaunay properties (Shewchuk, 2002). This tool is
extremely useful since it allows to study key area with a higher
resolution without generating a new mesh starting from scratch.

6.3 Second-order accuracy

TRENT2D-UTG solves the TRENT2D model equations 3.1
over unstructured, Delaunay triangular meshes by means of the
same approach used for the original version of TRENT2D. Only
the LHLL solver was implemented here, because of its simplicity.
However, less-diffusive solvers will be implemented in the future,
in order to enhance the representation.

Second-order accuracy is reached thanks to the MUSCL-Han-
cock approach, applied following the procedure described in 3.2
and suitably adapted.

The indexes used in the notation are displayed in Figure 6.3,
where i and j indicate the considered cell and its neighbour and k
is the local index of common edge. ni,k is the unit vector perpen-
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Figure 6.3: Notations and
conventions used in the
unstructured mesh man-
agement

dicular to the k−th edge and pointing outward the i−th cell, while
ti,k is the unit vector tangential to the k−th edge.

Having in mind this notation, the procedure is modified as
follows:

1) Non conservative half-step (tn
→ tn+ 1

2 )

a. Data reconstruction: primitive variables Wn
i,k at the k-th

cell bounds are obtained by means of multidimensional
linear reconstruction, starting from the cell-average
values Wn

i . In order to avoid oscillations, the i−th

cell gradient 5Wn
i =

[
(wx)n

i ,
(
wy

)n

i

]
and its limiter Φn

i
are estimated according to Barth and Jespersen (1989).
Techniques to compute the gradient and its limiter are
extensively presented in Sections 6.3.1 and 6.3.2.

b. Solving the non-conservative homogeneous part: vectors of
conserved variables are updated considering only the
homogeneous part of the system. Fluxes F are com-
puted by means of their physical expressions, consider-
ing reconstructed values Wn

i,k obtained at the previous
point.

Ûn+ 1
2

i = Un
i −

0.5∆t
Ai

∑3
ki=1 Li,kFn

i,k · ni,k

−0.5∆t [Hx]n
i

[
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i ◦ (wx)n
i

]
−0.5∆t

[
Hy

]n

i

[
Φn

i ◦
(
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)n

i

]
where Ai indicates the i−th cell area, Li,k the length
of the k−th edge of the i−th cell and Fn

i,k the vector of
the fluxes computed with the primitive variables Wn

i,k
reconstructed at the k−th edge of the i−th cell.
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c. Source terms: the ordinary differential equation (ODE)

dU
dt

= T

is solved by means of Euler implicit method and prim-

itives variables Wn+ 1
2

i are computed from Un+ 1
2

i solving
a non-linear system.

2) Conservative half-step (tn+ 1
2 → tn+1)

a. Data reconstruction: primitive variables Wn+ 1
2

i,k at k−th
cell bounds are obtained by means of linear recon-

struction starting from the cell-average values Wn+ 1
2

i
computed at timestep tn+ 1

2 . To avoid oscillations the
i−th cell gradient 5Wn

i and its limiterΦn
i are estimated

according to Barth and Jespersen (1989).

b. Solving the non-conservative homogeneous part: vectors
of conserved variables are updated considering only
the homogeneous part of the system. Intercell non-
conservative Riemann Problems (RPs) are solved by
means of the LHLL approximated solver, considering

primitive variables Wn+ 1
2

i,k and Wn+ 1
2

j,k obtained at the
previous step for the neighbouring cells i and j at the
common edge.

Ûn+1
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]
c. Source terms: the ordinary differential equation (ODE)

dU
dt

= T

is solved by means of Euler implicit method and prim-
itives variables Wn+1

i are computed from Un+1
i solving

a non-linear system.
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It must be noticed that, under the assumption that the PDEs
system is rotationally invariant, the scalar product Fi,ki ·ni,k can be
expressed also by means of the following transformation matrix
Mi,k:

Mi,k =


1 0 0 0
0 1 0 0
0 0 cosαi,k sinαi,k
0 0 − sinαi,k cosαi,k

 (6.1)

where αi,k is the angle between the unit vector ni,k and the x−axis
(see Figure 6.3). This matrix allows to rotate the reference system,
compute 1D-fluxes in according to the ni,k direction and then
counter-rotate the result:

Fi,k

(
Wi,k

)
· ni,k = M−1

i,k

[
Fi,k

(
Mi,kWi,k

)]
(6.2)

In order to preserve stability, timesteps are limited by the CFL
condition. Since the algorithm for the update of the conserved
variables is unsplit, i.e. it deals with both directions n and t at the
same time, the CFL condition is set as

λmax∆t
di

< 0.5 (6.3)

where λmax is the maximum eigenvalue of the system and di is a
characteristic length, representative of the mesh-cell dimension.
Here, it was set equal to the minimum incircle diameter, as for
example in Dumbser et al. (2010) or Balsara et al. (2014).

6.3.1 Gradient computation

In order to reach second-order accuracy, piece-wise constant
values of the cell variables are substituted by means of a linear
piece-wise reconstruction. Starting from the cell-average values of
the variables, i.e. the values at the cell center, suitable slopes must
be computed in the x and y directions. Then, the reconstruction
of the value of any variable Q at any location

(
x, y

)
inside the cell(

x0, y0
)

is performed as follows:

Q
(
x, y

)
= Q0 + 5Q

(
x0, y0

)
· 4x

= Q0 + qx (x − x0) + qy
(
y − y0

) (6.4)

where Q0 is the cell-average value Q
(
x0, y0

)
, 5Q

(
x0, y0

)
=

[
qx, qy

]
is the gradient of Q computed for the considered cell and 4x =
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[
(x − x0) ,

(
y − y0

)]T is the vector of the distance between the cell
center

(
x0, y0

)
and the desired location

(
x, y

)
. In this work, piece-

wise linear reconstruction is applied to the vector of the primitive
variables W, therefore the previous relation becomes

W
(
x, y

)
= W0 + 5W

(
x0, y0

)
· 4x (6.5)

where 5W =
[
wx,wy

]
.

Since unstructured meshes are considered, slopes computa-
tion can not be performed by means of N-dimensional split-
ting. So-called multidimensional techniques must be used, which
should follow the reconstruction design criteria listed in Barth
and Fredrickson (1990):

1) Conservation of the mean. Indicating with W any component
of the vector W and with A the cell area, this constraint can
be expressed as follows:

W
(
x0, y0

)
=

1
A

∫
A

W
(
x, y

)
dA (6.6)

2) k-exactness. A reconstruction is k− exact if the reconstruction
operator computes exactly the variables gradient in case the
space variations are described by a polynomial of degree
k. For instance, if a variable varies linearly in space, the
reconstruction is 1 − exact whenever it reproduces exactly
this variations.

3) Compact support. The gradient computation should depend
only on a relatively small neighbourhood around the cell(
x0, y0

)
. The amount of cells included in the neighbourhood

should be at least equal to (k+1)(k+2)/2, but not excessively
large, in order to limit computational costs and to preserve
accuracy, since faraway data could be not representative of
the processes observed in the cell

(
x0, y0

)
. In this work, since

we consider linear reconstruction with k = 1, at list 3 cells
should be considered in the gradient computation.

4) Efficiency. Since the reconstruction is performed more than
once in each cell, it is important to implement the gradient
computation efficiently, avoiding repeated computations of
the non-varying quantities.
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Moreover, Barth and Jespersen (1989) require that the gradi-
ent computation is possible for any arbitrary mesh, since this
constraint makes the gradient-computation algorithm robust and
general.

In this work, the gradient computation and also the limiter
evaluation are performed according to the technique proposed
by Barth and Jespersen (1989). Although it was the first truly-
multidimensional technique, it is recognised to be the most pop-
ular and successful for at-least second-order accuracy numerical
schemes implemented over unstructured meshes, probably be-
cause of its simplicity (Darwish and Moukalled, 2003).

This technique abides by the constraints previously listed and
bases the gradient computation of the Green-Gauss integration,
commonly used unstructured grid-based schemes. According
to the Green theorem, it is possible to express the volumetric
integral of the gradient of a function as the surface integral of the
function along the bounding surface. Applying the theorem to
the primitives-gradient computation, it is possible to obtain:∫

A
∇WdA =

∮
∂A

Wnds (6.7)

where A is the area of the control volume, i.e. the compact sup-
port, considered in the computation, ∂A is its bound and n is
the outward pointing unit vector, orthogonal to ∂A at the s loca-
tion, where s represents the coordinate along the hull perimeter.
Equation 6.7 leads to the following expression:

∇W =
1
A

∮
∂A

Wnds (6.8)

Now, the point is which suitable control volume A, i.e. which
surface ∂A, has to be chosen in order to compute the gradient. In
Barth and Jespersen (1989), three alternatives are proposed, how-
ever, only the third satisfies the aforementioned design criteria
including also the constraint about robustness and generality. For
this reason, the alternative implemented in TRENT2D-UTG coin-
cides with the most demanding proposed by Barth and Jespersen
(1989). According to this choice, the surface ∂A corresponds with
the centroid-centroid path including the hull made of the non-
adjoining neighbour cells that share with the central cell i at least
one node. Figure 6.4 displays the hull and its perimeter ∂A. The
integral along ∂A is computed via trapezoidal rule.
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Figure 6.4: Compact sup-
port used to compute
the gradient according
to Barth and Jespersen
(1989)

6.3.2 Gradient limiters

Variables reconstruction must fulfil also another important
constraint that is the monotonicity principle. According to mono-
tonicity, no new local extrema can be created by reconstruction.
This means that reconstructed values must not exceed the max-
imum and minimum values set at the cell center of the neighbour-
ing cells:

min
(
W j,Wi

)
≤Wi

(
x, y

)
≤ max

(
W j,Wi

)
(6.9)

where Wi and W j represent the cell-center values of any primitive
variable W in the considered cell and in its neighbours respect-
ively, while Wi

(
x, y

)
represents the reconstructed value at any

location
(
x, y

)
inside the i-th cell.

In order to satisfy this requirement, the gradient is multiplied
by a limiter Φi, which reduces the value of the gradient when
necessary. The limited form of the variable reconstruction appears
as follows:

W
(
x, y

)
= W0 +Φi5W

(
x0, y0

)
· 4x (6.10)

Φi is a non-linear limiter that should avoid spurious oscilla-
tions in the solution of the model equations. The challenge is to
find the largestΦi admissible, in order to limit the reconstruction
the bare minimum.
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6.3.2.1 The Barth and Jespersen formulation

Barth and Jespersen (1989) proposed a formulation ofΦi suit-
able for solving the Euler equations, which was later applied by
Anastasiou and Chan (1997) to 2D Navier-Stokes equations. Here,
the same formulation is applied to a more sophisticated system
of equations. The Barth-Jespersen method takes into account val-
ues of the variables computed at the i-th cell-center, at the j-th
neighbour cell-centres and at the m-th vertex of the i-th cell. In
detail:

- Wi0 represents the cell-centred value of the variable W in the
cell i;

- W j0 represents the cell-centred value of the variable W in
the three cells j adjacent the cell i;

- Wi,m represents the value of the variable W computed at the
three vertexes m of the i−th cell without limitations.

As far as the neighbour cells are considered, assuming that

Wmin
i = min

(
Wi0,W j0

)
and Wmax

i = max
(
Wi0,W j0

)
with j = 1...3, the following quantities can be computed:

∆Wmin
i = Wmin

i −Wi0 and ∆Wmax
i = Wmax

i −Wi0 (6.11)

Similarly, with regard to the reconstructed values at vertices

Wi,m = Wi
(
xi,m,yi,m

)
= Wi0 + (wx)i

(
xi,m − xi0

)
+

(
wy

)
i

(
yi,m − yi0

)
the following quantity can be computed

∆Wi,m = Wi,m −Wi0

= (wx)i
(
xi,m − xi0

)
+

(
wy

)
i

(
yi,m − yi0

) (6.12)

The Barth-Jespersen limiter is based on the use of a simple, non-
differentiable function indicated here as Ψ:

Ψ
(
y
)

= min
(
1, y

)
(6.13)

where y is a dummy variable.
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Defining

ymax
i,m =

∆Wmax
i

∆Wi,m
and ymin

i,m =
∆Wmin

i

∆Wi,m

the Barth-Jespersen limiter can be computed as

Φi,m =


Ψ

(
ymax

i,m

)
, if ∆Wi,m > 0

Ψ
(
ymin

i,m

)
, if ∆Wi,m < 0

1, otherwise

(6.14)

for each vertex. Then, the most restrictive value of Φi,m computed
for the variable W of the cell i is used all over the cell, that is

Φi = min
(
Φi,m

)
(6.15)

This procedure ensures the fulfil of the monotonicity principle
anywhere within the cell. However, Barth and Jespersen (1989)
observed that reconstructed values of the primitive variable are
required only in some specific locations and not at any point
within the cell. This allows to relax the constraint at vertices,
imposing that the monotonicity principle must be satisfy only in
some relevant locations, where the reconstruction is being actually
performed.

According to Buffard and Clain (2010), two suitable locations
can be considered to compute reconstructed values: the edge
midpoint M and the intersection P between the edge and the
segment connecting the cell i and its neighbour j, both shown in
Figure 6.3. Considering alternatively these two locations in place
of the cell vertexes, the following quantities can be computed

∆WMk = (wx)i

(
xMk − xi0

)
+

(
wy

)
i

(
yMk − yi0

)
(6.16a)

∆WPk = (wx)i

(
xPk − xi0

)
+

(
wy

)
i

(
yPk − yi0

)
(6.16b)

and replaced to the term ∆Wi,m appearing in ymax
i,m , ymax

i,m and Φi,m.
In the first case, a less restrictive expression of the Barth-Jespersen
limiter is obtained, following Hubbard (1999). In the latter, a new,
slightly restrictive formulation is reached. All the three alternative
formulations (at vertexes m, at midpoints Mk, at intersections Pk)
were implemented in TRENT2D-UTG and compared in Section
6.4.
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6.3.2.2 The Venkatakrishnan formulation

The Barth-Jespersen original limiter is not the only one de-
veloped for solving unstructured-meshes-based methods (see for
example Durlofsky et al., 1992; Lambert et al., 1996; Bruner and
Walters, 1997, to name but a few). In this work, the Venkatakrish-
nan limiter (Venkatakrishnan, 1995) is considered as a further op-
tion in the TRENT2D-UTG. This limiter was chosen since it was
developed starting from the work of Barth and Jespersen (1989),
but overcoming the convergence problems found with the limiter
(Darwish and Moukalled, 2003). Venkatakrishnan (1995) replaced
the original expression of the function Ψ with the following one:

Ψ
(
y
)

=
y2 + 2y

y2 + y + 2
(6.17)

In this case the computation of the limiter is performed consider-
ing alternatively the reconstruction locations Mk and Pk. Some res-
ults obtained by means of the Venkatakrishnan limiter are shown
in Section 6.4.

6.4 Numerical tests

In order to validate the TRENT2D-UTG model and compare
the different limiters, some simple test cases were carried out.

First, the model was tested in order to verify that some simple,
but essential, physical behaviours of the flow are properly caught,
without generating non-physical results (Section 6.4.1), according
to observation proposed in Section 2.2.5.

Second, some 1D Riemann Problems were solved and com-
pared with their exact solution (Section 6.4.2).

Last, a circular dam-break is simulated, in order to verify
symmetry (Section 6.4.3).

6.4.1 Steady-state tests

The first test performed was about the water-at-rest condition,
in order to verify the C-property, i.e. the exact balance of fluxes
in case of no motion. This condition was verified over both a flat
bed and a single-step bed. In both cases, it was satisfied with any
of the limiters.
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Then, another steady-state test case was considered, because
of its importance in free-surface flows modelling. The quasi-
1D uniform flow condition was analysed in channel 400 m long,
with rectangular, 20 m wide cross section and slope iF = 0.05.
The channel was supplied with a constant discharge. This test
was performed considering both the closure relations available
in TRENT2D to describe bed shear stresses, however for brev-
ity only the results obtained by means of the Gauckler-Strickler
formulation (equation 3.3) are presented here.

In the steady-state test discussed hereafter, a mixture dis-
charge equal to Qmix =20.672 83 m3s−1 was considered, with a con-
centration c = 0.021155. Model parameters values were chosen
as follows: cb = 0.65, ∆ = 1.65, Ks =30 m1/3s−1 and β = 0.01. With
these values, the uniform flow depth was evaluated to be equal to
h =0.322 246 m, while the velocity in the flow direction was eval-
uated be equal to u =3.207 613 8 ms−1. The test was performed
over a Delaunay, triangular mesh made of 12393 elements, with
areas at most equal to 1 m2. End time of the simulation was set
equal to 5 s.

In Figures 6.5, 6.6 and 6.7, results obtained by means of the
different limiters are shown for 390 m≤ x ≤400 m. All the cells
whose barycenter is located in this x-range are represented, with
the cell values located in the cell barycenter.

As far as different locations are considered in computing the
limiter with the Barth and Jespersen (1989) approach, different
results are obtained, with different levels of accuracy. In par-
ticular, vertices computation (Figure 6.5(a)) resulted as the most
imprecise, as highlighted in Figure 6.6(a), while midpoint com-
putation appears more regular but with some point-wise spikes
(Figures 6.5(b) and 6.6(b)). These outcomes are due to the excess-
ive limitation introduced by these two computations, which do
not allow to obtain proper reconstructed values at cell bounds.
Differently, computation of the limiters at points P (i.e. at inter-
sections between cell edges and segments connecting neighbour
cell centers) allow to compute the expected primitive values at
cell bounds.

A very similar result is obtained considering the Venkatakrish-
nan (1995) limiter computed alternatively at midpoints M and
intersections P (see Figure 6.7).

On the strength of these results, next applications of the model
are carried out preferring the limiter computation at intersections.
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Figure 6.5: TRENT2D-
UTG uniform-flow test
with Barth and Jespersen
(1989) limiter computed
at (a) vertices m (b) edge
midpoints M (c) intersec-
tions P

(a)

(b)

(c)

Figure 6.6: Zoom
of TRENT2D-UTG
uniform-flow test with
Barth and Jespersen
(1989) limiter computed
at (a) vertices m (b) edge
midpoints M

(a) (b)
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(a)

(b)

Figure 6.7: TRENT2D-
UTG uniform-flow test
with Venkatakrishnan
(1995) limiter computed
at (a) edge midpoints M
(b) intersections P

6.4.2 1D Riemann Problems

Two 1D Riemann Problems (RP) are then solved considering
only the homogeneous part of the PDEs system and assuming the
x-direction as the main flow direction.

6.4.2.1 Three rarefaction waves

The first test case is a 1D RP, which solution involves only rar-
efaction waves. The domain is square and its edges are 80 m long.
It counts 51200 cells, whose maximum area is equal to 0.125 m2.
Left L and right R initial values are set as follows: hL =2.0 m,
hR =1.725 95 m, zbL =1.0 m, zbR =1.124 05 m, uxL =0.0 ms−1, uxR =
2.671 75 ms−1, uyL =0.0 ms−1, uyR =0.0 ms−1. The following model
parameters values were used: cb = 0.65, ∆ = 1.65, β = 1.0. The
end time is set at 5 s.

Figure 6.8 shows results obtained by means of the Barth and
Jespersen (1989) limiter computed at intersections P. Very similar
results are obtained also by means of the other approaches, except
for the Barth and Jespersen limiter computed at vertices, whose
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Figure 6.8: Results
obtained through
TRENT2D-UTG for the
test with three rarefac-
tion waves, applying
the Barth and Jespersen
(1989) limiter computed
at intersections P over
a mesh of 51200 cells:
(a) free surface and bed
elevation; (b) velocity
along the main flow
direction x and Froude
number

(a)

(b)

accuracy appears slightly lower. However, the model is able to
reproduce correctly the structure of the solution with any of the
limiter approaches.

Still considering the same RP, a comparison of the different
limitation approaches is shown if Figure 6.9. It was obtained by
means of the same grid.

As shown by the zoom on the central rarefaction (Figure 6.10),
limiters computed at midpoints and intersections give pretty
much the same result, while computation of the Barth and Jes-
persen limiter at vertexes is more imprecise.

Finally, the intersection computation of the Barth and Jesper-
sen limiter was used to solve the same RP over six meshes with
different resolutions (i.e. numbers of cells equal to 800, 3200,
12800, 51200, 204800 and 819200). As expected, accuracy in-
creases with the mesh refinement (Figures 6.11 and 6.12). This
is confirmed also by the computation of the L1 norms for the flow
depth h (results are summarised in Table 6.1).
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Figure 6.9: Compar-
ison of the five dif-
ferent approaches avail-
able in TRENT2D-UTG
for limiter computation,
considering the three-
rarefaction test and a grid
with 51200 cells

(a)

(b)

Figure 6.10: Zoom on
results obtained through
TRENT2D-UTG for the
test with three rarefac-
tion waves, applying the
different limiter compu-
tations over a mesh of
15492 cells: (a) Barth
and Jespersen (1989) ap-
proach; (b) Venkatakrish-
nan (1995) approach
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Figure 6.11: Compar-
ison of results obtained
by means of TRENT2D-
UTG with the Barth and
Jespersen limiter com-
putation at intersections,
considering the three-
rarefaction test and six
different meshes

Figure 6.12: Zoom on
the comparison of res-
ults obtained by means of
TRENT2D-UTG with the
Barth and Jespersen lim-
iter computation at inter-
sections, considering the
three-rarefaction test and
six different meshes

Table 6.1: Numerical
convergence results
obtained for the three-
rarefaction test with
TRENT2D-UTG and
the Barth and Jespersen
limiter computation at
intersections.

Number of cells L1(h) Order
800 8.38E − 02
3200 2.40E − 02 1.805
12800 6.05E − 03 1.988
51200 1.52E − 03 1.991
204800 3.76E − 04 2.018
819200 9.21E − 05 2.027
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(a)

(b)

Figure 6.13: Results
obtained through
TRENT2D-UTG for the
test with two rarefaction
waves and one shock,
applying the Barth
and Jespersen (1989)
limiter computed at
intersections P over a
mesh of 1549 cells: (a)
free surface and bed
elevation; (b) velocity
along the main flow
direction x and Froude
number.

The L1 norm was computed because it appears more suitable for
conservation laws than the L2 norm and, anyhow, usually it gives
results that are much similar to the L2 norm LeVeque (2002).

6.4.2.2 Two rarefaction waves and a shock

The second test case is a 1D problem, whose solution is made of
two rarefaction waves and a shock. The computational domain is
square, with edges 100 m long. The domain counts 15492 cells and
maximum cell area is 1 m2 wide. Left and right initial values are
set in this way: hL =1.0 m, hR =0.18 m, zbL =1.0 m, zbR =1.108 m,
uxL =1.0 ms−1, uxR =1.012 ms−1, uyL =0.0 ms−1, uyR =0.0 ms−1.
Parameter values were kept equal to those used in the first test.
The end time of the test is set at 7 s.

Figure 6.13 shows results obtained considering the Barth and
Jespersen (1989) limiter computed at intersections P. The model
is able to catch quite well the two rarefaction waves, while is not
able to reproduce the shock as a sharp discontinuity (the shock
appears to be quite smoothed). The cause of this result is the
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Figure 6.14: Compar-
ison of the five different
approaches available in
TRENT2D-UTG for lim-
iter computation, consid-
ering the two-rarefaction
waves + one shock test
and a grid with 15492
cells

Figure 6.15: Zoom on
the shock representa-
tion obtained through
TRENT2D-UTG for the
test with two rarefaction
waves and one shock, ap-
plying the different lim-
iter computations over
a mesh of 15492 cells:
(a) Barth and Jespersen
(1989) approach; (b) Ven-
katakrishnan (1995) ap-
proach

(a) (b)

numerical diffusion (Rosatti and Fraccarollo, 2006), which is very
high in the LHLL solver.

Similar results are obtained also considering the other ap-
proaches in the limiter computation, as shown in Figure 6.14. As
expected, the Barth and Jespersen limiter computed at vertexes
gave the worst results.

The inaccuracy in the shock representation is highlighted in
Figure 6.15 considering the whole set of limiter-computation ap-
proaches.
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6.4.2.3 Unstructured VS Cartesian

A further test case was considered in order to compare results
obtained with the UTG version of TRENT2D and those achieved
applying the original version of TRENT2D, i.e. TRENT2D over a
structured mesh.

For this purpose, a three-rarefaction RP was considered with
the following left and right initial values: hL =2.0 m, hR =2.87 m,
zbL =1.0 m, zbR =0.63 m, uxL =0.5 ms−1, uxR =3.41 ms−1, uyL =0.0 ms−1,
uyR =0.0 ms−1. Model parameters were set equal to: cb = 0.65,
∆ = 1.65, β = 1.0.

The problem was solved both with first- and second-order
accuracy, as shown in Figures 6.16 and 6.17. At second order,
TRENT2D-UTG was applied with the Barth and Jespersen limiter
computed at intersections. Results obtained with TRENT2D-UTG
second-order accuracy are very close, and locally more accurate,
to those obtained with TRENT2D (i.e. over a Cartesian mesh
with resolution comparable to that one of the unstructured mesh)
with the same accuracy. The same observation can be deduced
for the first-order accuracy. Small differences introduced by the
two models are due only to the different approaches in gradient
computation and limitations.

6.4.3 Circular dam-break

A further test was performed considering a circular dam break.
To simulate this problem a square grid with edges 50 m long
was considered, with 62055 cells, whose maximum area is equal
to 0.0625 m2. As initial condition, the following values were
considered: hin =4.0 m, hout =1.0 m, zb,in =1.0 m, zb,out =2.0 m,
ux,in = ux,out =0.0 ms−1, uy,in = uy,out =0.0 ms−1. Model parameters
were set equal to: cb = 0.65, ∆ = 1.65, β = 0.1. This test was per-
formed considering also bed shear stresses via Gauckler-Strickler
formulation. For this purpose, the roughness coefficient Ks was
set equal to 20 m1/3s−1.

Results obtained by means of the Barth and Jespersen com-
puted at locations P are shown in Figures 6.18 and 6.19 at time
t =3 s. They do not show any comparison with an analytical
solution, which is not available, but account for symmetry, which
is the essential requirement in similar problems. The result ob-
tained appears acceptable with reference to both free-surface and
bed elevation.
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Figure 6.16: Compar-
ison of results obtained
for the same RP by
means of TRENT2D and
TRENT2D-UTG consid-
ering grids with the same
number of cells

Figure 6.17: Zoom on the
third rarefaction wave
in the results compar-
ison for the same RP by
means of TRENT2D and
TRENT2D-UTG consid-
ering grids with the same
number of cells
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Figure 6.18: 3D view
of the circular dam-break
results at t =3 s (centroid
values).

(a) (b)

Figure 6.19: 2D view
of the circular dam-break
results at t =3 s: (a) 2D
view in the (x, y) plane
(centroid values); (b) 2D
view in the (x, z) plane
(centroid values).

6.5 A test on realistic morphology

TRENT2D-UTG was used to analyse a realistic case study.
A realistic morphology of a hydropower reservoir was created in
order to simulate the dynamics of a free-surface sediment-routing
process.

For this purpose, an unstructured mesh was used to repres-
ent the heterogeneous morphology of the reservoir, introducing
a suitable refinement in the outflow area. Furthermore, several
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Figure 6.20: 3D view
of the reservoir morpho-
logy.

types of boundary conditions were introduced to represent prop-
erly the hydro- and morphodynamic processes at the inflow sec-
tion, at the outflow sections and at the lateral walls of the reservoir.
Then, a simulation was run, considering the gradient computation
and limitation strategy of Barth and Jespersen (1989) computed
at locations Pk.

6.5.1 Domain morphology and boundary conditions

To test the TRENT2D-UTG model in real-life conditions, the
morphology of a realistic hydropower reservoir was built. The
area of the reservoir was set about equal to 105 000 m2 and its
shape was drawn as much realistic as possible, i.e. avoiding
trivial shapes (see Figure 6.20). In particular, a significant differ-
ence in bed elevation was introduced approximately halfway the
reservoir. Since the bed is mobile, the model is expected to simu-
late erosion and deposition processes in this area, routing eroded
sediments towards the outlet section. The outlet cross section
was shaped rectangular and its width set equal to 8 m. On the
contrary, the inlet cross section was drawn 30 m wide and with
an irregular shape.

In order to make geometry more heterogeneous, an irregular
channel was introduced inside the reservoir, ending in the outlet
section. Two, 20 m long wings canalise the flow into the channel,
while the downstream section coincides with the outlet section.
This channel is intended to direct reservoir sediments towards the
outlet section. In order to increase morphological complexity, also
a semi-circular geometrical constraint was introduced along the
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Figure 6.21: 3D view
of the unstructured mesh
used to discretise the
reservoir morphology.

channel at the left bank, obtaining a local variation of the cross-
section width. This morphology was used as initial condition
for the bed elevation zb, while the initial condition for the flow
depth h was computed assuming the free surface as horizontal
and imposing h =10 m above the outlet section. In this way, about
the whole reservoir appears wet. Initial velocity is assumed equal
to zero.

The domain was discretised by means of a Delaunay triangu-
lar mesh obtained by means Triangle (see Figure 6.21, where the
vertical scale is amplified of a factor 6). Two different resolution
values were used to describe morphology in the computational
domain, which includes the whole reservoir. First the whole do-
main was discretised assuming as maximum cell area a value of
50 m2. In this way, a grid of 3382 cells was produced, with average
cell area of about 35 m2. The side length of equivalent square cell
in a Cartesian mesh would be less than 6 m. Then, a refinement of
the mesh was performed in the area near the outlet section, along
the channel. In this area, cell area is at most equal to 5 m2. After
the refinement, the mesh turned out to be composed of 4939 cells,
which average area is about equal to 1 m2. In this area, the side
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Figure 6.22: (a) 3D and
(b) 2D view of the un-
structured mesh in the re-
fined area

(a) (b)

length equivalent Cartesian cells would be equal to 1 m. Figure
6.22 shows the detail of the mesh in the refined area.

It must be noticed that the walls of the channel are not repres-
ented by the mesh, however they are virtually reproduced by the
TRENT2D-UTG model by means of the reflecting condition. This
condition is set along the whole boundary of the domain, except
for the inlet and outlet sections, which are indicated in Figure 6.23.
At the inlet bound, the equilibrium condition is imposed, accord-
ing to the approach used in the original version of TRENT2D.
On the other side, at the outlet bound the non-reflecting condi-
tion is imposed when the flow is supercritical, while the critical
condition is used when the flow is subcritical.

The inflow boundary condition was computed considering the
mixture hydrograph plotted in Figure 6.24, which is realistic for
the reservoir. The mixture concentration was computed according
to the Meyer-Peter and Müller formulation, because of the small
slope imposed at the inlet section (iF = 0.01). In uniform flow
conditions, the Meyer-Peter and Müller transport formula gives
a concentration of slightly higher than c = 0.002. Although this
value is quite low, this can be accepted, since the aim of the test
is the simulation of sediment routing inside the domain, where
concentrations are expected to be higher, making the application
of TRENT2D-UTG acceptable.

In order to proper represent sediment routing, the Gauckler-
Strickler formula for the bed shear stresses was considered. Model
parameters were set as follows, choosing realistic values: cb =
0.65, ∆ = 1.65, Ks = 40 m1/3s−1 and β = 0.0028.

161



N. Zorzi - Managing complexity in high-concentration flow modelling [...]

Figure 6.23: Location of
the boundary conditions
set for the hydropower-
reservoir domain.

6.5.2 Model results

Figure 6.25(a) represents the initial condition for the bed el-
evation, while Figure 6.25(b) shows the bed elevation at the end
of the simulation. The sediment-routing phenomenon is quite
evident. Erosion processes were observed from the inlet section
up to the halfway the reservoir. In particular, a channel 40 m wide
took shape by erosion. Eroded sediments were then deposited
in the deeper part of the reservoir, with a quite homogeneous
spatial distribution, except for the artificial channel area, next to
the outlet section. This is even more evident looking at Figure
6.26, where the difference between initial and final bed elevation
is shown.

In the refined area, erosion processes are predominant both in-

162



6.5. A test on realistic morphology

Figure 6.24: Mixture hy-
drograph supplied at the
inflow section of the hy-
dropower reservoir for
the sediment-routing test
with TRENT2D-UTG

Figure 6.25: (a) Initial
and (b) final condition of
the bed elevation of the
reservoir before and after
the TRENT2D-UTG sim-
ulation

(a) (b)

side and outside the channel (see Figure 6.27). However, erosion
timing is different in the two regions. Inside the channel, erosion
depth increases continuously during the first part of the simula-
tion, while it decreases during the falling limb of the hydrograph,
when the deposition front is approaching the channel. On the
other hand, outside the channel, erosion processes appear quite
gradual during the whole simulation, except for the region up-
stream of the channel, where the bed dynamics is more similar to
that one of the channel bed.
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Figure 6.26: Erosion
(blue) and deposition
(red) depths in the reser-
voir after the TRENT2D-
UTG simulation

The use of different resolution in different areas allows to ob-
tain the right level of detail in each area, containing computational
costs. Differently, simulating the same phenomenon with the ori-
ginal version of TRENT2D, i.e. over a regular Cartesian, the only
possible way to simulate accurately the channel processes is to
accept a significant increase in the cell number and, therefore, in
computational costs. On the other side, to contain costs, a low
level of detail in the channel should be accepted with the original
TRENT2D.

On the strength of these results it can be observed that the
"geometrical" complexity issue faced in this Chapter is solved.
However, the trade-off accepted by the author, i.e. the model
developer and user, was a significant effort in model develop-
ment, especially in the management of geometrical information
and in the debugging phases, and in creating and storing suitable
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Figure 6.27: Erosion
(blue) and deposition
(red) depths in the re-
fined area near the reser-
voir outlet: center cell
values for (a) t = 6h, (b)
t = 12h, (c) t = 18h and
(d) t = 29h.

(a) (b)

(c) (d)

Delaunay grids. These latter points could be overcome in the
future integrating some suitable services in the WEEZARD sys-
tem, together with the TRENT2D-UTG model, according to the
approach presented in the previous Chapter.

Because of its geometrical flexibility, TRENT2D-UTG seems
particularly suitable to represent several kinds of flow-controlling
structure. Therefore, in perspective, the model could be enriched
with further types boundary and internal conditions, to be ap-
plied whenever a flow-controlling structure is present in the com-
putational domain. In this way, it would be possible to take into
account properly the effects of these structures on the flow and
bed dynamics. An example in this sense is presented in the next
Chapter.
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Chapter 7

Flow-control devices and
mobile bed: modelling
high-concentration flows
conditioned by sluice gates

High-concentration flows show their intrinsic complexity also
whenever they interact with flow-control devices, which are artifi-
cial structures aimed exactly at conditioning the phenomenon be-
haviour locally. Common high-concentration flow-control struc-
tures and devices are slit check dams, beam dams, weir check
dams, deflection walls, block ramps, lateral walls. All these struc-
tures are conceived as protection devices, designed to modify
high-concentration flow dynamics during flood events, although
their effect is sometimes visible also in ordinary conditions. The
influence of such geometrical constraints on high-concentration
flows has been widely investigated in the literature (e.g. Hungr
et al., 1987; VanDine, 1996; Armanini and Larcher, 2001; Chanson,
2004; Takahashi, 2007; Schwindt et al., 2017) and their detailed ac-
count, although pertinent, is not within the purpose of this thesis.

Here, attention is paid to another type of flow-control device,
which is related especially to river and hydropower plants man-
agement: the sluice gate. Sluice gates are installed in hydro-
power reservoirs, but also along irrigation channels and on river
barrages, to control water heights and flow rates by partial or
total lifting. In hydropower reservoirs, they may be installed at
the outlet bound, on the spillway crest or next to it (Figure 7.1),
and activated during floods, in order to maintain the reservoir
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Figure 7.1: Sluice gates
of the Stramentizzo dam
(Italy).

water head under a certain threshold, but sometimes also for
sediment-routing purposes against siltation. In the latter case,
the hydrodynamic effect produced by the gate is aimed at mov-
ing reservoir sediment and possibly discharging a part down-
stream. This operation generally implies high values of sediment
concentration, which lead to tracing these phenomena back to
high-concentration flows.

Furthermore, when the slit dam is partially lifted, its effect
on the flow dynamics is expected to be quite similar to that one
produced by slit check dams. Slit dams are nothing but a local,
horizontal shrinkage of the stream cross section, which conditions
sediment transport. Typically, the area upstream of the slit check
dam is characterised by sediment deposition processes, because of
the effects of the dam over the flow hydrodynamics and sediment
transport capacity. Different widths of the slit dam opening im-
ply different upstream deposition depths (Armanini and Larcher,
2001). Similarly, because of the shrinkage introduced in the sluice
gate on the outflow cross section over the spillway, morphody-
namic processes are expected, even if in this case the shrinkage
is vertical rather than horizontal. However, since sluice gates
are typically studied under the clear-water hypothesis and with a
fixed-bed approach (see the short report in Section 7.1), no similar
outcomes were found in the literature.

For this reason, a coupled experimental-numerical campaign
is being carried out in these months by prof. Luigi Fraccarollo,
prof. Giorgio Rosatti, Anna Prati and the author of this work,
in order to study the morphodynamic effects of a sluice gate
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over a high-concentration flow generated for sediment routing
purposes. Some of the results obtained during the experimental
study are summarised in Section 7.2 (courtesy of prof. Fraccar-
ollo and Anna Prati), while in Section 7.3 experimental data are
processed in order to obtain a mathematical description of gate-
controlled flows over mobile bed in the area next to the gate.
Outcomes obtained in this Section are then used to implement a
suitable, possible outflow boundary condition for the TRENT2D-
UTG model, which could be then applied also to study gate-
controlled sediment routing in hydropower reservoirs. A real-
istic example of this application kind is proposed in Section 7.4,
where the same reservoir morphology considered in Section 6.5.1
is used. In this application, two complexity sources are therefore
considered: morphology and gate-controlled dynamics.

7.1 Studying sluice-gate hydrodynamics: a lit-
erature review

Sluice gate hydrodynamics has been studied for more than
one century (Montes, 1997), becoming a classical topic in fluid
mechanics. However, modern studies have been carried out only
in the last decades, starting with the works of Rajaratnam and its
co-workers (Roth and Hager, 1999).

Most of the studies present in the literature of the last fifty
years are based on a particular schematisation of the problem,
referred here as "standard sluice gate" configuration, borrowing
the definition proposed in Roth and Hager (1999). The standard
sluice-gate configuration considers the gate as vertical, flat and
with a sharp crest at the lower bound. The gate is assumed to be
inserted in a horizontal channel with rectangular section, negli-
gible roughness and non-erodible bed. Only gates perpendicular
to the channel flow are considered. The flow downstream the gate
is considered free, although several studies account also for the
submerged-flow case (e.g. Franke and Valentin, 1969; Swamee,
1992; Belaud et al., 2009; Cozzolino et al., 2015; Wu and Rajarat-
nam, 2015). Commonly, steady state conditions are considered.

As far as standard sluice gates are taken into account, some
general, qualitative observations can be formulated, especially
on the basis of experimental data collected by Rajaratnam and
Humphries (1982) and Roth and Hager (1999).

As observed also in Castro-Orgaz and Hager (2014), the flow
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Figure 7.2: Typical in-
ternal flow structure up-
stream the sluice gate
(from Castro-Orgaz and
Hager, 2014).

(a) (b)

Figure 7.3: Horseshoe
vortex upstream the
sluice gate: (a) sketch
edited from Montes
(1997); (b) side view from
Speerli et al. (1999)

approaching the gate, which is typically subcritical, can be di-
vided into two portions: an upper vortex-flow zone and a lower
internal-jet zone (Figure 7.2). In the lower zone, acceleration is
observed, with the streamlines converging under the gate. The
maximum value of velocity is observed slightly above the bed
and the pressure distribution appears to be not hydrostatic. In
the upper zone, a recirculating flow is observed (Figure 7.2), with
a slight increase of the flow depth and the formation of a very thin
boundary layer along the sluice gate. In the recirculation zone,
some authors (e.g. Montes, 1997; Speerli et al., 1999 and Roth and
Hager, 1999) observed the presence of a horseshoe vortex (Figure
7.3). According to Roth and Hager, the narrower is the channel,
the larger is the distance between the vortex and the gate.

Downstream, a vertical contraction of the flow section is ob-
served, which is addressed as the phenomenon of the vena con-
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Figure 7.4: Sluice gate
notation.

tracta. In the cross section, where the flow depth is the lowest,
streamlines are straight and pressure is hydrostatic. Here, the
flow is supercritical.

Evidently, sluice gates cause 3D hydrodynamic effects, how-
ever there is still not agreement about their description.

Several of the literature contributions assume the flow as ir-
rotational, while the fluid is considered as incompressible and
inviscid. Furthermore, most authors assume the upstream free
surface as horizontal.

According to this approach, energy can be considered con-
stant from upstream to downstream of the gate and the following
energy balance can be written between the upstream undisturbed
flow 0 and the vena contracta section C (see Figure 7.4 for the
notation):

h0 +
u2

0

2g
= hc +

u2
c

2g

where h0 and u0 are the undisturbed upstream flow depth and
velocity, while hc and uc are the flow depth and the velocity in the
vena contracta section. Considering also the mass conservation
equation

h0u0 = hcuc

the following relation for the velocity uc is obtained:

uc =
√

2gh0
1√

hc
h0

+ 1
(7.1)
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The flow depth hc can be expressed as hc = aCc, where Cc is
the contraction coefficient Cc. Substituting this expression into
equation 7.1 and multiplying by hc, it is possible to obtain a useful
relation between the discharge per unit width q, the upstream
flow depth h0 and the gate opening a:

q = a
√

2gh0
Cc√

aCc
h0

+ 1

Similarly, being Cq the discharge coefficient, the relation becomes
(Henry, 1950; Swamee, 1992)

q = aCq
√

2gh0 (7.2)

where (Henderson, 1966)

Cq =
Cc√

aCc

h0
+ 1

(7.3)

Equation 7.2 is significant, since it allows to compute one among
the variables q, a and h0 once the other two are known, in addition
to the discharge (or the contraction) coefficient. However, the
estimate of the discharge (or the contraction) coefficient appears
to be quite challenging. Most authors observed that Cq depends
on the gate opening a and the upstream flow depth h0, but the
dependence is not described univocally. Table 7.1 lists some of
the heterogeneous formulations proposed. Most of them were
verified experimentally. In all these formulations, the energy loss
due to the horseshoe vortex upstream the gate is somehow taken
into account, according to observations that indicate the loss as
depending on the gate opening (Valentin, 1968).

On the other side, Montes (1997) observed that scale effects
introduced by viscosity, roughness and surface tension are signi-
ficant only if the gate opening and the channel width are small.
As a general indication, Roth and Hager (1999) stated that, for a
channel of width equal to 1 m, scale effects are negligible if the
gate opening is greater than 0.5 m.

Analyses performed by Sepúlveda et al. (2009) showed that
formulations produced with reference to the classical theoret-
ical framework are almost all acceptable (with the exception of
Swamee, 1992), especially when no calibration can be performed.
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Table 7.1: Some liter-
ature formulations for
the sluice-gate discharge
coefficient Cq.

Publication Cq(h0, a)

Rajaratnam and
Subramanya
(1967)

Cq = 0.589 + 0.0297
√

a
h0

Garbrecht (1977) Cq = 0.6468 − 0.1641
√

a
h0

Noutsopoulos
and Fanariotis
(1978)

Cq = 0.62 − 0.15
√

a
h0

Nago (1978) Cq = 0.6 exp
(
−0.3

a
h0

)
Swamee (1992)(1)

Cq = 0.611
(

h0 − a
h0 + 15a

)0.072

Roth and Hager
(1999)

Cq = 0.594 +
a/h0

1
20 + 2

5 s

( 1
18

s −
3

500

)  a/h0
1

20 + 2
5 s
− 2


with s = log

(
a
√

2ga
1000ν

)

Defina and Susin
(2003)

Cq =
Cc√

Cc
a
h0

+ 1

with Cc = 1 −
(
0.153 a2

h2
0
− 0.451 a

h0
+ 0.727

)
sin

(
a
h0

)
(1) regression on Henry (1950) nomogram

This leads to the conclusion that, despite the significant uncer-
tainty behind the evaluation of Cq, almost any of the formulations
of Table 7.1 can be reasonably applied. Analogously, also the
classical Kirchhoff value of Cc = 0.611 can used to compute an
acceptable value of Cq by means of equation 7.3.

However, it must be noticed that all these results were ob-
tained considering only the steady-state condition, i.e. one of all
the possible conditions. Such condition is quite far from the un-
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steady processes observed for example during gate-lifting man-
oeuvre. Nevertheless, experimental analyses carried out in Chan-
son et al. (2002) regarding flow through a horizontal orifice at the
bottom of a tank showed that the difference between unsteady
experimental results and classical steady-state theory seem to be
very slight. Realistically, this observation can be extended also to
gate-controlled flows.

On this basis, relations proposed in Table 7.1 can be profitably
used in 2D, shallow-flow models (see for example Zhao et al.,
1994 or Cozzolino et al., 2015), in order to properly simulate the
gate control effect also in unsteady conditions.

7.2 Sluice gates and high-concentration flows
over a mobile bed: some results from an
experimental campaign

All the contributions cited in the previous Section refer to
the case of a sluice gate controlling a clear-water flow over a
fixed bed. However, for the purpose of this Chapter, different
conditions must be considered, i.e. a sluice gate controlling a
high-concentration flow over a mobile bed. In such conditions,
not only hydrodynamics has to be investigated, but also morpho-
dynamics, i.e. bed evolution and sediment transport dynamics.
Because of the scarcity of studies in the literature about this prob-
lem, an experimental campaign was carried out by prof. Luigi
Fraccarollo (University of Trento) and his co-worker Anna Prati,
considering steady and unsteady conditions. The main results
obtained through the experiments are shortly summarised here
(courtesy of prof. Fraccarollo and Anna Prati).

The experimental set up was made of a glass-wall flume 6 m
long, with a cross section of 0.1 m × 0.5 m and adjustable slope.
The mixture of water and sediments was supplied by means of
a pump, which discharge was adjustable. The sluice gate was
positioned at the outflow bound of the flume and its opening was
regulated by means of a wheel.

Three materials, characterised by different size and density,
were used to simulate the solid phase of the mixture: polymethac-
rylate (PMMA), polyvinylchloride (PVC) and sand.

With this set-up, two significant problems were studied: the
steady-state condition and the gate-opening manoeuvre. Both are
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shortly accounted for here below, mainly from a qualitative point
of view.

7.2.1 Steady-state conditions

Firstly, the same approach used in the literature to study sluice-
gate clear-water flows over fixed bed was applied. On the whole,
35 experiments were performed (13 with PMMA, 17 with PVC
and 5 with sand) considering mixture discharge constant dur-
ing each experiment. For each group of experiments, different
configurations were considered, i.e. different values of gate open-
ing (from 0.03 m to 0.1 m), bed slope (from 0.01 to 0.08), mixture
discharge (from 5 ls−1 to 12 ls−1) and concentration (from 0.01 to
0.13). For each experiment, a camera was used to acquire videos
through the right side-wall of the flume. Furthermore, images
of experiments with PMMA and PVC were acquired by Anna
Prati with two CCD (Charge Coupled Device) cameras and pro-
cessed by means of the stereoscopic imaging technique proposed
in Spinewine et al. (2003).

Experiments started with the flume in uniform flow condi-
tions, i.e. with the bed slope in equilibrium with the supplied
mixture discharge. Then, the gate was inserted at the outlet
bound of the flume and lowered through the wheel, setting a
certain opening heigh, lower than the upstream flow depth. This
operation generated a transient flow, which duration could turn
out to be quite long (several minutes). The transient flow led then
to another steady-state condition, which is shown in Figure 7.5.
In particular, it was observed that the presence of the sluice gate
forced the bed to assume a new profile near the gate. The new
profile turned out to be very similar to the one observed upstream
slit dams when deposition processes occur (Figure 7.6). Such out-
come was observed throughout the whole set of experiments.

As in the clear-water case, the free surface raised and a re-
circulation zone wass observed. However, near the gate, the bed
slope increased considerably, if compared to the uniform-flow bed
slope associated to the inflow mixture discharge. This variation
can be reasonably ascribed to the action of the internal jet on the
bed.

Although similarities with the standard case are present, the
mobile nature of the bed and the two-phase nature of the flow
clearly add complexity to the problem and require a proper de-
scription.
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Figure 7.5: Bed (brown)
and free-surface (light
blue) profiles observed
during the high-
concentration sluice-gate
flow experiments in
steady-state condi-
tion. Courtesy of prof.
Fraccarollo.

Figure 7.6: Bed profile
observed upstream a slit
check dam. Pricture ed-
ited from Armanini and
Larcher (2001).

7.2.2 Gate-opening manoeuvre

Some other qualitative experiments were carried out in order
to study the effects of a gradual gate-opening manoeuvre, con-
sidering multiple, subsequent partial-opening stages leading to
totally free-surface flow conditions. This experiment was inten-
ded especially to verify the time duration necessary to flow and
bed to adapt to the new boundary conditions. These experiments
were carried out only considering sand sediments, which turn out
to be the most significant in terms of time scale.

Experiments showed that adaptation processes are quite long
as long as the gate is partially open (Figures 7.7(a) and 7.7(b)),
while they are extremely rapid when the flow becomes a free-
surface flow, i.e. flow depth is lower than the gate opening Fig-
ures 7.7(d), 7.7(e) and 7.7(f)). When the flow is free of constraints,
the outflow solid discharge increases dramatically and the depos-
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Figure 7.7: Gate lifting
experiment with sand:
from (a) a partial open-
ing to (h) a total opening.
Courtesy of Anna Prati.

(a) (b)

(c) (d)

(e) (f)

(g) (h)

ition that was observed just upstream the gate is quickly eroded
(Figures 7.7(c)and 7.7(d)).

7.3 Modelling sluice gates over a mobile bed

Data collected during the experimental campaign show clearly
that the bed evolution must be described as coupled with the gate
hydrodynamics. This task appears not straightforward at all, es-
pecially if a depth-average approach is chosen and applied. In this
Section a preliminary, very simplified approach was developed
only to predict the bed configuration at the morphological equi-
librium (see Section 7.2.1), once discharge and gate opening are
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Figure 7.8: Bed profile
near the sluice gate: ex-
perimental data (PVC)
and their interpolation

fixed. Certainly, more detailed and demanding analyses should
be carried out to study the dynamic effect of a gradual opening
of the gate, however this goal goes beyond the purpose of this
thesis.

7.3.1 Mathematical modelling

As a first step, experimental data provided by prof. Fraccarollo
and Anna Prati were analysed by the author of this thesis for two
purposes: the characterisation of the bed profile at morphological
equilibrium and the verification of the validity of the relation 7.2
and of the Cq relations of Table 7.1.

As far as the bed profile is concerned, results obtained through
stereoscopic imaging techniques were suitably processed, in or-
der to identify some recurring profile pattern near the gate. For
this purpose, non-moving particles were distinguished from the
moving ones. Among the non-moving particles, the position of
those placed at the upper bed bound was extracted and plotted,
as shown in Figure 7.8. It must be noticed that this operation
was performed manually, therefore it could be affected by a sig-
nificant level of subjectivity and uncertainty. Points belonging to
the steepest part of the profile were then linearly interpolated, to
verify the presence of a common slope trend within the whole
experimental set. Some of the results obtained with this proced-
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Table 7.2: Data from
some experimental
tests about high-
concentration flows over
mobile bed controlled by
sluice gates: bed slope
near the gate.

Test Material Qmix

[
l
s

]
a [m] iF,gate [−] αgate [◦]

1 PMMA 5.3 0.028 0.93 42.8
4 PMMA 5.3 0.055 0.76 37.3
6 PMMA 4.8 0.028 0.68 34.3
9 PMMA 4.8 0.045 0.81 39.0

16 PVC 6.0 0.040 0.78 38.0
17 PVC 12.0 0.090 0.73 36.1
18 PVC 12.0 0.095 0.79 38.3
21 PVC 12.0 0.105 0.77 37.6

ure are shown in Table 7.2, where iF,gate represents the slope of the
steepest bed profile and αgate the corresponding angle in degrees.
Looking at the last column in the Table, it must be noticed that the
slope angle computed near the gate are quite high and greater than
the friction angles of the two materials (31◦ for PMMA spheres,
32◦ for PVC spheres). This result could be justified through the
difficulty, during image processing, in identifying the right bed
profile, i.e. particles whose velocity was almost zero. This iden-
tification was particularly problematic in PMMA experiments,
since PMMA particles are very light (their density is about equal
to 1200 kgm−3) and they easily move into suspension because of
turbulence. However, also the interpretation of the PVC experi-
ments was partially affected by the same problem because of the
particles density, equal to 1510 kgm−3). On the basis of this con-
sideration, it seems quite reasonable to assume that the slope of
the steepest bed profile is about equal to the friction angle of the
material. On the contrary, in the upper part of the flume uniform
flow conditions were observed, therefore the slope of this zone
can be computed according to uniform flow formulations and
considering the two-phase nature of the flow. In this way, both
upstream and downstream bed slope appear to be known.

On the basis of the experimental data available, a further im-
portant point was investigated, that is the validity of the Cq re-
lations in the case of high-concentration flows over mobile bed.
During the experimental campaign, measurements of discharge
Qmix, gate opening a and flow depth hgate at the upstream side
of the gate were collected. These values were then used by the
author of this thesis to estimate the relevant values of discharge
coefficient Cq from equation 7.2, being q and a known and substi-
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tuting h0 with hgate:

Cq =
q

a
√

2ghgate

These values were then compared with the estimates pro-
duced by the formulations collected in Table 7.1, performing the
same substitution. Only the relation proposed in Defina and Susin
(2003) was disregarded, since the authors noticed that reliable
results were obtained only for a/h0 > 0.3, while the experiments
considered in this Chapter were carried out especially for lower
values of the ratio a/hgate.

The comparison between the experimental estimate of Cq and
the estimates obtained through formulations was carried out com-
puting the percentage relative error for each experimental test.
Results obtained for the 17 PVC experiments are plotted in Figure
7.9.

According to results obtained considering the whole set of
experiments, it can be observed that all the considered formula-
tions, except for the one of Rajaratnam and Subramanya (1967),
give comparable results. Absolute relative errors are typically
lower than 15% and often lower than 10%. Noutsopoulos and
Fanariotis (1978) and Nago (1978) seem to produce slightly better
results. However, accounting for the uncertainty in measure-
ments, especially in those of hgate, almost all the formulations
considered in Table 7.1 can be applied straightforwardly to the
case of gate-controlled high-concentration flows over mobile bed.

At this point, it is possible to estimate a further unknown
of the problem, i.e. extent of the zone influenced by the gate.
For this purpose, the 1D equations reported in Section 2.1.2.1 for
QTP modelling were considered and the steady-state hypothesis
introduced:

∂ (hu)
∂x

= 0 (7.4a)

∂ (chu)
∂x

= 0 (7.4b)

∂
∂x

[
(1 + c∆)

(
hu2 +

1
2

gh2
)]

+ (1 + c∆) gh
∂zb

∂x
= −

τb

ρw
(7.4c)

These mass and momentum conservation equations were ap-
plied to the control volume depicted in Figure 7.10. In the schem-
atisation, the raise in free-surface elevation was assumed to be
linear.
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Figure 7.9: Compar-
ison between Cq values
obtained experimentally
for gate-controlled high-
concentration flows over
mobile bed and estim-
ates computed according
to formulations of Table
7.1: percentage relative
error of the PVC set of ex-
periments.
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Figure 7.10: Schematisa-
tion of a gate-controlled
high-concentration flow
in steady-state condition
over a mobile bed. The
hatched line bounds the
control volume used in
the computations.

In steady-state conditions, mixture and solid mass balances
7.4a and 7.4b can be written as follows over the control volume,
i.e. between sections 0 and 1 of Figure 7.10:

h0u0 = h1u1 = qmix (7.5)

c0h0u0 = c1h1u1 = qsol (7.6)

where h0, u0 and c0 are respectively the flow depth, the velocity
and the concentration of the upstream steady-state flow, which
can be easily computed according to the equilibrium condition,
once that qmix and qsol are known. On the other side, h1, u1 and c1
are the flow depth, the average velocity and the average concen-
tration referred to the gate section.

At this stage h1, u1 and c1 are still unknown, however they
can be easily quantified closing the problem with the sluice gate
equation

qmix = aCq
√

2gh1

where Cq is expressed as a function of a and h1 by means of one
of the formulations of Table 7.1. Solving this equation, the hl is no
more an unknown. On this point, it must be noticed that, choosing
one among Rajaratnam and Subramanya (1967) and Garbrecht
(1977) or Noutsopoulos and Fanariotis (1978) formulations for Cq,
an explicit relation can be obtained for h1. Once h1 is known, it can
be used in equation 7.5 to obtain u1. Moreover, c1 can be obtained
straightforwardly from equation 7.6, which gives c1 = c0.

Now, all the near-gate variables are known except for the
depth ∆z, which represents the height of the bed step shaped
by gate effects (Figure 7.10). This variable can be estimated con-
sidering the momentum conservation equation, written in the
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following form, neglecting shear stresses:

(1 + c0∆)
(1
2

gh2
0 + h0u2

0

)
+ D0 = (1 + c1∆)

(1
2

gh2
1 + h1u2

1

)
(7.7)

where ∆ is the submerged relative density, while D0 represents
the bed pressure term, to be evaluated in the 0 section, over the
depth ∆z. This last term should be evaluated taking into account
the pressure distribution along the steepest slope. However, to
date, no detailed information about the distribution is available.
Therefore, some assumption were introduced, following the ap-
proach used in Rosatti and Fraccarollo (2006), in order to obtain
some kind of estimate, although rough. Pressure distribution in
the mixture was assumed to be linear and the pressure head was
computed with reference to the free-surface level at the gate. Ap-
plying the expression proposed in Rosatti and Fraccarollo (2006),
the pressure term was written as follows

D0 = g (1 + c0∆)
(
h1 −

∆z
2

)
∆z (7.8)

Inserting this expression into the momentum balance 7.7 it is
possible to solve the equation in the unknown ∆z. In this way,
the bed depth conditioned by the gate is known. According to
the previous analyses, it can be reasonably assumed that iF,gate =
tan Φ. Therefore, also the horizontal extent X of the area which
hydrodynamics is affected by the gate can be evaluated, simply
assuming X = tan Φ∆z.

This approach was applied to estimate analytically ∆z and
X for the experimental test cases, assuming that only the vari-
ables values in the 0 section were known and using some of the
relations previously investigated to estimate Cq. Results were
then compared with ∆z and X measurements. Analytical results
generally underestimate the experimental values of ∆z by 20%.
Slightly more accurate results are obtained if the formulations of
Noutsopoulos and Fanariotis (1978), Nago (1978) and Swamee
(1992) are used in the estimate of h1, while the the formulation
of Rajaratnam and Subramanya (1967) gives the worst results, as
expected (underestimation reaches the 60%). However, neglect-
ing results obtained with the Rajaratnam and Subramanya (1967)
formulation, analytical estimates appear definitely acceptable at
the present of the knowledge.
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7.3.2 Implementation in the TRENT2D-UTG model

Results obtained within these analyses may represent an im-
portant reference point for numerical modelling aimed at sim-
ulating gate-controlled high-concentration flows over a mobile
bed. Using these results to set proper boundary or internal con-
ditions at the gate location, not only steady but also unsteady
gate-controlled flows could be simulated. For this reason, the
possibility of simulating gate-controlled flows was introduced in
the TRENT2D-UTG model. However, to date, gates can be loc-
ated only at domain boundaries. In future, this constraint will
probably be removed.

Usually, clear-water shallow-flow models for gate-controlled
flows take into account the presence of the gate in three different
ways (Cozzolino et al., 2015). The simplest approach is to consider
the gate as located at the interface between two cells or at the
outlet bound of the boundary cells and evaluate numerical fluxes
according to the local flow depth and the sluice-gate equation 7.2.
This approach is applied for example in Zhao et al. (1994) and
in Cozzolino et al. (2015). Another option is the one used for
example in Natale et al. (2004), which requires the evaluation of
gate-influenced states upstream, under and downstream the gate.
The last approach considers the gate equation coupled with the
other equations, using the methods of characteristics. An example
of this approach can be found in Jaafar and Merkley (2010).

Because of its simplicity, the first approach was used also in
TRENT2D-UTG. The mass fluxes and the momentum fluxes at the
gate are computed by means of the local values of the variables
and assuming the flow as quasi 1D:

Fk,gate =


aCq

√
2ghk

ck

(
aCq

√
2ghk

)
(1 + ck∆)

(
1
2 gh2

k + hku2
x,k

)
0.0

 (7.9)

The formulation of Noutsopoulos and Fanariotis (1978) was used
to compute the discharge coefficient Cq.

The main question in this approach regards the estimate of
the concentration ck. In steady state conditions, concentration
should remain constant in the gate-controlled area. This means
that it can not be computed by means of transport capacity formu-
lae according to the local values of the hydrodynamic variables.
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Different strategies are therefore required. For example, concen-
tration could be kept constant within the gate-controlled area,
which extension along the flowing direction could be estimated
according to the analytical approach proposed previously. In
TRENT2D-UTG, this operation could be performed intervening
either directly on the concentration values ck or on the local value
of the transport parameter β. In the latter case, β should assume
different values at different locations in order to obtain suitable
concentration values by means of the concentration closure rela-
tion. This second option seems to be less invasive, however it
could cause the lost of hyperbolicity. This question is nothing
but another, new complexity issue. Because of the novelty of the
problem, it was decided to avoid its investigation in this work,
since it appears as a quite demanding issue.

Therefore, in TRENT2D-UTG the problem was circumvented
assuming that the gate-controlled boundary cells are large enough
to contain the gate-controlled area. In this way, concentration at
the gate can be assumed simply equal to the concentration in the
upstream cell.

7.4 A realistic case study: simulating a sluice
gate controlling sediment-routing in a hy-
dropower reservoir

The TRENT2D-UTG model, upgraded with the sluice-gate
boundary condition, was applied to a realistic case study concern-
ing sediment-routing in a hydropower reservoir, with a sluice gate
controlling outflow discharges. In particular, the gate was inten-
ded to regulate the discharges at the downstream section of the
reservoir varying the gate opening in time. The gate regulation is
planned in order to avoid too much high values of mixture dis-
charge, which could hypothetically create problems to the river
downstream of the reservoir. The gate-opening manoeuvre is set
as a model input data.

The case study presented in this Section considers the test per-
formed in Section 6.5 on a realistic morphology as starting point.
This means that the domain morphology, the inflow boundary
condition, the inflow mixture hydrograph and the model para-
meters are kept the same, while suitable outflow boundary condi-
tions and further input data are supplied here for the gate section.
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Details about these new elements are described in Section 7.4.1,
while simulation results are presented in Section 7.4.2.

In this application, the new elements are set so that the outflow
discharges are limited and the effects of the gate on the reservoir
dynamics and on sediment-routing can be recognised.

Because of the variations in time of the inflow and outflow
discharges, the gate opening, the free-surface elevation and the
bed morphology, this problem appears markedly unsteady and
justifies the use of a sophisticated mathematical and numerical
model like TRENT2D-UTG to take into account all these com-
plexity factors.

7.4.1 Model input data

The simulation described in this Section was carried out re-
using the input data set for the test case presented in Section
6.5. Therefore, the reservoir and channel morphology was kept
equal to the one shown in Figure 6.20; the computational mesh
was exactly that one plotted in Figure 6.21; the inflow mixture
hydrograph shown in Figure 6.24 was preserved, together with
the assumption of uniform flow at the upstream bound of the
domain; the values of the model parameters were not modified.
Also the choice about the limiter computation was conserved.

The difference between the previous test and the current one
lies entirely in the outflow boundary condition. In the previous
case, the non-reflecting/critical boundary condition was imposed
at the outflow section, i.e. at the end of the channel, for all the sim-
ulation duration. On the contrary, in this case study, two altern-
ative boundary conditions were imposed at the outflow section.
The first one represents the gate-control condition, assuming that
the gate occupies the whole width of the channel section at the
outlet bound and its opening can be regulated in time. The gate-
control boundary condition coincides with the relations described
by expression 7.9, with the discharge coefficient Cq computed ac-
cording to Noutsopoulos and Fanariotis (1978). This condition
is applied whenever the free-surface elevation next to the gate is
higher than the gate opening. The second boundary condition is
the non-reflecting/ critical boundary condition, already applied
in the previous test case. This condition is used in case the flow
depth near the gate is lower than the gate opening. Depending
on the gate flow depth and opening, the model automatically
switches from a condition to the other.
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Figure 7.11: Gate man-
oeuvre: gate openings in
time.

The gate opening is set by the user, supplying a suitable man-
oeuvre file, which describes gate-opening variations in time. For
the purposes of this work, the gate was assumed to be initially
closed, then it was supposed to be lifted and kept open for almost
the entire simulation. It was closed only towards the end of the
falling limb of the inflow hydrograph.

The opening manoeuvre was planned according to a couple
of criteria:

- avoiding excessive outflow discharges, i.e. maintaining the
discharge below the peak value of the inflow hydrograph;

- reaching the free-surface condition quite quickly, in order to
avoid the formation of the bed step near the gate, i.e. to be
sure that the opening manoeuvre is faster than the bed-step
formation process, which is not properly simulated by the
model so far.

According to these criteria, the manoeuvre shown in Figure 7.11
was set, which considers both a opening and a closing stage. As
the simulation starts, the gate was supposed to be lifted with
a velocity of about 0.25 m min−1 for the first 8 minutes; then,
the velocity was decreased to 0.025 m min−1 for the following
200 minutes. In this way, the final gate opening was equal to
7 m, after about 3 hours and a half from the beginning of the
manoeuvre. Then, the gate opening was kept constant for almost
the entire duration of the simulation. When the inflow discharge
dropped below the threshold of 50 m3s−1 on the falling limb of
the hydrograph, the gate closing manoeuvre eas started. It must
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(a) (b)

Figure 7.12: (a) Initial
and (b) final condition of
the bed elevation of the
reservoir before and after
the TRENT2D-UTG sim-
ulation with gate control

be noticed that the value of the discharge threshold value was
chosen arbitrarily, just to avoid an excessive reservoir emptying.
The closing velocity was set equal to 0.25 m min−1, making the
gate completely closed after only 28 minutes.

With these data, a TRENT2D-UTG simulation was run. Res-
ults are presented in the next Section.

7.4.2 Model results

Figure 7.12 shows a comparison between the initial and the
final state of the reservoir bed elevation. The sediment-routing
phenomenon appears quite clear, as for the test of the previous
Chapter. However, the final condition is slightly different from
that one observed in the previous Chapter, as shown by the com-
parison of Figure 7.13. The two simulation produce different
final bed morphology, especially in the central part of the do-
main. This difference arises from the morphodynamic processes
observed in the first couple of hours, which are different in the
two simulations because of the different boundary conditions. In
the case study without gate control (Section 6.5), intense erosion
process were observed in the channel and a significant fraction
of moving sediments was canalised and delivered to the outflow
section since the first timesteps. On the contrary, in the current
simulation, sediment deposition was observed in the channel as
long as the gate was controlling the flow and outflow mixture and
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Figure 7.13: Bed eleva-
tion inside the reservoir,
after the TRENT2D-UTG
simulation (a) without
gate control and (b) with
gate control

(a) (b)

solid discharges turned out to be significantly limited by the gate.
As a consequence, moving sediments were deposited right inside
the reservoir, modifying the domain morphology especially in the
downstream part of the domain. Such modification conditioned
all the following sediment-routing processes, leading to the mor-
phological state shown in Figure 7.13(b). The effect of the gate
on the final bed morphology can be appreciated also through the
comparison shown in Figure 7.14, where the difference between
the initial and final bed elevation is shown for both the simulation,
i.e. without and with gate control.

The effects of the gate on the outflow discharge can be clearly
recognised analysing the outflow hydrograph, which is shown
in Figure 7.15 together with the inflow hydrograph. In the sim-
ulation without the gate, the outflow hydrograph shows a first
peak discharge of about 190 m3s−1, which is higher than the peak
discharge of the inflow hydrograph. On the contrary, the gate-
controlled simulation gives a first peak with a peak discharge
value of about 110 m3s−1.

When the gate effect ends, the two outflow mixture hydro-
graphs become overlapped. However, although outflow dis-
charges become similar, the two outflow hydrographs differ in
terms of sediment concentration. In both the simulations, out-
flow sediment concentration is quite high at the very beginning
of the simulation, while it decreases during the remaining part
of the simulation. However, on average, concentration values in
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(a) (b)

Figure 7.14: Erosion
(blue) and deposition
(red) depths in the
reservoir, after the
TRENT2D-UTG simu-
lation (a) without gate
control and (b) with gate
control.

Figure 7.15: Hydro-
power reservoir: in-
flow and outflow hydro-
graphs, obtained for the
simulations without and
with gate control.

the gate-controlled simulation appear slightly higher than those
observed in the simulation without the gate. Only during the ini-
tial timesteps the situation is reversed. This observation is clearly
pointed out by the graph of Figure 7.16, where the cumulative
volume of outflow sediments are plotted in time for the two case
studies. Except for the very first part of the simulation, the out-
flow volume in the gate-control case appears always higher than
the outflow volume in the case without the gate and the differ-
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Figure 7.16: Cumulative
volume of outflow sedi-
ments, obtained for the
simulations without and
with gate control.

Figure 7.17: Erosion
(blue) and deposition
(red) depths in the re-
fined area near the reser-
voir outlet in the gate-
controlled case: center
cell values for (a) t = 6h,
(b) t = 12h, (c) t = 18h and
(d) t = 29h.

(a) (b)

(c) (d)

ence increases in time, also when the gate is no more actively
controlling the flow.

The effect of the gate can be recognised also in the channel
area, next to the outlet section. Looking at the refined area (Figure
7.17), erosion processes appear not so intense as in the simulation
without the gate. The difference appears more evident outside
than inside the channel.

In conclusion, according to the upgraded version of TRENT2D-
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UTG, the effects of the gate appear quite recognisable for the
simulated manoeuvre. It is worth noting that different gate man-
oeuvre could produce different results, since the effect of the gate
on the bed morphology and the sediment-routing dynamics is
expected to vary according to opening stages and velocity. Cer-
tainly, so far the model does not take into account the 3D effects
observed during the experimental campaign and described in
this Chapter, because of the obstacles highlighted in the previous
Sections. Further analyses should be carried out experimentally
and from a mathematical and numerical point of view to account
for the whole phenomenon complexity and reach a higher lever
of detail in the representation. However, results obtained in this
Chapter with a quite simple approach show that some effect of the
gate is anyhow taken into account, not only from a hydrodynamic
point of view but also for what concerns the global influence on
bed morphology.
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Chapter 8

Troubles with numerical
mass fluxes in TRENT2D:
an open issue

One of the most important rules to abide by in natural-hazard
modelling is avoiding non-physical solutions or at least solutions
that disagree with the hypotheses introduced at the basis the
model. This principle applies to both mathematical and numerical
modelling.

Certainly, controlling all the possible sources of inconsistent
results is not an easy task. A detailed knowledge is required about
the phenomenon, the mathematical model and the numerical
model. Knowledge helps in identifying inconsistencies, which
are not always evident, in finding out their source and, possibly,
in fixing the problem, in order to ensure a proper representation
of the phenomenon. However, in general, the more sophisticated
the model is, the more challenging the task is. For this reason,
inconsistencies remain sometimes open or even hidden.

In this Chapter, one of these open issues is discussed. It was
identified dealing with the TRENT2D model and its numerical
solvers. In fact, some real-world applications of the model, in-
cluded those presented in Chapter 4, showed an occasional in-
consistency in the computation of the numerical mass fluxes at
cell interfaces, i.e. solving the Riemann Problems. The incon-
sistency regarded the sign of mixture-mass flux, that sometimes
appeared to be opposite to the sign of the solid-mass flux. This oc-
currence clashes with the isokinetic hypothesis which the model
is based on.
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This issue was observed with all the solvers available for
TRENT2D, and also with Osher-type solvers (personal commu-
nication of Daniel Zugliani, PhD). Therefore, it seems not strictly
related to the type of solver.

This observation brought first to the analysis the problem it-
self (Section 8.1), in order to characterise its manifestation and
identify the cause of the inconsistency. The work was not very
straightforward, since this fluxes inconsistency does not produce
macroscopic effects, i.e. strange behaviours visible to the naked
eye. Furthermore, the results of the analysis did not appear suffi-
cient, so some further investigation was carried out, focusing on
the numerical solvers that led to the inconsistency (Section 8.2).
Attention was paid to the GR solvers because of their higher ac-
curacy in reproducing RP solutions, while the LHLL solver was
disregarded. However, although thorny analyses were carried
out, no satisfying answer was found and, to date, the issue ap-
pears still open (Section 8.3).

8.1 Analysis of the problem

As a first step, a set of 30 Riemann Problems (RPs) leading
to inconsistency with both the LHLL and the GR solvers was
assembled and analysed, in order to find some recurring pat-
tern and facilitate the identification of the inconsistency source.
Among these 30 RPs, also some very simple problems were con-
sidered, i.e problems where tangential velocity was equal to zero
and bed shear stresses were neglected.

Initially, it was supposed that the problem was caused by op-
posite velocity directions in the left L and right R states of the
RPs, but the first analyses showed that this was seldom the case.
Therefore, initial values of the RPs primitive variables were care-
fully scrutinised, looking at bed-step heights, gaps between L and
R free-surface elevations, velocity directions and concentration
values, ranges of variables variation. Some of the analysed con-
figurations are sketched in Figure 8.1. However, no recurring
trend was found, except for the concentration values, which were
typically quite low and sometimes out of the soundness range of
the model. On the other side, the inconsistency was observed
both with high and low values of the variables, with ascending
and descending bed steps, with flat bed, with or without tangen-
tial velocity.
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Figure 8.1: Some RP
configurations leading to
numerical flux inconsist-
ency with the LHLL and
the GR solvers.

(a) (b)

(c) (d)

Further analyses were carried out considering the wave struc-
ture of the exact solution obtained for these 30 RPs, always looking
for a possible recursive pattern. This investigation showed that
typically the second wave is a rather slow rarefaction wave, while
the other waves could be either rarefaction waves or shocks. Fur-
thermore, in most cases, the sign of the velocity changed across the
wave field. However, no other significant clues were found and
the only available observations appear not sufficient to character-
ise univocally the problem. This outcome represents an obstacle
towards the solution of the problem, since it is not possible to
identify a priori the issue.

For this reason, a different, more general strategy was con-
sidered, investigating possible numerical sources of the problem.

8.2 Dealing with possible numerical sources

Analysing some of the 30 RPs, it was observed that some-
times the fluxes inconsistency occurred only if the problem was
solved with the CIGR solver, while it disappeared solving the
same problem with the SCGR solver. On the strength of this out-
come, further analyses were carried out considering only these
two GR solvers. Unlike the LHLL scheme, they do not approx-
imate the wave structure of the solution with a-priori hypotheses
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on the type of waves, but rather they are in keeping with the real
structure of the solution. In particular, the new analyses were fo-
cused first on the term signs in the GR Jacobian matrices (Section
8.2.1) and then on the choice of the multiple averages (Section
8.2.2).

As presented in Section 3.2.2, GR solvers require the com-
putation of the matrix An, which can be expressed through the
Jacobian matrices JFn and JUn . The general expressions of these
matrices are written hereafter:

JFn =



un h 0 0

cun + hun
∂c
∂h
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(8.1)

JUn =
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(8.2)

These are exactly the matrices considered by the CIGR solver
for the application of the multiple-average approach. Choosing
for example the following average states for the primitives vari-
ables

W̃n =


h̃

ũn
ũt
z̃b

 =
1
2


hL + hR

unL + unR
utL + utR
zbL + zbR

 (8.3)

the procedure described in Section 3.2.2 was applied. With these
average states, only three equations were satisfied: the first con-
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cerning JFn and the first and the third concerning JUn . Therefore,
five unknowns were chosen to populate the sets MA and MB:

hun

∧
, 1

2 gh2 + hu2
n

∧

, hunut

∧
, h

∧

and hut

∧

. Their expression are reported
hereafter:
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where

cL = c (hL,unL,unL) ; cR = c (hR,unR,unR) ;

c̃ = 0.5 (cL + cR) ; c = c
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These quantities, together with the vector W̃n, can be used to
compute the matrixAn and the inter-cell fluxes.

Differently from the CIGR, the SCGR solver considers JFn and
JUn Jacobian matrices where the concentration derivatives are sub-
stituted with their exact expression, according to the TRENT2D
closure c = cbβ

(
u2

n + u2
t

)
/
(
gh

)
:
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JUn =
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Also in this case, the multiple-average procedure was applied,
starting from the same averaged vector of primitive variables W̃n,
but introducing also other convenient average variables, set ac-
cording to a trial-and-error procedure (Rosatti and Begnudelli,
2013b). Once again, five equations were not satisfied, therefore
five unknowns were identified. The set of unknowns and sup-
porting variables is listed hereafter:

ũ2
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These terms are intended to be substituted in the Jacobian matrices
as shown hereafter:
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2ũn + ∆cbβun

∧)
h̃+

2∆
cbβ

g
un
∧(

2ũ2
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Comparing the Jacobian obtained by means of the two GR
approaches, very similar matrices should be obtained. In partic-
ular, the matrix terms of the CIGR matrices are expected to have
the same sign observed in the SCGR matrices for the same terms.
Furthermore, zero terms of the SCGR matrices are expected to be
zero also in the CIGR matrices. However, when the numerical-
fluxes inconsistency is observed, these are not always the cases.
This result was taken into account as a possible source of incon-
sistency and possible ad hoc solutions were studied, as reported
in the next Sections.

8.2.1 Sign analysis and possible constraints on zero-value
terms

Because of the occasional sign discordance between the CIGR
and SCGR matrices in case of numerical-fluxes inconsistency, an
analysis was carried out to identify which are the expected signs of
the terms in JFn and JUn . For this purpose, the SCGR matrices were
taken into account as reference matrices, since they are obtained
for the specific concentration closure relation implemented in the
TRENT2D model. In the matrices, the only variables that can
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assume both positive and negative values are the velocities un
and ut. Starting from this observation, it was possible to identify
some terms that are necessarily positive and other which sign
depends on the velocity sign. Matrices 8.8 and 8.9 show the result
of the sign analysis:

sign
(
JFn

)
=



sign (un) > 0 = 0 = 0

= 0 > 0 sign (unut) = 0

> 0 sign (un) sign (ut) = 0

sign (unut) sign (ut) sign (un) = 0


(8.8)

sign
(
JUn

)
=



= 1 = 0 = 0 = 1

= 0 sign (un) sign (ut) = c0

sign (un) > 0 sign (unut) = 0

sign (ut) sign (unut) > 0 = 0


(8.9)

Comparing these matrices with the CIGR matrices computed for
the inconsistency cases, it was shown that sometimes there was
no full agreement between the matrices. In particular, in the CIGR
matrices it was observed that:

1) the derivative of the solid mass flux chu with respect to h
was always different from zero, while it is necessarily equal
to zero in the SCGR matrix;

2) similarly, the derivative of the conserved variable ch + cbzb
with respect to h was always different from zero, although
this term is zero in the SCGR;

3) among the 30 RPs, in seven cases some of the signs of the
CIGR terms depending on the velocity sign were opposite
to those expected. This outcome was observed in the fol-
lowing terms: the ut derivative of the solid-mass flux, the ut
derivative of the momentum flux in the velocity derivatives
of the third and the fourth conserved variables.

Since the third point was observed only for some of the test cases,
it was considered not very relevant. On the contrary, an attempt
was made to fix the other two points, simply forcing the two
critical terms of CIGR matrices to be identically equal to zero.
However, this solution did not lead to the expected outcome and
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the fluxes inconsistency was not resolved. Therefore, a further
different approach was used, based on a different choice of the
unknown averages. The new analysis is discussed in the next
Section.

8.2.2 The choice of the unknowns averages

Since the only constraint on the zero terms turned out to be
not sufficient to fix the problem, a further attempt was made
choosing the unknown averages differently from what presented
previously. This modification was added to the constraint on the
zero terms.

As a first attempt, the set MA was populated with the unknown

averages un
∧

, ut
∧

and u2
n

∧
, identified as follows in the JFn CIGR matrix:

JFn =



un h 0 0

0 ch + hun
∧ ∂c
∂un

hun
∧ ∂c
∂ut

0

(1 + c∆)
(
gh + u2

n

∧)
+

∆
(

1
2 gh2 + hu2

n

∧)
∂c
∂h

2(1 + c∆)hun+

∆
(

1
2 gh2 + hu2

n

∧)
∂c
∂un

∆
(

1
2 gh2 + hu2

n

∧)
∂c
∂ut

0

(1 + c∆)unut
∧

+

∆hunut
∧∂c
∂h

(1 + c∆)hut
∧

+

∆hunut
∧ ∂c
∂un

(1 + c∆)hun+

∆hunut
∧ ∂c
∂ut

0


(8.10)

The other terms of the matrix were computed according to the
averages collected in the vector W̃n, included c and its derivatives.

The set MB was populated with the unknown averages un

∧and
ut

∧, identified as follows:

JUn =



1 0 0 1

c + h
∂c
∂h

h
∂c
∂un

h
∂c
∂ut

cb

(1 + c∆)un

∧

+

∆hun

∧∂c
∂h

(1 + c∆)h+

∆hun

∧∂c
∂un

∆hun

∧∂c
∂ut

0

(1 + c∆)ut

∧

+

∆hut

∧∂c
∂h

∆hut

∧∂c
∂un

(1 + c∆)h+

∆hut

∧∂c
∂ut

0



(8.11)

201



N. Zorzi - Managing complexity in high-concentration flow modelling [...]

Also in this case the other terms of the matrix were computed
according to W̃n.

The expressions of these new unknown terms are written here-
after:

un
∧

=
cRhRutR − cLhLutL − c̃̃h∆2

h̃
(
∂c
∂un

∣∣∣∣∣
W̃n

∆2 +
∂c
∂ut

∣∣∣∣∣
W̃n

∆3

)

ut
∧

=
(1 + cR∆) hRunRutR − (1 + cL∆) hLunLutL −

(
1 + c̃∆

)
h̃ũn∆3(

1 + c̃∆
) (

ũn∆1 + h̃∆2

)
+ h̃ũn∆E

u2
n

∧
=

F3R − F3L −
(
1 + c̃∆

)
h̃
(
g∆1 + 2ũn∆2

)
−

1
2∆g̃h2E(

1 + c̃∆
)
∆1 + h̃∆E

un

∧

=
hRunR − hLunL + ∆ (cRhRunR − cLhLunL) −

(
1 + c̃∆

)
h̃∆2(

1 + c̃∆
)
∆1 + ∆h̃E

ut

∧

=
hRutR − hLutL + ∆ (cRhRutR − cLhLutL) −

(
1 + c̃∆

)
h̃∆3(

1 + c̃∆
)
∆1 + ∆h̃E

where
F3L/R =

(
1 + cL/R∆

) (
hR/Lu2

nR/L +
1
2

gh2
R/L

)
However, also using this new set of averages the problem on the
numerical fluxes did not disappear.

An additional attempt was performed using the same set of
unknowns, except for the second term in MA, ut

∧
, which was sub-

stituted with unut
∧

. The expression for the new unknown is:

unut
∧

=
(1 + cR∆) hRunRutR − (1 + cL∆) hLunLutL −

(
1 + c̃∆

)
h̃
(
ũn∆3 + ũt∆2

)(
1 + c̃∆

)
∆1 + ∆h̃E

However, also this approach did not lead to the solution of the
inconsistency.

Each time a different set of unknowns is used in computing
the Jacobian matrices, slightly different values of the matrix terms
are found. However, differences typically showed a order of
magnitude equal to or lower than 10−2, never sufficient to cause
a change of sign in the solid mass flux.
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8.3 An open issue

Although the issue was not resolved, no further attempts were
carried out to reach its solution, because of the laborious work
required for each try, which appears quite high if compared to the
dimension of the problem and its effects on the solution.

Furthermore, it must be stressed that in this analysis attention
was paid only to the GR solvers, and especially to the CIGR solver,
but also other solvers showed the same inconsistency. It is pos-
sible that, turning the attention on other solvers, more profitable
results could be obtained. However, similar analyses could be
carried out only once knowledge of these other solvers appears
in-depth enough.

Anyhow, whichever the numerical solver considered, the key
point remains the characterisation of the problem. As long as
no recurring pattern is found, it seems quite difficult that further
analyses on the solvers could lead to the solution of the issue.
Therefore, to date the question remains open.

Despite the poor operational result, this complexity issue re-
vealed itself as a useful occasion to deal with sophisticated nu-
merical models and experience their intricacy. Although in this
case the use of a sophisticated numerical approach did not bring
to the solution of the question, in general sophisticated numerical
schemes lead to more accurate results. This is true also for the
GR solvers, as clearly shown in Rosatti and Begnudelli (2013a).
However, the price to pay for this higher accuracy is a large effort
in numerical implementation and in scouting possible issues like
the one discussed in this Chapter.
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Conclusions

In this work, some effects of high-concentration flow complex-
ity on modelling aimed at hazard assessment were experienced
and faced. By means of some gained experience (Chapters 1 and
2) and some case studies (Chapter 4), it was shown that natural
complexity may affect a very large variety of aspects related to the
entire hazard assessment procedure. Focusing on the modelling
stage, some specific points were disclosed and discussed, trying
to understand, for each one of them, how is it possible to reach
the right level of detail in high-concentration flow description and
reduce the gap between the phenomenon and its representation.

The first point, tackled in Chapter 5, regarded difficulties in
using a sophisticated model in the hazard-assessment process.
Although often disregarded by model developers, the model use
is one of the key factors that move closer or distance practition-
ers and model developers, supporting or hindering the Trans-
fer of Technology. Furthermore, if the model use and, more in
general, the entire hazard-assessment procedure are complicated,
demanding and entail fragmentation, it is possible that results
are affected by unintentional errors, undermining the accuracy of
the global hazard-assessment outcome. Therefore, avoiding com-
plicatedness is essential and is primarily a developer duty. Model
developers should implement user-friendly modelling solution
that allow the user to focus attention on the physical meaning
of the operations, rather than on their number or sequence. In-
tegrated solutions for modelling based on the SOA approach, as
for example WEEZARD, may represent profitable solutions, espe-
cially if they are conceived as end-to-end systems. Furthermore,
in perspective, such kind of systems can turn out to be useful not
only for technicians and practitioners involved in hazard assess-
ment, but also for other categories, as for example stakeholders
and policy makers. This is exactly one of the future perspectives
of WEEZARD, which appears to be suited for the integration of
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further services and also for itself integration in existing Decision
Support System. This perspective widens much the scope of the
system within and also beyond modelling. Anyhow, achieving
the goal of unburdening model users and involve different sub-
jects and roles is possible only if a larger development responsibil-
ity is accepted by modellers and if multi-disciplinary partnerships
are undertaken.

The question about how to reach the proper level of detail in
high-concentration flow description was then discussed focusing
on another important point: morphology representation. Reach-
ing the right level of detail in this task means that all the relevant
geometrical features of the computational domain must be taken
discretised properly, i.e. with a sufficient resolution, whichever
the position and the orientation. This requirement is particularly
important in heterogeneous context as mountain areas, where
flow dynamics depends largely on the flow interaction with mor-
phology. Accurate morphology representation can be obtained
by means of unstructured meshes, as shown in Chapter 6, where
the TRENT2D-UTG model was presented. However, although
the use of unstructured meshes is quite diffused and consolid-
ated in the research community, it is not possible to overlook the
fact that their use requires to model developers a sizeable effort
in managing and organising geometric information, as well as in
the implementation suitable numerical models. Besides, the use
of unstructured meshes results demanding also for users. There-
fore, in compliance with the reasons that led to the development
of WEEZARD, TRENT2D-UTG is planned to be redeveloped as
a service and integrated in WEEZARD, as well as some suitable
applications for grid management and display. Moreover, in per-
spective more efficient numerical approaches could be applied or
developed to manage gradient computation and limitation.

As the third point of the discussion, the problem of how to
describe the effects induced by sluice gates on high-concentration
flow and sediment routing was tackled in Chapter 7. In partic-
ular, it was shown that the right level of detail in the description
can be reached with difficulty to the present levels of knowledge
and understanding. Specific attention must be paid to the inter-
action of the gate with the flow and its effects on the sediment
transport and the bed dynamics, since without understanding
this aspects no reliable modelling approach can be developed.
In this case, experimental activity and abstraction turn out to be
essential to overcome the actual limit of knowledge and develop
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suitable mathematical models. In perspective, better knowledge
and understanding of the phenomenon could lead to the develop-
ment of a more accurate numerical description, able to take into
account the 3D effects induced by the gate preserving hyperbol-
icity in the governing system of equation. In this way, models
could be used more effectively to support decisions also in the
field of hydropower-reservoir management. Also in this case, the
final destination could be WEEZARD, according to the purpose
of widening the modelling capabilities of the system.

The last point was maybe the most arduous, since it had to
deal with unwanted effects of complexity on numerical model-
ling (Chapter 8). Sometimes, great efforts made to develop accur-
ate numerical schemes lead to unexpected, non-physical results,
which appear hard to be understood and fixed. This outcome can
be considered as the possible other side of the coin of sophistic-
ated modelling products, which development is quite demand-
ing, and, in addition, requires large efforts in finding the sources
of possible incoherent results. In the future, further analysis are
intended to investigate the issue thoroughly, considering different
solvers and different systems of equations and possibly proposing
a relief to avoid non-physical solutions.

These four points showed clearly that, dealing with high-
concentration flow complexity, some kind of compromise is in-
dispensable to reach the right level of detail and often the "quid
pro quo" required to model developers is a significant increase
in development efforts. Therefore, it can be concluded that it is
not possible to face high-concentration flow complexity without
compromising over the details to be included in its representa-
tion. However, if the necessary existence of trade-offs is accepted,
a solution is often available to reach the right level of detail and
avoid "spherical cows".

207



N. Zorzi - Managing complexity in high-concentration flow modelling [...]

208



References

References

Abbott, M., J. Bathurst, J. Cunge, P. O’Connell and J. Rasmussen
(1986). ‘An introduction to the European Hydrological System
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