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Chapter 1

Introduction

Quantum theories attempt to give a thorough description of microscopical physical
systems, like atoms or fundamental particles. Decades of experimental and theoreti-
cal research resulted in a pretty refined mathematical framework which encompasses
several fields of Mathematics, from lattice theory to functional analysis.

Starting from the very beginning a quantum system can be characterised by its set
of elementary propositions (also said elementary observables), i.e. the questions we
can ask about the system and test through experiments. A very simple example of
such a proposition is the following. Consider a particle and a set E of the Euclidean
space R3, then we may wonder if the particle would be detected within it or not:
the sentence the particles is inside E provides such a testable elementary proposition.
These objects are matter of investigation of quantum logic: a careful analysis reveals
the set L to be a complete orthomodular lattice (see Chapter Quantum Axiomatic of
[10]). This is not a privilege of quantum systems, it being achievable also for classical
objects, but quantum mechanics is subtle, often not pleasing the common sense and
makes things much more complicated. The Heisenberg Uncertainty Principle shows
how the measurements of some particular couples of observables cannot be performed
together, for the two experiments perturbe each other. In particular this holds true
for some couples of elementary propositions, which are said to be incompatible, and a
simultaneous truth value turns out to be impossible to measure. This departure from
the classical behavior results in the non-distributivity of the lattice L. This is totally a
quantum feature, in that the lattice of any classical system is always distributive (more
precisely a Boolean algebra).

At this point something magical happens. Assuming other (but less relevant) tech-
nical hypotheses on the lattice L, which can be somehow justified from an operational
point of view, all this heavily abstract framework realises itself on the more concrete
structure of a Hilbert space. More precisely it turns out that L is isomorphic to the
lattice L(H) of orthogonal projectors on a Hilbert space H defined over the division
algebra of reals, complexes or quaternions. This is the content of the celebrated Solèr
Theorem [37], which relies actually on partial results by Piron [30], Maeda-Maeda [23]
and other authors.

The possibility of having a real or even quaternionic quantum mechanics is quite
surprising, for, up to now, all of the known physical phenomena can be fully described
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within the complex Hilbert space structure. As a matter of fact, independently from the
results by Piron and Solèr, the theoretical possibility of formulating quantum theories
in Hilbert spaces over either R or H (or other division rings of scalars) was a matter
of investigation since the early mathematical formulations of quantum mechanics, see
for example Chapter 22 of [6].

However, differently from quaternionic quantum mechanics which still deserves
some theoretical interest, real quantum mechanics was not considered as physically
interesting almost immediately especially in view of a well-known analysis performed
by Stuckelberg in the early seventies, [38], [39]. Stuckelberg provided some physical
reasons for getting rid of the real Hilbert space formulation relying on the demand that
every conceivable formulation of quantum mechanics should include the statement of
Heisenberg’s Principle. He argued that such a principle requires the existence of a
natural complex structure J commuting with all the operators representing physical
observables. Although in the paper this is not properly argued from a mathematical
point of view, by means of a complexification procedure (see Chapter 3) the existence
of such an operator is capable of lifting everything to a suitable complex Hilbert space.
His analysis is definitely physically interesting, but very poor from a mathematical
view-point as it assumes that all observables have pure point spectrum and some of
them are bounded, in contradiction with the nature of position of momentum observ-
ables which are necessary to state Heisenberg’s Principle. No discussion about domains
appears. Many inferences are just heuristically justified (including the universality of
J) even if they all are physically plausible. Moreover, in Stuckelberg analysis, the
existence of J seems to be more a sufficient condition to guarantee the validity of the
Heisenberg’s inequalities rather than a necessary requirement, since everything is based
on an a priori and arbitrary (though physically very plausible) model of any version
of the uncertainty principle as described in Section 2 of [38]. Finally, the validity of
Heisenberg’s Principle cannot be viewed as a fundamental a priori condition nowadays:
it needs the existence of the position observable which is a very delicate issue, both
theoretically and mathematically (it is based on Mackey’s imprimitivity machinery) in
case of elementary relativistic systems. For massless particles like photons, the position
observable simply does not exist (for these issues see Section 9.7 of [44]).

Differentely from the real case, the quaternionic setting has always been taken un-
der serious consideration and rich literature can be found on this. The first remarkable
discussion on this topic was provided by Finkelstein, Jauch, Schiminovich and Speiser
in [11]. Here the authors recognise how the existence of an imaginary operator J com-
muting with all the observables would reduce the theory to a standard description in
terms of complex Hilbert spaces (this happens again by means of a peculiar complex-
ification procedure on quaternionic Hilbert spaces, see Chapter 3, even though this is
not explicitly done in the mentioned paper). They find a pleasing candidate in the
operator JH appearing in the polar decomposition of the anti-self-adjoint generator of
time-displacements H = JH|H|. More precisely such a JH is not a complex structure
in the general case, merely an anti-self-adjoint isometry, but can always be completed
to a complex structure, even though generally not in a unique way. Anyway, as they
base upon a very general situation, they do not assume (and most likely this cannot
be proved in full generality) that this is actually the case and focus the analysis to
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another point of view: the principle of covariance under automorphisms of the division
algebra.

Still in the sixties and in line with this perspective, a more interesting hint was pro-
vided by Jauch in Section 4 of [21] for the specific case of strongly-continuous unitary
representations of the Poincaré group. Basing upon some solid physical arguments, the
author discussed the necessity for a complex structure J commuting with the entire rep-
resentation. More precisely he pointed out one of the main issues of quaternionic (and
also real) quantum mechanics: the construction of observables out of anti-self-adjoint
generators (more on this in Chapter 9, paragraph on Noether’s Principle). Symme-
tries are most often realised as one-parameter groups of unitary operators s 7→ Us on
the Hilbert space. Stone’s Theorem allows for a realisation as Us = esA where A is a
uniquely associated anti-self-adjoint operator. In standard complex theories, by merely
taking A := −iA we are able to define a self-adjoint operator, i.e. an observable of
the system, canonically associated with the symmetry. On quaternionic spaces this is
no longer possible, as operators like qA are ill-defined, due to the non commutativity
of the quaternions (see Chapter 2). As a possible way out, the author proposes the
association A := −JA, where J is some complex structure commuting with A. As
explained in the paper, a natural class of complex structures J arises naturally from
the restriction of the unitary representation to the subgroup of spacetime-displacement
group R4 and they commute with its anti-self-adjoint generators Pµ. At this point im-
posing the postulate that −JPµ must transform as a 4-vector and that −JP0 is positive
the author affirms that J is uniquely determined within the given class. However none
of this is carried out explicity and, as happens for Stuckelberg, it looks like more a
sufficient rather than a necessary condition for everything to work out. Besides all
this, the idea underlying this work is pretty sound and definitely solid from a physical
perspective and put the bases of this work.

A similar but mathematically more solid analysis was pointed out by Cassinelli and
Truini [7] in the eighties, where also some mistakes in the paper by Jauch are pointed
out. In this paper the authors restrict their attention to the Euclidean space R3 and
suppose the existence of a one-parameter group of unitary operators describing the
time-displacement and of a unitary representation of the Euclidean group describing the
space symmetries. Similarly to [11], the authors consider the operators JH coming from
the polar decompositon of the anti-self-adjoint generator of the time-displacement H =
JH|H|. By assuming the operator |H| to represent the energy of a free particle system,
it can be supposed to be strictly positive, in particular injective. This guarantees
that JH is a complex structure. Finally, this operator is proved to commute with
the entire representation, in this way making the theory complex and giving sense to
the observables −JHA, where A are the generators of the Euclidean group symmetry.
Unfortunately, despite its undebiable physical and mathematical value, the analysis is
restricted to a proper subclass of spacetime symmetries, for the boosts (not even the
non-relativistic ones) are not taken into considerations.

To conclude, notice that a similar argument is carried out also in the remarkable
work by Adler [1], where a sound analysis of quantum theories on quaternionic Hilbert
spaces is carried out, even though it lacks of mathematical rigour.

In this work, based on the papers [25] and [26], attempting a more general and solid
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approach, we provide an answer to this fundamental problem: what is the meaning of
a real or quaternionic quantum theory? At least in the case of elementary systems?
In the first part we analyse the properties of irreducible strongly-continuous unitary
representations of the Poincaré group on real and quaternionic Hilbert spaces. If P0

denotes the anti-self-adjoint generator of the time-displacement (c = 1), we manage
to prove that under suitable physical hypothesis the operator J0 appearing in the
polar decomposition P0 = J0|P0| is a complex structure and commutes with the entire
representation, in this way making it possible to restate the representation over a
suitable complex Hilbert space. This analysis includes and concludes the work of
[21] and [7]. A particular effort was required in proving that J0 commutes with the
generators of the boosts. The symmetries associated with space-displacements or space-
rotations commute by definition of the Poincaré group with the time-displacement
one, thus the commutativity of their generators with J0 is almost automatic. This
is basically what happens in the analysis of [7], where only time-displacement and
Euclidean group are considered.

In the second part, we try a pretty general theoretical framework. More precisely
our general setting consists in an irreducible von Neumann algebra of observables over a
real, complex or quaternionic Hilbert space whose set of orthogonal projectors provides
the lattice of elementary propositions. Furthermore we assume the system to admit the
Poincaré group as maximal symmetry group (in particular we are excluding a priori the
possible existence of non-trivial gauge symmetries). Driven by this idea, we suppose the
existence of a representation of the Poincaré group in terms of automorphisms of the
algebra. Imposing suitable physical hypotheses and exploiting the results of the first
part, we succeed in proving that any attempt to describe an elementary system over
a real or quaternionic Hilbert space eventually reduces to a standard description over
a complex one. More precisely we determine the existence of an imaginary operator J
commuting with the entire algebra. At this point a complexification procedure makes
the theory complex. It is remarkable that the existence of such a structure comes as a
necessary condition on the system. This is the content of the Chapter 9.

In Chapter 2 we provide a summary of the main concepts of Hilbert space the-
ory for real, complex and quaternionic Hilbert spaces. In Chapter 3 we discuss two
main methods to reduce or extend the division algebra of real or quaternionic Hilbert
spaces respectively. These techniques are of absolute importance for almost all of the
next chapters. In particular we exploit these methods in Chapter 4, aiming to ex-
tend some pillar results of complex functional analysis such as Stone’s Theorem, Polar
Decomposition Theorem and Schur’s Lemma to Hilbert spaces with different division
algebras. All about the complex versions can be found in [24]. Furthermore we give a
general definition of trace-class operator which makes sense on arbitary Hilbert spaces
and makes the proof of Gleason’s Theorem achievable in all cases (based on [44]). In
Chapter 5, basing upon [10] and [24] we discuss briefly the ideas of quantum logic, in
particular stating the basic definitions and results of lattice theory. Next, in Chapter 6
we introduce the concept of a von Neumann algebra. The real and complex cases are
well-known and a good introduction to them is provided by [20] and [24], respectively.
Definition and properties for the quaternionic case are introduced and discussed here
and are based upon the results of Chapter 3. In particular the structure of irreducible
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von Neumann algebras is discussed, together with important consequences such as an
extension of Gleason’s and Wigner’s theorems. Chapter 7 is based upon [35] and deals
with the theory of Lie group unitary representations. In particular the concept of an
induced Lie algebra representation is discussed, which turns out to be extremely im-
portant in the development of Chapter 9. To conclude, Chapter 8 provides a short
summary on the Lorentz and Poincaré groups.
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Chapter 2

Basics on Hilbert Space Theory

In this chapter we give a basic summary of the most important definitions and results
of real, complex and quaternionic Hilbert space theory. For an exhaustive discussion
complete with proofs of the complex case see [24]. A detailed and wide treatment of
the quaternionic case can be found in [15] and [16], in particular the spectral theorem
for unbounded normal operators is proved and discussed. The literature for the real
case is not as wide as the complex one, for the real Hilbert structure is much poorer.
Basic concepts on real Hilbert spaces can be found in [5], while for the spectral theory
see for example [29].

2.1 Basic Properties of Hilbert spaces

We start with some basic definitions

Definition 2.1.1. Let F denote the real division algebras R,C or H. An additive
group V is said to be

(a) a right linear space if it is equipped with a right scalar multiplication

V × F ∈ (u, q) 7→ uq ∈ V

satisfying the distributivity property with respect to the two notions of sum

u(p+ q) = up+ uq and (u+ v)p = up+ vp for all p, q ∈ F, u, v ∈ V,

the associative property with respect to the product of F

u(pq) = (up)q for all p, q ∈ F, u ∈ V

and the identity u1 = u for all u ∈ H.

(b) a left linear space if it is equipped with a left scalar multiplication

F× V ∈ (q, u) 7→ qu ∈ V
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satisfying the distributivity property with respect to the two notions of sum

(p+ q)u = pu+ qu and p(u+ v) = pu+ pv for all p, q ∈ F, u, v ∈ V,

the associative property with respect to the product of F

(pq)u = p(qu) for all p, q ∈ F, u ∈ V

and the identity 1u = u for all u ∈ H.

(c) a two-sided linear space if it is a both left and right linear space such that

(a) q(up) = (qu)p for all q, p ∈ F and u ∈ V

(b) rq = qr for any r ∈ R

Now, consider a right linear space H over a division algebra F = R,C or H. This is
called a pre-Hilbert space if it admits an Hermitean scalar product, i.e. a function

H× H 3 (x, y) 7→ (x|y) ∈ F (2.1)

satisfying the following properties:

(i) (right linearity) (x|ya+ y′) = (x|y)a+ (x|y′) for all x, y, y′ ∈ H and a ∈ F

(ii) (Hermiticity) (x|y) = (y|x) for all x, y ∈ H

(iii) (positive-definiteness) (x|x) ≥ 0 and if (x|x) = 0 then x = 0

Notice that (xa|y) = a(x|y) for any x, y ∈ H and a ∈ F.

Remark 2.1.2. In the standard treatment of Hilbert spaces over R or C the space H

is taken as a left linear space equipped with an Hermitean scalar product which differs
from 2.1 in point (i) which now reads

(x|py + y′) = p(x|y) + (x|y′) for all p ∈ F and x, y, y′ ∈ H

In this special case of real or complex division algebra the two constructions are to-
tally equivalent, see Remark 2.2.3 for more details. We stick to the multiplication on
the right in order to exploit the results of [15] and [16] for the quaternionic setting.
Moreover the right multiplication is compulsory in order to define Hermitean scalar
products which are linear in the right entry, in line with what usually done in the com-
plex settings. For example notice that the division algebra H can be interpreted both
as a left and a right linear space over H itself. However the canonical inner product

H×H 3 (p, q) 7→ pq ∈ H

is linear in the right-hand entry only when referring to the right linear structure of H,
due to the non-commutativity of the quaternions.
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Two vectors u, v ∈ H are said to be orthogonal to each other if (u|v) = 0. Sometimes
we will refer to this property as u ⊥ v.

Proposition 2.1.3. Let H be a pre-Hilbert space, then the Hermitean scalar product
(2.1) satisfies the Cauchy-Schwarz inequality

|(u|v)|2 ≤ (u|u)(v|v)

for any choice of vectors u, v ∈ H.

The Hermitean scalar product allows us to introduce another important structure
on H which is the norm.

Definition 2.1.4. Suppose that F = R,C or H. A (left, right, two-sided) linear space
V is said to be a (left, right, two-sided) locally convex space, if it is equipped with a
family of seminorms (pα)α∈A, i.e. functions pα : V→ [0,∞) such that

(1) (homogeneity) p(ua) = p(u)|a| (p(au) = |a|p(u)) for any u ∈ H and a ∈ F,

(2) (triangle inequality) p(u+ v) ≤ p(u) + p(v) for any u, v ∈ V.

If any of the pα satisfies the further condition

(3) (definiteness) if pα(u) = 0 then u = 0

then it is said to be a norm. If V is equipped with only one norm it is said to be a
normed space.

Consider any α ∈ A, ε > 0 and u ∈ H, then we can define the ball of radius ε and
centre u for the given seminorm as the subset

Bα(u, ε) := {v ∈ H | pα(u− v) < ε} (2.2)

Let us say that a subset U ⊂ V is open if for every x ∈ U there exists some α1, . . . , αn
and ε1, . . . , εn such that

n⋂
i=1

Bαi(x, εi) ⊂ U

It is easy to see that the set T (V) of these open sets is a topology on V which makes
the natural operations of V and the seminorms themselves continuous.

Definition 2.1.5. If a (left, right, two-sided) locally convex space is complete with
respect to its natural topology it is said to be a Fréchet space. A Fréchet normed space
is said to be a Banach space.

So, let us go back to our pre-Hilbert space H and define the following function

‖ · ‖ : H 3 u 7→ ‖u‖ :=
√

(u|u) ∈ [0,∞) (2.3)
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Exploiting the properties of the Hermitean scalar product (2.1), most of all the Cauchy-
Schwarz inequality, the function (2.3) turns out to be a well-defined norm over H, called
the canonical norm of H. Once this norm is introduced, the original scalar product
can be recovered by it as the following polarisation identity shows. Fix any basis
{iα}α=0,...,dF of standard units of F, understood as a real linear space, with i0 = 1 and
dF := dimR F− 1, then for any x, y ∈ H we have

(x|y) =
1

4

dF∑
α=0

(
‖xiα + y‖2 − ‖xiα − y‖2

)
iα. (2.4)

The canonical norm makes H a normed space. Exploiting the properties mentioned
above, it is immediate to see that the scalar product is jointly continuous, thanks to
the Cauchy-Schwarz inequality.

Remark 2.1.6. The identity (2.4) is just an example of polarisation formula on linear
spaces. In general consider a right (left, two-sided) linear space V and a function
f : V × V→ F such that

(a) f(x, ya+ y′) = f(x, y)a+ f(x, y′) for all x, y, y′ ∈ V and a ∈ F,

(b) f(y, x) = f(x, y) for all x, y ∈ V,

and define Q : V 3 u 7→ Q(u) := f(u, u) ∈ R, then

f(x, y) =
1

4

dF∑
α=0

(Q(uiα + v)−Q(uiα − v))iα. (2.5)

We are in a position to give the following definition

Definition 2.1.7. A pre-Hilbert space is said to be a Hilbert space if it is complete
with respect to the topology induced by its canonical norm, i.e. if it is a Banach space.

Example 2.1.8. The simplest example of Hilbert space on the division algebra F is
given by F itself, with Hermitean scalar product defined by

F× F 3 (s, t) 7→ st ∈ F

and corresponding norm given as

|s| = ss =

√√√√ dF∑
α=0

(sα)2

where s =
∑dK

α=0 sαiα is any element of F.
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Suppose that V is a (left, right, two-sided) linear space over the division algebra F
and consider a finite family of linear subspaces (S1, . . . , Sn). We say that V is the direct
sum of the subspaces Si, and write

H =
n⊕
i=1

Si (2.6)

if for every v ∈ V there exists unique vectors xi ∈ Si such that x =
∑n

i=1 xi. In the
case of two linear subspaces, this turns out to be equivalent to the two conditions
S1 + S2 = V and S1 ∩ S2 = {0}.

In particular this applies to Hilbert spaces and a remarkable example is given by
the orthogonal direct sum. Let K be any subset of H. We define the orthogonal of K as
the set

K⊥ := {x ∈ H | (x|y) = 0 ∀y ∈ K}. (2.7)

It is a simple matter to verify that K⊥ is a closed linear subspace of H. More precisely
the following result can be proved.

Notation 2.1.9. Let V be a linear space over the division algebra F and S ⊂ V a subset.
We denote by [S] the linear subspace of V containing all finite linear combinations of
elements of S.

Proposition 2.1.10. Let H be a Hilbert space and K ⊂ H, then the following properties
hold:

(a) K⊥ = [K]⊥ = [K]
⊥

= [K]⊥,

(b) [K] = K⊥⊥,

(c) [K]⊕ K⊥ = H,

(d) if u ∈ [K] and v ∈ K⊥, then ‖u+ v‖2 = ‖u‖2 + ‖v‖2,

where the bar denotes the topological closure.

Another important result is the well-known representation theorem of Riesz.
By functional on H we mean any linear function f : H → F. As an example, if

we fix a vector u ∈ H then the function fu : H 3 v 7→ (u|v) ∈ F trivially provides
a linear and continuous function, thanks to the properties of the scalar product and
Cauchy-Schwarz inequality. It turns out that any continuous functional is of this form.
This is the content of the Riesz’s Theorem.

Theorem 2.1.11 (Riesz’s Representation Theorem). Let H be a Hilbert space. If
f : H → F is a continuous functional, then there exists a unique vector xf ∈ H such
that f = (xf |·). Moreover ‖f‖ := sup‖x‖=1 |f(x)| = ‖xf‖.

Corollary 2.1.12. Suppose x ∈ H, then ‖x‖ = sup‖y‖=1 |(x|y)|.
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Next step consists in the introduction of the concept of Hilbert basis.
In general if (un)n∈N ⊂ H is any countable set of vectors within the Hilbert space

we say that the series
∞∑
n=0

un (2.8)

is summable if there exists some u ∈ H such that

lim
N→∞

∥∥∥∥∥
N∑
n=0

un − u

∥∥∥∥∥ = 0. (2.9)

If this is the case the vector u is said to be the sum of the series (2.8).

Notation 2.1.13. In the following, given any countable index set I and set (λi)i∈I ⊂
R+ we say that the sum

∑
i∈I λi is convergent and write∑

i∈I

λi <∞

if there exists some bijection N 3 n 7→ in ∈ I such that

∞∑
n=0

λin <∞

in the usual sense of limit of partial sums, as in (2.8). If this is true, then it can
be proved that any other bijection would give the same result, making our notation
meaningful. If (αi)i∈I ⊂ F we say that the sum

∑
i∈I αi is absolutely convergent if∑

i∈I |αi| <∞. If this is true, it turns out that for every bijection N 3 n 7→ in ∈ I the
sum

∞∑
n=0

αin

is convergent within F in the usual sense of limit of partial sums, as in (2.8) and the
limit does not depend on the chosen index representation. We denote this limit by∑

i∈I

αi.

We are ready to give the following result.

Proposition 2.1.14. Let N ⊂ H be a set of unit-norm orthogonal vectors of H, then
the following statements are equivalent:

(a) for every u, v ∈ H, at most countably many products (u|z)(z|v) are non-zero for all
z ∈ N and the sum

(u|v) =
∑
z∈N

(u|z)(z|v)
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is absolutely convergent if restricted to the non-null elements;

(b) for every u ∈ H, at most countably many coefficients (u|z) are non-zero for all
z ∈ N and

‖u‖2 =
∑
z∈N

|(u|z)|2

where the sum is convergent if restricted to the non-null elements;

(c) for every u ∈ H, at most countably many coefficients (u|z) are non-zero for all
z ∈ N and

u =
∑
z∈N

z(z|u)

where the sum is defined as in (2.8) and (2.9) when restricted to the non-null
elements and is insensitive to their indexing order;

(d) N⊥ = {0};

(e) [N] is dense in H.

If the set N satisfies any one of the previous properties, it is said to be a Hilbert basis.

If the cardinality of any Hilbert basis is N, then the Hilbert space is said to be
separable.

2.2 Linear Operators on Hilbert Spaces

In this section we discuss linear operators over Hilbert spaces. After an introduction
to the basic definitions and results, a final subsection is devoted to spectral theory.

2.2.1 General Definitions and Properties
Let us start with the following definition.

Definition 2.2.1. Let H be a Hilbert space. A (anti-)linear function A : D(A) → H

defined over a linear subspace D(A) of H is said to be a (anti-)linear operator. In both
cases D(A) is called the domain of A. We define the range of A by setting

R(A) := {Au | u ∈ D(A)}

and the kernel of A by
N(A) := {u ∈ D(A) | Au = 0}.

Remark 2.2.2. Of course the distinction between linear and anti-linear operator
makes sense only on complex or quaternionic Hilbert space, for they coincide on real
ones.
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Let A : D(A)→ H, B : D(B)→ H be linear operators. We will use the notation

A ⊂ B if D(A) ⊂ D(B) and B|D(A) = A.

In trying to perform sum and product between these operators, we need to be careful,
for the domains are not maximal. We can define their product as

ABx := A(Bx) for x ∈ D(AB) := {u ∈ D(B) |Bu ∈ D(A)}

and their sum as

(A+B)x := Ax+Bx for x ∈ D(A+B) := D(A) ∩D(B).

Of course if both A and B are maximally defined operators, then so will be their
product and sum.

Now, focus on the real and complex Hilbert space cases. and consider any scalar
a ∈ F. We can define

Aq : D(A) 3 u 7→ (Aq)(u) := (Au)q ∈ H. (2.10)

It is clear that such a function is a well-defined linear operator, thanks to the commu-
tativity of the division algebra. Unfortunately this no longer holds on a quaternionic
Hilbert space, since H is not commutative. In this case the best we can do is considering
only multiplication by real scalars, as they are the only quaternions commuting with
all the others. Let us define the following (commutative) division algebra associated
with H:

Fc :=

{
R if F = R,H
C if F = C

If we restrict our attention to this division algebra, the operator (2.10) makes sense on
any Hilbert space. In particular Aq will obviously be maximally defined and bounded
if A is so.

Remark 2.2.3. Let H be a Hilbert space over the division algebra F, then we may
define

qu := uq for all u ∈ H, and q ∈ Fc.

Thanks to the commutativity of Fc, this definition introduces a structure of left scalar
multiplication on H by elements of Fc (see Remark (2.1.2)) which is compatible with
the already defined right multiplication, in the sense that

q(up) = (qu)p for all p ∈ F, q ∈ Fc, u ∈ H.

Thus H becomes canonically a two-sided linear space over Fc. Moreover it satisfies

(a) ‖qu‖ = |q|‖u‖,

(b) (qu|v) = q(u|v) and (u|qv) = q(u|v)
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for all u, v ∈ H and q, p ∈ Fc.
Concerning operators, if A : D(A) → H is a linear operator on H, then sticking to

this definition we define for q ∈ Fc the linear operator

qA : D(A) 3 u 7→ q(Au) ∈ H. (2.11)

It is clear that qA = Aq. In the following we will make use of this definition, in
particular we will use the notation qA instead of Aq, for it is more practical.

Finally, notice that in the special cases F = R,C = Fc, we the recover the structure
of (left) Hilbert space usually exploited in literature. The two construction are totally
equivalent to each other.

With these standard definitions, the sum and the product turn out to be associative,
that is, referring to three operators A,B,C with arbitrary domains in the same Hilbert
space, it holds that

(AB)C = A(BC) and (A+B) + C = A+ (B + C).

However in general the distributive fails to be satisfies. Indeed we have

(A+B)C = AC +BC but A(B + C) ⊃ AB + AC.

To conclude this discussion, notice that A ⊂ B implies both AC ⊂ BC and CA ⊂
CB. Finally A ⊂ B together with B ⊂ A implies A = B.

Let H be a Hilbert space. We can consider the algebraic direct sum, i.e. the set

H⊕ H := {(x, y) | x, y ∈ H}

endowed with the natural linear space structure

(x, y) + (u, v) = (x+ u, y + v) and (x, y)a = (xa, ya) for all x, y ∈ H and a ∈ F.

This inherits a natural structure of Hilbert space over the division algebra of H, by
defining

((x, y)|(u, v)) := (x|y) + (u|v) ∀x, y, u, v ∈ H.

Now, consider a linear operator A : D(A)→ H, its graph is the linear subspace

H⊕ H ⊃ G(A) := {(x,Ax) ∈ H⊕ H | x ∈ D(A)}. (2.12)

Definition 2.2.4. Let A : D(A) → H be an operator over a real, complex or quater-
nionic Hilbert space H. We say that A is closable if the closure of G(A) is the graph
of an operator, denoted by A. It is said to be closed if it is closable and A = A. A
subspace S ⊂ D(A) is a core for a closable operator A if A|S = A.

It is clear that for a closable operator A, it holds that A ⊂ A. Moreover this closed
extension A is unique.
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Proposition 2.2.5. Let A : D(A)→ H be a linear operator over H then the following
statements hold:

(a) if A is closable, then D(A) is made of the elements x ∈ H such that there exist
(xn)n∈N ⊂ D(A) and zx ∈ H which satisfy xn → x and Axn → zx: in this case
Ax = zx;

(b) A is closable if and only if there are no sequences (xn)n∈N ⊂ D(A) such that xn → 0

and Axn → y 6= 0;

(c) A is closable if and only if aA + bI is closable for every a, b ∈ Fc. In this case
aA+ bI = aA+ bI.

A well-known property of operators is their connection between boundedness and
continuity.

Theorem 2.2.6. Let H be a Hilbert space, then an (anti-)linear operator A : D(A)→ H

is continuous if and only if it is bounded, i.e. there exists some K ≥ 0 such that

‖Au‖ ≤ K‖u‖ for any u ∈ D(A).

If A is bounded, then it is closable and D(A) = H whenever D(A) = H.

Let A : D(A) → H be any (anti-)linear operator on H, we can define its operator
norm by

‖A‖ := sup
x∈D(A)

‖Ax‖
‖x‖

= inf{K ∈ R | ‖Au‖ ≤ K‖u‖ for all u ∈ D(A)} ∈ [0,∞]. (2.13)

It is clear that A is bounded if and only if ‖A‖ < ∞. We denote by B(H) the set of
all maximally defined bounded linear operators on H

B(H) := {A : H→ H linear operator | ‖A‖ <∞}.

It is a simple matter to show that for any couple of A,B ∈ B(H) and a, b ∈ Fc it holds
that

aA = Aa ∈ B(H), A+B ∈ B(H) and AB ∈ B(H).

More precisely the map ‖ · ‖ defined in (2.13) fulfills the following properties:

(a) ‖aA‖ = |a|‖A‖ = ‖A‖|a| = ‖Aa‖ for any A ∈ B(H) and a ∈ Fc,

(b) ‖A+B‖ ≤ ‖A‖+ ‖B‖ and ‖AB‖ ≤ ‖A‖‖B‖ for any A,B ∈ B(H),

(c) if ‖A‖ = 0 for some A ∈ B(H), then A = 0.

This makes B(H) a two-sided linear space over the division algebra Fc. Moreover the
function ‖ · ‖ is a well-defined norm over B(H), making it a normed space with its
induced topology, called the uniform topology. In particular the sum and composition
of operators, as well as the multiplication by elements of Fc, are continuous functions
if B(H) is endowed with it. More precisely we have the following result.
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Proposition 2.2.7. The set B(H) is a (two-sided) Banach space over Fc.

The structure of B(H) is richer than the linear space one, for we can also perform
products of operators. Let us give the following definition.

Definition 2.2.8. A (two-sided) algebra A over F = R,C or H is a two-sided linear
space over F equipped with a function ◦ : A×A → S which is associative, i.e.

(a ◦ b) ◦ c = a ◦ (b ◦ c) ∀a, b, c ∈ A,

and such that, referring to the linear space structure of A, it satifies:

(a) a ◦ (b+ c) = a ◦ b+ a ◦ c for all a, b, c ∈ A,

(b) (b+ c) ◦ a = b ◦ a+ c ◦ a for all a, b, c ∈ A,

(c) α(a ◦ b) = (αa) ◦ b and (a ◦ b)α = a ◦ (bα) for all a, b ∈ A and α ∈ F.

The algebra is said to be unital if there exists an element 1 ∈ A such that 1◦a = a◦1 = a

for all a ∈ A. We say that A is normed if it is equipped with a norm ‖ · ‖ such that
‖a◦ b‖ ≤ ‖a‖‖b‖ for all a, b ∈ A. If a normed algebra is unital we require also ‖1‖ = 1.
Finally a normed algebra is said to be Banach if it is complete with respect to the
topology induced by the norm.

If A is an (unital, normed, Banach) algebra, a subset B ⊂ A is said to be a (unital,
normed, Banach) subalgebra of A if it is an (unital, normed, Banach) algebra over the
same division algebra with respect to the operation of A (with the same unit and norm
of A if present).

If A1,B2 are two (unital) algebras, a function f : A1 → A2 is said to be an (anti-
)homomorphism if it is (anti-)linear and preserves the product of the algebras, i.e.

f(a ◦1 b) = f(a) ◦2 f(b) for all a, b ∈ A1.

If the algebras are unital it also holds that f(11) = 12. If the function f is bijective, it
is said to be an automorphism.

Proposition 2.2.9. The set B(H) is a unital Banach algebra over Fc.

There are two additional ways to define convergence within the family B(H) which
follow by introducing particular seminorms on B(H).

Definition 2.2.10. Let H be a Hilbert space, then:

(a) the topology induced by the seminorms px(T ) := ‖Tx‖ where x ∈ H is called the
strong topology,

(b) the topology induced by the seminorms pu,v(T ) := |(u|Tv)| where u, v ∈ H is called
the weak topology.
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It is just a simple matter to show that the functions px and pu,v are in fact semi-
norms. The following result follows.

Proposition 2.2.11. Let A ∈ B(H) and a net (Aν)ν∈A ⊂ B(H) be given, then:

(a) Aν converges strongly to A if and only if Aνx→ Ax for all x ∈ H,

(b) Aν converges weakly to A if and only if (u|Aνv)→ (u|Av) for all u, v ∈ H.

The following chain of implication trivially holds:

uniform convergence ⇒ strong convergence ⇒ weak convergence.

This is equivalent to the following condition: consider any subset S ⊂ B(H), then

S ⊂ S
s ⊂ S

w ⊂ B(H), (2.14)

where the bar denotes the closure referred to the corresponding topologies.
Another extremely important definition which, besides all, will enrich the structure

of B(H), is the Hermitean adjoint operator. Consider a densely defined operator A :
D(A)→ H and define

D(A∗) := {z ∈ H | ∃wz ∈ H | (wz|x) = (z|Ax) ∀x ∈ D(A)}. (2.15)

The density of the domain of D(A) assures that for every z ∈ D(A∗) the vector wz is
unique. So we can consider the function A∗ : D(A∗) 3 z 7→ wz ∈ H. This map turns
out to be a well-defined linear operator.

Definition 2.2.12. Let H be a real, complex or quaternionic Hilbert space and let
A : D(A) → H be a densely defined linear operator. The operator A∗ is called the
Hermitean adjoint of A.

If the operator A belongs to B(H) an application of Ries’s Representation Theorem
guarantees that A∗ is maximally defined. In general we have the following properties.

Proposition 2.2.13. The following statements hold:

(a) if A is densely defined and A ⊂ B, then B∗ ⊂ A∗;

(b) if A ∈ B(H) then A∗ ∈ B(H): in this case (A∗)∗ = A;

(c) if A,B are densely defined and a ∈ Fc, then

(aA)∗ = aA∗ = A∗a, A∗ +B∗ ⊂ (A+B)∗, A∗B∗ ⊂ (BA)∗;

(d) if A is densely defined and B ∈ B(H), then

A∗ +B∗ = (A+B)∗, A∗B∗ = (BA)∗;
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(e) if A ∈ B(H), then ‖A∗‖ = ‖A‖ and ‖A∗A‖ = ‖A‖2.

Thanks to points (c) and (d) of the previous proposition we easily see that the
function

∗ : B(H) 3 A 7→ A∗ ∈ B(H)

defines an involution over B(H).

Definition 2.2.14. Let A be an algebra over F = R,C or H, a function ∗ : A → A
which satisfies

(a) (a+ b)∗ = a∗ + b∗ for all a, b ∈ A and α, β ∈ F,

(b) (αa)∗ = a∗α and (aα)∗ = αa∗ for all a ∈ A and α ∈ F,

(c) (a∗)∗ = a for all a ∈ A,

(d) (ab)∗ = b∗a∗ for all a, b ∈ A

is said to be an involution and (A,∗ ) is said to be a ∗-algebra. A Banach ∗-algebra is
said to be a C∗-algebra if it satisfies ‖a∗a‖ = ‖a‖2 for all a ∈ A.

If A is a ∗-algebra, a subalgebra B is said to be a ∗-subalgebra if it is closed under
the action of the involution.

If A is a C∗-algebra a topologically closed Banach ∗-subalgebra B is said to be a
C∗-subalgebra.

Given two ∗-algebras A1,A2 an (anti-)homomorphism f : A1 → A2 is said to be a
∗-(anti-)homomorphism if f(a∗) = f(a)∗ for any a ∈ A.

The discussion carried out so far can be summed up with the following result

Proposition 2.2.15. The set B(H) is a unital C∗-algebra over Fc.

Remark 2.2.16. In the next chapter we deal with subalgebras of B(H), hence it is
important to fix the definition. When we make use of (unital, normed, Banach, ∗-, C∗-)
subalgebras ofB(H), if not explicity written, we will always refer to the (unital, normed,
Banach, ∗-, C∗-) algebra structure of B(H) over Fc and Definitions 2.2.8 and 2.2.14.
We omit the term normed for any subalgebra of B(H) it being tacitly understood.

An important example of subalgebra of B(H) is provided by the commutant of any
given subset of linear operators. Consider any S ⊂ B(H) and define

S′ := {A ∈ B(H) | AS = SA for all S ∈ S}. (2.16)

It is clear that S′ is a unital subalgebra of B(H). These objects will be a matter of
analysis for the Chapter 6 on von Neumann algebras.

The following result is a pillar of functional analysis and holds true on real, complex
and even quaternionic Hilbert space.
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Theorem 2.2.17 (Closed graph theorem). Let H be a real, complex or quaternionic
Hilbert space. A linear operator A : H→ H is closed if and only if A ∈ B(H).

There exists a remarkable relationship between closure of an operator and the def-
inition of Hermitean adjoint.

Proposition 2.2.18. Let A : D(A)→ H be a densely defined linear operator, then

(a) A∗ is closed,

(b) A is closable if and only if D(A∗) is dense: in this case A = A∗∗.

Proposition 2.2.19. Let A be a densely defined linear operator over a Hilbert space
H, then

N(A∗) = R(A)⊥ and N(A) ⊂ R(A∗),

where ⊂ can be substituted with = if A is closed.

The following definition consists in a (almost) complete classification of the possible
types of operator that arise once the Hermitean adjoint conjugation is introduced on
B(H).

Definition 2.2.20. Let H be a real, complex or quaternionic Hilbert space. A linear
operator A : D(A)→ H is said to be

(a) symmetric if D(A) = H and A ⊂ A∗,

(b) anti-symmetric if D(A) = H and −A ⊂ A∗,

(c) self-adjoint if D(A) = H and A = A∗,

(d) anti-self-adjoint if D(A) = H and −A = A∗,

(e) essentially self-adjoint if D(A) = H and (A∗)∗ = A∗,

(f) essentially anti-self-adjoint if D(A) = H and (A∗)∗ = −A∗,

(g) normal if D(A) = H and A∗A = AA∗,

(h) unitary if A∗A = AA∗ = I,

(i) positive if (x|Ax) ≥ 0 for all x ∈ D(A),

(j) an isometry if D(A) = H and ‖Ax‖ = ‖x‖ for all x ∈ D(A),

(k) a partial isometry if D(A) = H and ‖Ax‖ = ‖x‖ for all x ∈ N(A)⊥,

(l) an orthogonal projector if P ∈ B(H), P ∗ = P and PP = P .

Another important definition follows,
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Definition 2.2.21. A anti-unitary operator U on a real, complex or quaternionic is
a surjective anti-linear operator such that ‖Ux‖ = ‖x‖ for all x ∈ H.

Let us see some basic properties.

Lemma 2.2.22. Let H be a real, complex or quaternionic Hilbert space and A :

D(A)→ H a symmetric operator such that (x|Ax) = 0 for all x ∈ D(A), then Ax = 0

for all x ∈ D(A).

Proof. Define f : D(A)×D(A)→ F as f(u, v) := (u|Av) for all u, v ∈ D(A). This map
is clearly linear in the right entry. Moreover f(y, x) = (y|Ax) = (Ax|y) = (x|Ay) =

f(x, y). Applying Remark 2.1.6 we see that

(u|Av) = f(u, v) =
1

4

dF∑
α=0

(Q(uiα + v)−Q(uiα − v))iα = 0,

where Q(x) = (x|Ax) = 0 for all x ∈ D(A) by definition. At this point, since u ∈ D(A)

is arbitrary and D(A) is dense we get Av = 0 for any v ∈ D(A).

Lemma 2.2.23. Let H be complex or quaternionic and A : D(A) → H an anti-
symmetric operator such that (x|Ax) = 0 for all x ∈ D(A), then Ax = 0 for all
x ∈ D(A).

Proof. Suppose that A is anti-symmetric and take x, y ∈ D(A), then

0 = (x+ y|A(x+ y)) = (x|Ax) + (y|Ay) + (x|Ay) + (y|Ax) = (x|Ay)− (Ay|x) =

= (x|Ay)− (x|Ay),

which gives (x|Ay) = (x|Ay), i.e. (x|Ay) ∈ R. Similarly, if i is any imaginary unit of
F we have

0 = (x+ yi|A(x+ yi)) = (x|Ax) + (y|Ay) + i(y|Ax) + (x|Ay)i =

= −i(Ay|x) + (x|Ay)i = i(x|Ay) + (x|Ay)i,

which gives (x|Ay)i = −i(x|Ay). Since (x|Ay) ∈ R this identity immediately implies
(x|Ay) = 0 and concludes the proof.

Remark 2.2.24. Notice that the previous lemma does not hold in the real Hilbert
space case. Indeed any anti-symmetric operator satisfies (x|Bx) = −(Bx|x) = −(x|Bx)

and thus (x|Bx) = 0 without being necessary null.

Proposition 2.2.25. Let H be a complex or quaternionic Hilbert space and A ∈ B(H)

a bounded operator. If A is positive then it is also self-adjoint.

Proof. Let x ∈ H be given, then (x|Ax) = (x|Ax) = (Ax|x) = (x|A∗x). Since A − A∗
is antisymmetric, Lemma 2.2.23 concludes the proof.
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Remark 2.2.26. The above proof does not apply to real Hilbert spaces because
Lemma 2.2.23 does not. As already pointed out in Remark 2.2.24 any anti-self-adjoint
operator on a real Hilbert space satisfies (x|Bx) ≥ 0.

More generally, on complex Hilbert spaces we can prove the following result. Notice
that the proof works only on complex Hilbert spaces since we exploit the identity
i(x|Ay) = (x|Ay)i which holds for any x, y and imaginary unit i and this is not fulfilled
in quaternionic Hilbert spaces.

Proposition 2.2.27. Let H be a complex Hilbert space and A : D(A) → H a densely
defined operator. If A is positive, then it is symmetric.

Proof. Let x, y ∈ H be given, then the positivity implies in particular that

R 3(x+ yi|A(x+ yi)) = (x|Ax) + (y|Ay) + [(x|Ay)− (y|Ax)]i,

R 3(x+ y|A(x+ y) = (x|Ax) + (y|Ay) + (x|Ay) + (y|Ax).
(2.17)

From this we get [(x|Ay) − (y|Ax)]i ∈ R, or equivalently (x|Ay) − (y|Ax) ∈ Ri, and
(x|Ay) + (y|Ax) ∈ R. The former can be restated as <(x|Ay)− <(y|Ax) = 0 and the
latter as =(x|Ay) +=(y|Ax)) = 0. Putting all together we see that (x|Ay) = (y|Ax) =

(Ax|y). The vectors x, y being arbitrary we have the thesis.

Proposition 2.2.28. Let A : D(A)→ H and B : D(B)→ H be symmetric operators,
then the following statements hold:

(1) A is closable and A ⊂ A∗,

(2) if D(A) = H then A ∈ B(H),

(3) the following assertions are equivalent

(A∗)∗ = A∗, A = A∗, A = (A)∗,

(4) if A ⊂ B and A is essentially self-adjoint, then also B is and A = B .

Theorem 2.2.29. Let A be a densely defined closed operator over H, then A∗A is a
positive self-adjoint operator.

The orthogonal projectors over a Hilbert space play a fundamental role in the logic
theory of quantum mechanics.

Definition 2.2.30. Let H be a Hilbert space, the set of orthogonal projectors over H

is said to be the logic of H (or B(H)) and denoted by L(H). Two projectors P,Q are
said to be compatible if they commute, i.e. PQ = QP . They are said to be orthogonal
if PQ = 0. They are said to be comparable and denoted by P ≤ Q, if PQ = P .

Some basic properties follow.
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Proposition 2.2.31. Let H be a real, complex or quaternionic Hilbert space and P,Q ∈
L(H), then the following statements hold:

(a) P (H) is a closed subspace of H. In particular P (H)⊕ P (H)⊥ = H,

(b) for every closed subspace K ⊂ H there exists a unique PK ∈ L(H) such that PK(H) =

K,

(c) if P,Q are orthogonal to each other they are compatible,

(d) P⊥ := I − P ∈ L(H) and (I − P )(H) = P (H)⊥: of course PP⊥ = 0,

(e) P ≤ Q if and only if P (H) ⊂ Q(H).

Consider two projectors P,Q ∈ L(H) and let P (H) and Q(H) be their ranges. We
can construct the closed subspaces

P (H) ∩Q(H) and [P (H) ∪Q(H)]. (2.18)

Referring to Proposition 2.2.31, point (b), we can define the orthogonal projectors

P ∧Q := PP (H)∩Q(H) and P ∨Q := P[P (H)∪Q(H)]. (2.19)

Proposition 2.2.32. Let P,Q be two compatible orthogonal projectors on a real, com-
plex or quaternionic Hilbert space, then P ∧ Q = PQ and P ∨ Q = P + Q − PQ

.

The definitions above can be extended to any family of orthogonal projectors∨
i∈I

Pi = P⋂
i∈I Pi(H)

∨
i∈I

Pi = P
[
⋃
i∈I Pi]

. (2.20)

In the case of a countable family of orthogonal projectors, the second statement in
Proposition 2.2.32 can be restated in the following way:

Proposition 2.2.33. Let (Pn)n∈N ⊂ L(H) be a sequence of projectors such that PnPm =

0 if n 6= m, then
∑N

n=0 Pn strongly converges within L(H) and

∨
n∈N

Pn = s- lim
N→∞

N∑
n=0

Pn. (2.21)

Remark 2.2.34. The left-hand side in (2.21) is insensitive to the indexing order of
the orthogonal projectors and so the same holds for the right-hand side.

To conclude, some basic properties on the connectives ∧,∨.

Proposition 2.2.35. Let P,Q,Q′ ∈ L(H) be given, then the following statements hold:
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(a) De Morgan laws: (P ∧Q)⊥ = P⊥ ∨Q⊥ and (P ∨Q)⊥ = P⊥ ∧Q⊥,

(b) if P ≤ Q, then Q = P ∨ (P⊥ ∧Q),

(c) the operations ∧,∨ are distributive, i.e.

P ∧ (Q ∨Q′) = (P ∧Q) ∨ (P ∧Q′)

if and only P,Q,Q′ are compatible with each other.

2.2.2 Basics on Spectral Theory
The spectral theory for real and complex operators is essentially identical, while in the
quaternionic case things are quite different, for major difficulties arise from the lack
of commutativity of the division algebra. We will try to condense the three cases as
much as possible, aware of the remarkable differences between them.

The usual definitions of spectrum and resolvent sets involve the definition of the
operator A− Iλ for λ ∈ F. Unfortunately this makes no sense on quaternionic Hilbert
spaces, for the multiplication of operators by scalars is meaningless outside Fc. The
closest definition we can take into consideration is the following:

Definition 2.2.36. Let H be a real or complex or quaternionic Hilbert space and let
A : D(A)→ H be a linear operator. For any λ ∈ F define

∆λ(A) :=

{
A− λI if F = R,C
A2 − (λ+ λ)A+ |λ|2I if F = H

.

The resolvent set ρ(A) of A is the set of elements λ ∈ F such that

(i) N(∆λ(A)) = {0},

(ii) R(∆λ(A)) is dense in H,

(iii) ∆λ(A)−1 : R(∆λ(A))→ H is bounded.

The spectrum of A is the complement σ(A) := F \ ρ(A). This is the union of three
pairwise disjoint subsets:

(a) the point spectrum of A:

σp(A) := {λ ∈ F |N(∆λ(A)) 6= {0}},

(b) the continuous spectrum of A:

σr(A) := {λ ∈ F |N(∆λ(A)) = {0}, R(∆λ(A)) = H, ∆λ(A)−1 is not bounded},
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(c) the residual spectrum of A:

σc(A) := {λ ∈ F |N(∆λ(A)) = {0}, R(∆λ(A)) 6= H}.

As we will see, in the quaternionic case this definition is reduntant for the pur-
pose of spectral theorem, for only a particular slice of σ(A) suffices for the spectral
decomposition of any normal operator.

Here follow some properties which characterise the spectra in some particular con-
ditions.

Proposition 2.2.37. Let H be a Hilbert space and A a linear operator over H, then

(a) the set σp(A) coincides with the set of eigenvalues of A, i.e. the elements q ∈ F
such that Au = uq for some 0 6= u ∈ D(A);

(b) if A is self-adjoint, then σ(A) ⊂ <F and σr(A) = ∅;

(c) if H is complex or quaternionic and A is anti-self-adjoint, then σ(A) ⊂ =F and
σr(A) = ∅;

(d) if P ∈ L(H), then σ(P ) = {0, I}.

Now, let X be any second-countable topological space and let B(X) be its σ-algebra
of Borelian subsets. We are interested in the set of measurable functions M(X,F).
The subset of bounded measurable functions is denoted by Mb(X,F) and for each f ∈
Mb(X,F) we denote by

‖f‖∞ := sup
x∈X
|f(x)| <∞

the supremum norm of f .

Definition 2.2.38. Let H be a real, complex or quaternionic Hilbert space and Σ(X)

the Borel σ-algebra of a second-countable topological space X. A function Σ(X) 3 E 7→
PE ∈ L(H) which satisfies

(a) P (X) = I,

(b) P (E)P (F ) = P (E ∩ F ),

(c) if (En)n∈N ⊂ L(H) satisfies En ∩ Em = ∅ for n 6= m, then

s- lim
N→∞

N∑
n=0

P (En) = P

(
∞⋃
n=0

En

)
.

is said to be a projection valued measure or PVM. The support of P is the closed subset
of X defined as

suppP := X \
⋃
{A open subset of X | P (A) = 0}.
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The following properties are fulfilled by any PVM.

Proposition 2.2.39. Let H be a Hilbert space and let P be a PVM defined over it.
Take E,F ∈ B(X) and (En)n∈N ⊂ B(X), then the following statements hold:

(a) (monotonicity) if E ⊂ F then P (E) ≤ P (F ),

(b) (subadditivity) (u|P (∪n∈NEn)u) ≤
∑

n∈N(u|P (En)u) for all u ∈ H,

(c) (inner continuity) limn→∞(u|P (En)u) = (u|P (∪n∈NEn)u) if En ⊂ En+1,

(d) (outer continuity) limn→∞(u|P (En)u) = (u|P (∩n∈NEn)u) if En ⊃ En+1,

(e) P (E) = P (E ∩ suppP ).

An important related definition is the following.

Definition 2.2.40. Let P be a PVM over the Hilbert space H. A function f : X → F
is said to be essentially bounded with respect to P if

P ({x ∈ X | |f(x)| ≥ K}) = 0 for some K <∞. (2.22)

If f is essentially bounded, the infimum ‖f‖(P )
∞ of the set of K ≥ 0 such that (2.22)

holds is called the essential supremum (semi)norm of f with respect to P .

Notice that any bounded function is of course essentially bounded, more precisely

‖f‖(P )
∞ ≤ ‖f‖∞. (2.23)

There is another important object that is worth mentioning. Let H be a Hilbert space
and P a PVM defined over it. Take any two vectors u, v ∈ H and define the map

µu,v : B(X) 3 E 7→ (u|P (E)v) ∈ F. (2.24)

An important role is played by these functions in the particular case of u = v:

Proposition 2.2.41. If u ∈ H and P is a projection valued measure on H, then the
function

B(X) 3 E 7→ µu(E) := (u|P (E)u) ∈ [0,∞)

is a finite positive Borel measure.

Given this, for any fixed u ∈ H, we can consider the linear space

L2(X,F, µu).

of square integrable functions, whose (semi)norm will be denoted by

‖f‖2,u :=

∫
X

|f |2 dµu
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It must be remarked that in the real and complex cases the function µu,v is, respec-
tively, a signed and complex finite measure, so it makes sense to integrate functions
also with respect to it.

Even though in the real and complex case there is no need to do what follows, we
try to compact the notation as much as possible.

In order to introduce the spectral integral we need to turn our (right linear) Hilbert
space into a two-sided linear space. In the real and complex case this can be achieved
by merely introducing the canonical left scalar multiplication as

qu := uq for all u ∈ H, q ∈ F

as already discussed in Remark 2.2.3. In the quaternionic case we introduce a left
multiplication in a more general way, which bases upon the underlying right-linear
Hilbert space structure of H. Even though we are interested in the K = F = H case,
we state the following definition in a more general way, which will become useful in the
next chapter.

Definition 2.2.42. Let K denote either C or H, then a K-left scalar multiplication
on a quaternionic Hilbert space H is a map L : K→ B(H) such that

(a) Lq+p = Lq + Lp, Lqp = LqLp and Lru = ur,

(b) (Lq)
∗ = Lq

for every p, q ∈ K, r ∈ R and u ∈ H.

It is easy to see that ‖Lqu‖ = |q|‖u‖ for every u ∈ H.

Remark 2.2.43. Once this has been introduced we can use the following notation

qu := Lqu for all q ∈ K

and get a multiplication on the left by scalars, which is also compatible with the already
existing right multiplication, that is

q(up) = Lq(up) = (Lqu)p = (qu)p for all p ∈ F, q ∈ K, u ∈ H

which follows from the linearity of Lq.

A concrete way to define such a function is the following. Fix a Hilbert basis N of
the quaternionic Hilbert space H, thanks to Proposition 2.1.14 the sum

∑
z∈N zq(z|u) is

well-defined in H for any choice of (fixed) scalar q ∈ F. Thus we can give the following:

Proposition 2.2.44. Let H be a quaternionic Hilbert space and N a Hilbert basis, then
the function LN : H→ B(H) defined by

LN
q u :=

∑
z∈N

zq(z|u) for all q ∈ F
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is a quaternionic left scalar multiplication. On the contrary for any quaternionic left
scalar multiplication L there exists a Hilbert basis N such that L = LN.

Remark 2.2.45. Some remarks follow:

(a) if N is a Hilbert basis associated with a quaternionic left scalar multiplication L,
then Lqz = zq for any q ∈ H and z ∈ N;

(b) the introduction of a quaternionic left scalar multiplication makes H a two-sided
linear space.

We are in a position to give the following definition.

Definition 2.2.46. Let H be a Hilbert space. A rigged projection valued measure, or
rPVM is a couple (P,L) where P is a PVM and L is

(a) the canonical left scalar multiplication discussed in Remark 2.2.3 if F = R,C,

(b) a left scalar multiplication as in Proposition 2.2.44 if F = H

and satisfies LqP (E) = P (E)Lq for any q ∈ F and E ∈ B(X).

Remark 2.2.47. Again, this definition is meaningful only on quaternionic Hilbert
space, for on real and complex ones every PVM is automatically a rPVM.

If the division algebra is H, fix any imaginary unit i ∈ H and consider the subset

Ci := {a+ bi ∈ H | a, b ∈ R} ⊂ H

which is clearly isomorphic to the field of complex numbers. In the following a major
role will be played by its upper half

C+
i := {a+ bi ∈ H | a, b ∈ R with b ≥ 0}.

Notation 2.2.48. In the following X will denote the set R,C or C+
ι , depending on

the fact that the Hilbert space is, respectively, real, complex or quaternionic.

Consider a Borel set E ∈ B(X), then the function χE : X → F defined as χE(x) = 1
or 0, depending on whether x ∈ E or not, is clearly measurable and is called the
characteristic function of E. A simple function over X is a measurable function s :
X → F which can be expressed as

s =
N∑
n=0

qnχEn ∈Mb(X,F) (2.25)

where qn ∈ F and En ∈ B(X) are pairwise disjoint. Of course the expression of s is
not unique.
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Definition 2.2.49. Let (P,L) be a rPVM over H and s a simple function as in (2.25),
then the integral of s with respect to (P,L) is defined as

∫
X

s dP :=
N∑
n=0

LqnP (En) ∈ B(H).

It can be proved that this definition is independent from the choice of the repre-
sentative expression for s, moreover

‖s‖(P )
∞ =

∥∥∥∥∫
X

s dP

∥∥∥∥ for any simple function s. (2.26)

The next step consists in extending this definition to (essentially) bounded func-
tions. The following technical lemma holds.

Lemma 2.2.50. For any f ∈ Mb(X,F) there exists a sequence (sn)n∈N of simple
functions such that ‖sn − f‖∞ → 0.

Using this result, together with (2.23) and (2.26), it is immediate to see that the
sequence of operators

∫
X
sn dP is of Cauchy type within B(H). Hence, thanks to the

completeness of B(H), the following definition makes sense:

Definition 2.2.51. For any f ∈ Mb(X,F) the integral of f with respect to (P,L) is
defined as ∫

X

f dP := lim
n→∞

∫
X

sn dP ∈ B(H) (2.27)

where the limit is to be considered in the uniform topology and (sn)n∈N is a sequence of
step functions as in Proposition 2.2.50.

Again, it can be proved that this definition is independent from the particular
choice of the sequence of simple functions converging to f . Moreover for any bounded
function f and for any u ∈ H, it holds that∥∥∥∥∫

X

f dPu

∥∥∥∥2

=

∫
X

|f |2 dµu =: ‖f‖2,u. (2.28)

In particular notice that, if f ∈ Mb(X,F) and u ∈ H, then it always holds that
f ∈ L2(X,F, µu). The found result allows us to extend the theory to generic measurable
functions. Take f ∈M(X,F) and define the following set

∆f :=
{
u ∈ H | f ∈ L2(X,F, µu)

}
⊂ H. (2.29)

Proposition 2.2.52. Let f ∈ M(X,F), then the set ∆f is a dense linear subspace of
H. Moreover for any u ∈ ∆f there exists a sequence (fn)n∈N of bounded measurable
functions such that ‖fn − f‖2,u → 0.



30 Chapter 2. Basics on Hilbert Space Theory

Exploiting this proposition and (2.28) we see that
∫
X
fn dPu is a Cauchy sequence

within H, hence converging to some vector of H. This suggests the following definition.

Definition 2.2.53. For any f ∈ M(X,F) the integral of f with respect to (P,L) is
defined as ∫

X

f dPu := s- lim
n→∞

∫
X

fn dPu for all u ∈ H (2.30)

where (fn)n∈N is a sequence of bounded measurable functions as in Proposition 2.2.52.

Again, it can be proved that this definition is independent from the particular choice
of the sequence of bounded measurable functions converging to f .

Let us list some important and useful properties about these function operators.

Proposition 2.2.54. Let f ∈M(X,F) be any measurable function, then the following
statements hold:

(a) for every q ∈ F \ {0} it holds that ∆qf = ∆fq = ∆f , Lq(∆f ) = ∆f and

Lq

(∫
X

f dP

)
=

∫
X

qf dP and
(∫

X

f dP

)
Lq =

∫
X

fq dP ;

(b) for every measurable function f and for every u ∈ ∆f it holds that∥∥∥∥∫
X

f dPu

∥∥∥∥2

=

∫
X

|f |2 dµu (2.31)

and, if f is real valued, also(
u

∣∣∣∣ ∫
X

f dPu

)
=

∫
X

f dµu; (2.32)

(c) if F = R or C then for every measurable function f and for every u ∈ H and
v ∈ ∆f (

u

∣∣∣∣ ∫
X

f dPv

)
=

∫
X

f dµu,v. (2.33)

Proposition 2.2.55. Consider two measurable functions f, g, then the following state-
ments hold:

(a) D
(∫

X
f dP

∫
X
g dP

)
= ∆f ∩∆fg and∫

X

f dP

∫
X

g dP ⊂
∫
X

fg dP (2.34)

where can replace the latter inclusion with an equality if and only if ∆fg ⊂ ∆g;
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(b) D
(∫

X
f dP +

∫
X
g dP

)
= ∆f ∩∆g and∫
X

f dP +

∫
X

g dP ⊂
∫
X

(f + g) dP (2.35)

where we can replace the latter inclusion with an equality if and only if ∆f+g =

∆f ∩∆g;

(c) ∆f = ∆f and (∫
X

f dP

)∗
=

∫
X

f dP, (2.36)

in particular we have that
∫
X
f dP is always a closed operator;

(d) the operator
∫
X
f dP is normal and(∫

X

f dP

)∗(∫
X

f dP

)
=

∫
X

|f |2 dP =

(∫
X

f dP

)(∫
X

f dP

)∗
; (2.37)

(e) ∆f = H if and only if f is essentially bounded with respect to P , in particular this
holds if and only if

∫
X
f dP ∈ B(H);

(f) let t : X → X be a measurable map and define P ′ as P ′(E) := P (t−1(E)) for every
E ∈ B(X), then (P ′, L) is a rPVM on H. Moreover ∆′f = ∆f◦t and∫

X

f ◦ t dP =

∫
X

f dP ′ and

for every f ∈M(X,F).

At this point we are ready to state the spectral theorem.

Theorem 2.2.56. Let H be real, complex or quaternionic Hilbert space and A : D(A)→
H be a linear operator which is self-adjoint if H is real or, more generally, normal if H
is complex or quaternionic, then there exists a rPVM (L, P (A)) such that

A =

∫
X

z dP (A)(z). (2.38)

The PVM is uniquely determined by A on the whole B(X). The following additional
statements hold:

(a) the support of P (A) is given by σ(A) ∩X;

(b) concerning the spectrum of A we have:

(a) λ ∈ σp(A) ∩ X if and only if P ({λ}) 6= 0; moreover every isolated point of
σ(A) ∩X belongs to σp(A) ∩X;
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(b) λ ∈ σc(A)∩X if and only if P ({λ}) = 0 and P (E) 6= 0 for every open subset
E ⊂ X containing λ; moreover if λ ∈ σc(A) ∩ X then for any ε > 0 there
exists a vector uε ∈ H such that ‖uε‖ = 1 and ‖Auε − uελ‖ < ε;

(c) σr(A) ∩X = ∅.

Remember that, in the important case of selfadjoint operator, the left scalar mul-
tiplication L plays no role in the spectral decomposition, for the only multiplications
of scalar and operators involve real numbers and thus L can be neglected from the
theory. Indeed in the restricted case of a selfadjoint operator the spectral theorem can
be restated in the following simpler form.

Theorem 2.2.57. Let H be a real, complex or quaternionic Hilbert space and A a
self-adjoint operator over H, then there exists a unique PVM P (A) such that

(a) id ∈ L2
(
R,R, µ(P (A))

u

)
,

(b) (u|Au) =
∫
R s dµ

(P (A))
u (s)

for any choice of u ∈ D(A).

Proof. The PVM P (A) associated to A by the spectral theorem satisfies the thesis.
Suppose Q is another PVM satisfying the above requirements and take u ∈ D(A). In
particular this means that u ∈ D(A′) where A′ is the self-adjoint operator defined as∫
R t dQ(t) and (u|Au) = (u|A′u), i.e. (u|(A − A′)u) = 0. Since D(A) ⊂ D(A′), the
difference A−A′ is densely defined. This, together with the self-adjointness of both A
and A′, makes their difference a symmetric operator. Applying Lemma 2.2.22 we get
Au = A′u for all u ∈ D(A), i.e. A ⊂ A′. Since A and A′ are both self-adjoint it must
be A = A′. This means that the spectral decomposition (2.38) of A can be carried out
with both P (A) and Q. The uniqueness of such a PVM stated by the spectral theorem
assures that P (A) = Q, concluding the proof.

Thanks to the spectral theorem we see that any normal (self-adjoint in the real
Hilbert space case) operator is completely characterised by its PVM. Another important
confirmation of this is the following useful result.

Proposition 2.2.58. Let H be a real, complex or quaternionic Hilbert space and A be
a densely defined operator, then the following statements hold:

(a) if U ∈ B(H) is unitary, then U∗AU is densely defined and (U∗AU)∗ = U∗A∗U : in
particular, if A is self-adjoint, then the PVM of U∗AU is given by

P (U∗AU)(E) = U∗P (A)(E)U

for every Borelian E ∈ B(X);
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(b) if U is unitary and A closable, then UA and AU are closable and

UA = UA, AU = AU ;

(c) if B ∈ B(H) and A is closable, then BA ⊂ AB implies BA ⊂ AB;

(d) if A∗ = A with PVM P (A), then P (A)(E) = χE(A) and

P (A)(E)A ⊂ AP (A)(E)

for any Borelian E ∈ B(X).

Proof. The first statement in (a) can be proved through a direct application of the
definitions. The second part follows by noticing that E 7→ U∗P (A)(E)U defines a
PVM over H and by exploiting Theorem 2.2.57. Points (b) and (c) can be proved by
direct inspection while point (d) follows from the definition of spectral integral and its
properties stated in Proposition 2.2.55.

The definition of function of operators become particularly important when dealing
with square root or absolute value of operators.

Proposition 2.2.59. The following statements hold:

(a) if A is a positive self-adjoint operator with PVM P (A), then σ(A)∩X ⊂ [0,∞) and
the operator

√
A :=

∫
[0,∞)

√
z dP (z)

is a positive self-adjoint operator satisfying
√
A
√
A = A;

(b) if A is a densely defined closed operator define |A| :=
√
A∗A, then if A is self-

adjoint or anti-self-adjoint (only self-adjoint in the real case) it holds that

|A| =
∫
X

|z| dP (z).

If A is a positive self-adjoint operator then |A| = A.

To conclude this chapter we discuss another important concept, the joint PVM for
finite families of strongly commuting self-adjoint operators.

Definition 2.2.60. A finite family of self-adjoint operators A1, . . . , An is said to be
strongly commuting if the respective PVMs commute with each other, i.e. if

Pi(∆)Pj(Σ) = Pj(Σ)Pi(∆)

for all i, j = 1, . . . , n and ∆,Σ ∈ B(X).
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Theorem 2.2.61. Let A1, . . . , An be a family of strongly-commuting self-adjoint oper-
ators over a separable real, complex or quaternionic Hilbert space H, then there exists
a unique PVM P : B(Rn)→ L(H) such that

P (∆1 × · · · ×∆n) = P1(∆1) · · ·Pn(∆n) (2.39)

for all ∆i ∈ B(R). Moreover this PVM satisfies

f(Ai) =

∫
Rn
f(zi) dP (z) (2.40)

for all i = 1, . . . , n and measurable function f : R→ R.

Proposition 2.2.62. Referring to Theorem 2.2.61, it holds that P (E)Ai ⊂ AiP (E)

for any Borelian E ∈ B(Rn) and i = 1, . . . , n.

Definition 2.2.60 and Theorem 2.2.61 play an important role in quantum mechanics,
making the concepts of compatible observables and simultaneous measurement mathe-
matically meaningful.

2.2.3 Excursus on Quaternionic Algebras of Operators
As discussed at the beginning of the previous section if H is a quaternionic Hilbert space
on the division algebra F only Fc-linear combinations of operators are meaningful. More
precisely B(H) turns out to be a unital C∗-algebra over Fc.

Things change when a quaternionic left scalar multiplication

F 3 q 7→ Lq ∈ B(H) (2.41)

as in Definition 2.2.42 is introduced on H. In line with the notation qu := Lqu intro-
duced in Remark 2.2.43, given any linear operator A : D(A)→ H we can construct the
following linear operators

qA := LqA and Aq := ALq for all q ∈ F.

Notice that for q ∈ Fc the above operators reduces to the already defined (2.10) and
(2.11). Moreover

qA = Aq if q ∈ Fc.

Exploiting the properties of L it is clear that the function defined by

F×B(H) 3 (q, A) 7→ qA ∈ B(H)

and by
B(H)× F 3 (A, q) 7→ Aq ∈ B(H)

define onB(H) a left and a right multiplication by elements of F, respectively. Moreover
the following result holds.
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Proposition 2.2.63. For any q, p ∈ F and A,B ∈ B(H) it holds that

(a) (qA)p = q(Ap),

(b) q(AB) = (qA)B and (AB)q = A(Bq),

(c) (qA)∗ = Aq and (Aq)∗ = qA∗.

Proof. Points (a) and (b) follow immediately from the associativity of operators within
B(H). To prove point (b) notice that (qA)∗ = (LqA)∗ = A∗(Lq)

∗ = A∗Lq = A∗q. The
second identity is similar.

These results make B(H) a (two-sided) algebra over F. More precisely we have the
following result.

Proposition 2.2.64. Let H be a quaternionic Hilbert space equipped with a quater-
nionic left scalar multiplication, then B(H) is a unital C∗-algebra over F.

We do not make use of these structures in this work, except for another brief
excursus at the end of Chapter 6 where we show how any attempt to define (two-
sided) von Neumann algebras over H is meaningless. Thus in the following we always
stick to the division algebra Fc when talking about the algebra structure of B(H).
In particular this applies to the concept of subalgebra of B(H), in line with Remark
2.2.16.
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Chapter 3

Mathematical Tools

In this chapter we analyse some techniques for extending or reducing the division
algebra of, respectively, real and quaternionic Hilbert spaces which turns out to be
useful in the next chapters. First of all they allow us to restate several standard results
which hold on complex Hilbert spaces on, respectively, real and quaternionic ones.
Secondly, these tools become crucial in the last chapter, where we show how real and
quaternionic Hilbert space representations of physical systems eventually reduce to
standard formulations over complex Hilbert spaces.

3.1 Extending the Scalars of Real Hilbert Spaces

This can be carried out in two ways: by means of an external and an internal procedure.
The former consists in enlarging the set of vectors the same way of the division algebra,
in order to make it possible to define a multiplication by complex or quaternion scalars.
Concering the latter, instead, we work on the already available set of vectors and extend
the scalar multiplication by means of the action of particular operators which act as
imaginary numbers.

As usual we will denote by {iα}α=0,...,dK a basis of standard units of K (understood
as a real-linear space), where i0 = 1 and dK = dimR K− 1.

3.1.1 Method I: Canonical Procedure

Let H be a real Hilbert space with real scalar product (·|·). There exists a natural
way to define a complex and a quaternionic Hilbert space out of H. If we interpret
K = C,H as real linear spaces we can perform the (real) tensor product

HK := H⊗K.

This is by construction a real linear space. If (ei)i∈N is an algebraic basis for H, then
(ei ⊗ iα)i∈N,α∈{0,..,dK} is an algebraic basis for the real linear space HK. In particular
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any element can be written in the following way

x =

dK∑
α=0

xα ⊗ iα, (3.1)

where xα ∈ H depend on x and are uniquely determined.
Next step consists in enlarging the division algebra, i.e. in defining a (right) mul-

tiplication by elements of K. Fix any k0 ∈ K and consider the real bilinear map
H × K 3 (u, k) 7→ u ⊗ (kk0) ∈ HK. Thanks to the universal property of the ten-
sor product there must exist a (unique) real linear map Rk0 : HK → HK such that
Rk0(u ⊗ k) = u ⊗ (kk0). Notice that, as should be, Rk reduces to the original scalar
multiplication if restricted to the reals. So, consider the function

HK ×K 3 (x, k) 7→ Rkx ∈ HK, (3.2)

then the following result follows easily.

Proposition 3.1.1. Let H be a real Hilbert space, then the (right) R-linear space HK

equipped with the multiplication (3.2) is a (right) K-linear space.

Once thisK-linear structure is defined it is just a simple matter to see that (ei⊗1)i∈N
is an algebraic basis for the K-linear space HK, where (ei)i∈N is any algebraic basis for
the real linear space H.

Of course we would like to have some sort of identification of H as a real subspace
of HK. This is clearly true and realised by means of the map

H 3 u 7→ u⊗ 1 ∈ HK (3.3)

which is injective and real linear. This makes it possible to identify H as a real subspace
of HK.

We are in a position to introduce an Hermitean scalar product on HK and make it
a Hilbert space on K.

Proposition 3.1.2. There exists a unique Hermitean scalar product (·|·)K over HK

such that
(u⊗ s|v ⊗ t)K = (u|v)st

for any choice of u, v ∈ H and s, t ∈ K.

Proof. Fix any algebraic basis (ei)i∈N of H and define f : HK × HK → K as the unique
map which is anti-linear in the left-hand entry and linear in the right-hand one and
satisfies f((ei ⊗ 1, ej ⊗ 1)) = (ei|ej). Take u, v ∈ H and s, t ∈ K, then a simple
calculation shows that f(u ⊗ s, v ⊗ t) = (u|v)st. It is obvious that this is the only
left-hand-anti-linear and right-hand-linear map satisfying the thesis. The fact that f
satisfies all the assumptions in the definition of a Hermitean scalar product can be
easily checked exploiting the same properties which are fulfilled by hypotheses by the
Hermitean scalar products on H and K.
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The norm associated with this extended scalar product reads

‖u⊗ k‖2
K = (u⊗ k|u⊗ k)K = ‖u‖2|k|2.

Referring to expression (3.1) for the generic element x ∈ HK, a simple calculation shows
that

(x|y)K =

dK∑
α=0

dK∑
β=0

(xα|yβ)iαiβ and ‖x‖2
K =

dK∑
α=0

‖xα‖2. (3.4)

Now, consider any subspace M ⊂ H and define the following subset of HK

MK :=

{
dK∑
α=0

uα ⊗ iα
∣∣∣∣ uα ∈ K

}
. (3.5)

It can be proved by direct inspection that this set is closed with respect to the sum
and the K-scalar multiplication (3.2) introduced on HK, making it a K-linear subspace
of HK.

We could have taken the real tensor product M⊗K and equipped it with a K-scalar
multiplication as we did for H in (3.2). It is just a simple matter to prove that the two
structures are isomorphic to each other.

Theorem 3.1.3. Let H be a real Hilbert space, then the following statements hold:

(a) the space HK equipped with the scalar product (·|·)K is a K-Hilbert space,

(b) a subset N ⊂ H is a Hilbert basis for H if and only if N ⊗ 1 is a Hilbert basis for
HK,

(c) let K ⊂ H be a linear subspace, then KK = KK: in particular K is closed or dense
in H if and only if KK is, respectively, closed or dense in HK.

Proof. Exploiting the expressions (3.1) and (3.4) we see that any Cauchy sequence in
HK defines dK + 1 Cauchy sequences in H. The completeness of H completes the proof
of (a). A simple check proves that N is maximally orthonormal in H if and only if N⊗1

is maximally orthonormal in HK, giving in this way point (b). Point (c) can be derived
easily using (3.5), (3.1) and (3.4).

Define the following function, called the canonical conjugation of HK

C : HK 3
dK∑
α=0

xα ⊗ iα 7→
dK∑
α=0

xα ⊗ iα ∈ HK . (3.6)

It is immediate to see that CC = I and that ‖Cx‖ = ‖x‖ for all x ∈ HK. Moreover
this is an anti-linear operator in the K = C case.

Now, take a real linear operator A : D(A)→ H defined over H, we can consider the
(real) tensor product

AK := A⊗ I : D(A)⊗K→ H⊗K
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which is by definition (thanks to the universal property of the tensor product) the only
real-linear operator on D(A)⊗K = D(A)K satisfying A⊗ I(u⊗ k) = A(u)⊗ k for all
u ∈ H and k ∈ K. It is a simple matter to check that AK is also linear with respect to
the K-linear structure of HK.

Proposition 3.1.4. The following statements hold:

(a) a K-linear operator B : D(B)→ HK satisfies B = AK for some real linear operator
A : D(A) → H if and only if CB ⊂ BC where C is defined in (3.6): if this is the
case, then CB = BC and A is uniquely determined by

D(A) = {x ∈ H | x⊗ 1 ∈ D(B)} and Ax⊗ 1 = B(x⊗ 1);

(b) let A : D(A)→ H be a real linear operator over H, then

(i) if A′ : D(A′)→ H is another real linear operator, then

A ⊂ A′ iff AK ⊂ A′K and (AA′)K = AKA
′
K;

(ii) A ∈ B(H) if and only if AK ∈ B(HK), more precisely ‖A‖ = ‖AK‖K;

(iii) if D(A) is dense, then (AK)∗ = (A∗)K, in particular D((AK)∗) = D(A∗)K;

(iv) A is either closed or closable if and only if AK is, respectively, closed or
closable: in the second case AK = (A)K;

(v) a subspace S ⊂ D(A) is a core for A if and only if SK is a core for AK;

(vi) AK is symmetric, anti-symmetric, (essentially) self-adjoint, (essentially) anti-
self-adjoint, unitary, normal, idempotent if and only if A is, respectively,
symmetric, anti-symmetric, (essentially) self-adjoint, (essentially) anti-self-
adjoint, unitary, normal, idempotent;

(vii) A is symmetric and positive if and only if AK is positive.

Proof. Let us prove (a). Suppose first that B = AK for some operator A defined on H

and take u ∈ D(B). Exploiting the definition of AK, in particular of D(A)K, it is clear
that Cu ∈ D(B) if u ∈ D(B) and that CBu = BCu for any u ∈ D(B). This proves
CB ⊂ BC. Using CC = I we immediately get CB = BC. So, suppose on the contrary
that CB ⊂ BC, or equivalently CB = BC, and define D(A) := {x ∈ H|x⊗1 ∈ D(B)}.
This is clearly a real subspace of H. We want to prove that D(B) = D(A)K. Of course
we have D(A)K ⊂ D(B). So, take u =

∑dK
α=0 uα ⊗ iα ∈ D(B). Since CB ⊂ BC we

have in primis that C(D(B)) ⊂ D(B), in particular 1
2
(u + Cu) = x0 ⊗ 1 ∈ D(B)

and 1
2
(u − Cu) =

∑dK
α=1 uα ⊗ iα ∈ D(B). Multiplying the latter by i1 we get v :=

u1 ⊗ 1 ∈ D(B) if K = C and v := u1 ⊗ 1 + u2 ⊗ i3 − u3 ⊗ i2 ∈ D(B) if K = H. Now,
sticking to the quaternionic case, if we apply the same argument carried on u to the
vector v we get u1 ⊗ 1 ∈ D(B) and u2 ⊗ i3 − u3 ⊗ i2 ∈ D(B). Proceeding similarly,
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we get u2 ⊗ 1, u3 ⊗ 1 ∈ D(B). In all cases we have proved that uα ⊗ 1 ∈ D(B) for
all α = 0, . . . , dK. By definition we see that uα ∈ D(A) for all α = 0, . . . , dK, hence
u ∈ D(A)K.

Now, take x ∈ D(A), then x ⊗ 1 ∈ D(B) and B(x ⊗ 1) =
∑dK

α=0 uα ⊗ iα for some
uα ∈ H. Clearly, by definition of C we have C(x⊗ 1) = x⊗ 1 and so

dK∑
α=0

uα ⊗ iα = B(x⊗ 1) = BC(x⊗ 1) = CB(x⊗ 1) =

dK∑
α=0

uα ⊗ iα,

which clearly implies B(x ⊗ 1) = u0 ⊗ 1. Notice that the vector u0 is the only vector
of H satisfying this equality. This allows us to define Ax := u0. A simple check shows
that the map D(A) 3 x 7→ Ax is a well defined real linear operator. The operator A
satisfies the requirements in the thesis.

Now, let us pass to the proof of (b). Point (i) is trivial, let us prove (ii). Take any
A ∈ B(H), then D(AK) = D(A)K = HK and

‖AK(u⊗ k)‖K = ‖(Au)⊗ k‖K = ‖Au‖|k| ≤ ‖A‖‖u‖|k| = ‖A‖‖u⊗ k‖.

Since HK is generated by the vectors u ⊗ k, this gives ‖AK‖K ≤ ‖A‖. On the other
hand if u ∈ D(A), then

‖Au‖ = ‖Au‖|1| = ‖(Au)⊗ 1‖K = ‖AK(u⊗ 1)‖K ≤ ‖AK‖K‖u⊗ 1‖ = ‖AK‖K‖u‖,

which gives ‖A‖K ≤ ‖AK‖ and concludes the proof. Let us prove (iii) now. Suppose
that D(A) is dense, which implies the density of D(AK) too thanks to Theorem 3.1.3.
Thus both A∗ and (AK)∗ are well-defined. Applying the definition of the domain of the
adjoint operator we have

D((AK)∗) = {u ∈ HK | ∃vu ∈ HK | (vu|ω)K = (u|AKω)K ∀ω ∈ D(AK)}.

In this case (AK)∗u = vu. So, take u ∈ D((AK)∗). If we choose ω = x ⊗ 1 for some
x ∈ D(A), then for u =

∑dK
α=0 uα ⊗ iα and vu =

∑dK
α=0 vα ⊗ iα we get

dK∑
α=0

(vα|x)iα = (vu|ω)K = (u|AKω)K =

dK∑
α=0

(uα|Ax)iα,

which immediately implies (vα|x) = (uα|Ax) for all x ∈ D(A) and for any α = 0, . . . , dK.
This is equivalent to uα ∈ D(A∗) and A∗uα = vα for all α = 0, . . . , dK. Thus u ∈
D((A∗)K) and (A∗)Ku = vu = (AK)∗u. This proves (AK)∗ ⊂ (A∗)K. The opposite
inclusion is similar, concluding the proof. Let us prove (iv). Suppose that A is closable
and AK is not. So, there must exist a sequence (zn)n∈N ⊂ D(AK) such that zn → 0 and
AKzn → w 6= 0. Exploiting the properties of the norm of HK we get (zn)α → 0 and
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A(zn)α → wα for every α = 0, . . . ,K. Since w 6= 0 by definition, there must exists some
index α0 such that wα0 6= 0. The existence of the sequence ((zn)α0)n∈N contradicts the
fact that A is closable. The opposite inclusion as well as the part about the closedness
can be proved similarly. Point (v) follows immediately by noticing that (A|S)K =

(A|S)K = AK|SK . The proof of (vi) is a direct consequence of (i) and (iv) and the
involved definitions. To conclude let us prove (vii). Consider any u =

∑dK
α=0 uα ⊗ iα ∈

D(AK) and remember that (u|AKu)K =
∑dK

α=0

∑dK
β=0(uα|Auβ)iαiβ. Suppose first that A

is symmetric and positive. The symmetry guarantees that the terms (uα|Auβ)iαiβ +

(uβ|Auα)iβiα vanish if α 6= β. It remains (u|AKu)K =
∑dK

α=0(uα|Auα) which is clearly
positive, A being positive. This proves the positivity of AK. On the contrary, suppose
that AK is positive and take u = x⊗1, then 0 ≤ (u|AKu)K = (u|Au), which means A ≥
0. Take u = x⊗1+y⊗i1, then (u|AKu)K = (x|Ax)+(x|Ay)i1+(y|Ax)i1+(y|Ay). Since
A ≥ 0, in particular (u|AKu)K ∈ R and so (x|Ay)i1 +(y|Ax)i1 = [(x|Ay)− (y|Ax)]i = 0

which implies (x|Ay) = (y|Ax) = (Ax|y), i.e. A is symmetric.

Some results on the spectral properties of self-adjoint operators follow.

Proposition 3.1.5. Let A be a self-adjoint operator over H and let P (A) be the asso-
ciated PVM, then the following statements hold:

(a) the PVM of AK is given by P (AK)(E) = (P (A)(E))K for all E ∈ B(R);

(b) the spectrum of AK satisfies σ(AK) = σ(A), more precisely σp(AK) = σp(A) and
σc(AK) = σc(A);

(c) if f : R→ R is Borel measurable, then f(AK) = f(A)K.

Proof. First, notice that P : E → P (E) is a PVM over H if and only if PK : E →
(P (E))K is a PVM over HK. This can be checked by direct inspection. Now, take any
u =

∑dK
α=0 uα ⊗ iα ∈ HK, then an argument similar to the one carried out in proving

point (vii) of Proposition (3.1.4) (notice that every projector P (E) is symmetric) proves
that

µ(PK)
u (E) = (u|(P (E))Ku)K =

dK∑
α=0

(uα|P (E)uα) =

dK∑
α=0

µ(P )
uα (E).

This proves that, given any measurable function f : R → R, it holds that u ∈ ∆
(PK)
f

if and only if uα ∈ ∆
(P )
f for any α = 0, . . . , dK, i.e. ∆

(PK)
f = (∆

(P )
f )K. In particular

this applies to the identity function id. Take u =
∑dK

α=0 uα ⊗ iα ∈ D(AK) for some
uα ∈ D(A). The statement uα ∈ D(A) = ∆

(P )
id is equivalent to id ∈ L2(R,R, µ(P )

uα ). The
discussion above implies id ∈ L2(R,R, µ(PK)

u ). Finally, thanks again to the symmetry
of A we have

(u|AKu)K =

dK∑
α=0

(uα|Auα) =

dK∑
α=0

∫
R
s dµ(P )

uα (s) =

∫
R
s dµ(PK)

u (s).
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Applying Theorem 2.2.57 we conclude the proof of point (a). Now, let f be any mea-
surable function as in (c), then we already know that D(f(AK)) = ∆

(PK)
f = (∆

(P )
f )K =

D(f(A)K). So, if we consider any u =
∑dK

α=0 uα ⊗ iα ∈ D(f(AK)), it holds that

(u|f(AK)u)K =

∫
R
f(s) dµ(PK)

u =

dK∑
α=0

∫
R
f(s) dµ(P )

uα =

dK∑
α=0

(uα|f(A)uα) = (u|f(A)Ku)K.

Concluding, Lemma 2.2.22 together with the self-adjointness of both f(AK) and f(A)K
and the equality of their domains assures that f(AK) = f(A)K. The proof of (c) is
complete. Now, recalling that for any self-adjoint operator B its spectrum is contained
in the real line and satisfies σ(B) = suppP (B) (see Theorem 2.2.56) we easily see
that σ(A) = σ(AK). Indeed this follows from the fact that P (E) = 0 if and only if
P (E)K = 0 for any Borel set E. Finally, exploiting again Theorem 2.2.56 it is easy
to see that the equalities hold true also for the special cases of point and continuous
spectra.

3.1.2 Method II: Imaginary Operators
There exists another way to get a complex or quaternionic Hilbert space out of a real
one which is based upon the existence of special operators, called imaginary.

Definition 3.1.6. Let H be a real, complex or quaternionic Hilbert space. An imagi-
nary operator is an element J ∈ B(H) such that JJ = −I and J∗ = −J .

Remark 3.1.7. The term imaginary is appropriate, for such operators act like imag-
inary units in C or H:

ii = −1 and i = −i.

In fact, this very feature will be the key to the construction of a complex or quaternionic
linear space structure. It must be remarked that in the literature these objects are
most often referred to as complex structures because they are seen as the generators
of complex linear structures on given real linear spaces. However, since in this work
we are going to exploit the properties of these operators to construct quaternionic and
not merely complex linear structures, we will stick to the more general term and call
them imaginary. We will then make a distinction, as follows.

Consider a real Hilbert space H, we then distinguish between two important cases:

(i) we say that H is equipped with a complex structure if it is coupled with one
imaginary operator J1;

(ii) we say that H is equipped with a quaternionic structure if it is coupled with two
anti-commuting imaginary operators J1, J2. In this case J3 := −J1J2 consists in
another imaginary operator anti-commuting with the others.

Both cases can be collected in a single definition as follows.
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Definition 3.1.8. Let K denote either C or H. A real Hilbert space H is said to be
equipped with a K-structure if it is coupled with dK imaginary operators {Jα}α=1,...,dK

satisfying the above properties.

Notation 3.1.9. Conventionally, we define J0 = I. In this way the K-structure can
be taken as {Jα}α=0,...,dK , a notation that turns out to be useful in the following. A set
of operators like this is denoted by J.

By means of such operators we can endow H with a particular structure of complex
or quaternionic Hilbert space without the need of extending the set of vectors. We can
define a (right) multiplication by elements of K in the following way.

Rq :=

dK∑
α=0

qαJα ∈ B(H) if q =

dK∑
α=0

qαiα ∈ K.

It is immediate to see that R1 = I, Rq+p = Rq + Rp, Rqp = RpRq for any p, q ∈ K and
Rck = cRk for any k ∈ K and c ∈ R. This proves that the function

H×K 3 (x, k) 7→ Rkx ∈ H (3.7)

define a right multiplication by elements of K on H and makes it a K-linear space,
denoted by HJ.

Remark 3.1.10. The choice J3 := −J1J2 is necessary in order to make R a right
scalar multiplication: more precisely it guarantees that RqRp = Rpq. With the choice
J3 := +J1J2, the resulting function R would satisfy RqRp = Rqp, thus it would give
rise to a left - not right - scalar multiplication on the vectors.

At this point, in order to produce a Hilbert space, we introduce the following
function

(x|y)J :=

dK∑
α=0

(x|Jαy)iα. (3.8)

Lemma 3.1.11. The function (3.8) is a Hermitean scalar product on HJ.

Proof. This function is clearly real linear and additive in both the entries. Let us show
that it is K-linear in the right-hand entry. We show the case K = H, the complex one
being even easier. So, take for example α = 1, then

(x|yi1)J = (x|J1y)J = (x|J1y) + i1(x| − y) + i2(x|J3y) + i3(x| − J2y) =

= (x|J1y) + i1(x|y)− i3 i1(x|J3y)− i2 i1(x|J2y) =

= [(x|y) + i1(x|J1y) + i2(x|J2y) + i3(x|J3y)]i1 = (x|y)Ji1.

(3.9)
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The others are equivalent. The Hermiticity can be proved as follows

(y|x)J = (y|x) +

dK∑
α=1

iα(y|Jαx) = (x|y) +

dK∑
α=1

iα(−Jαy|x) = (x|y) +

dK∑
α=1

iα(x|Jαy) =

= (x|y)J.

It remains to prove the strict positivity of (·|·)J. So, take x ∈ H and notice that for any
α = 1, . . . , dK it holds that (x|Jαx) = (−Jαx|x) = −(x|Jαx), which means (x|Jαx) = 0.
Thus (x|x)J = (x|x), which concludes the proof.

Remark 3.1.12. As a byproduct of the proof of the previous lemma we see that
(x|Jαx) = 0 for any 1 ≤ α ≤ dK and x ∈ H.

It is straightforward to see that

x ⊥J y if and only if x ⊥ Jαy ∀α = 0, .., dK (3.10)

and
(x|y) = <[(x|y)J] ∀x, y ∈ H, (3.11)

which immediately implies that the norm generated by this Hermitean scalar product
satisfies

‖x‖J = ‖x‖ ∀x ∈ H. (3.12)

The space HJ equipped with this structure is then a pre-Hilbert space over the division
algebra K. In fact it is also complete with respect to its topology, which, by means of
(3.12) coincides with the one already exististing.

Proposition 3.1.13. Let H be a real Hilbert space with a K-structure J, then the
following statements hold:

(a) the space HJ equipped with (3.8) is a K-Hilbert space

(b) N ⊂ HJ is a Hilbert basis; for HJ if and only if {Jαz | 0 ≤ α ≤ dK, z ∈ N} is a
Hilbert basis for H, in particular HJ is separable if and only if H is so;

(c) a subspace K ⊂ H is a subspace of HJ if and only if Jα(K) ⊂ K for all 1 ≤ α ≤
dK and K

H
= K

HJ; in particular K is closed or dense in H if and only if it is,
respectively, closed or dense in HJ.

Proof. Thanks to (3.12) Cauchy sequences in HJ define Cauchy sequences in H. For
this reason HJ is complete in view of the completeness of H, giving point (a). Point (b)
is true because a set N is maximally orthonormal in H if and only if {Jαz} is maximally
orthonormal in HJ as follows from Remark (3.1.12) and Remark (3.10). Let us conclude
the proof by proving (c). Of course for a subspace of H to be a subspace of HJ, it is
necessary and sufficient that it is closed under the multiplication by elements of K.
In other words that uiα := Jαu ∈ K if u ∈ K for all 1 ≤ α ≤ dK. This is clearly
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equivalent to Jα(K) ⊂ K for all 1 ≤ α ≤ dK. Finally, the closures of such a subspace
with respect to H or HJ, respectively, are equal to each other, the topologies (norms)
being the same.

Notice that the identity function

I : H 3 x 7→ x ∈ HJ

is evidently an isometry of metric spaces. In particular H and HJ are homeomorphic.

Proposition 3.1.14. Let H0 be a complex or quaternionic Hilbert space, then it can
always be written as HJ for some structure J.

Proof. Let (·|·)0 be the Hermitean scalar product of H0. Consider the set H = H0

and equip it with the R-linear structure induced by the original one (just restrict the
attention on R ⊂ F) and define the real bilinear map (·|·) := <[(·|·)0]. As shown in
the next section (H, (·|·)) is a real Hilbert space. To conclude define the real linear
operators Jα : H 3 x 7→ xiα ∈ H for all α = 1, . . . , dF. These turn out to define a
F-structure J on H and more precisely H0 = HJ.

Remark 3.1.15. If a real Hilbert space is finite-dimensional and its dimension is odd,
there are no imaginary operators in B(H), otherwise we would obtain a contradiction
from (b) in Proposition 3.1.13, and no internal division algebra extension procedure is
possible. The reader may easily prove that this is the only obstruction: if the dimension
of H is infinite or finite and even, an imaginary operator always exists associated with
every given Hilbert basis of H.

Now, consider a real Hilbert space H with K-structure J and let B : D(B) → HJ

be a linear operator defined over HJ. It is evident that B is also a real linear operator
if understood as a function over H. The converse is generally false. The following
proposition concerns this issue.

Proposition 3.1.16. The following statements hold:

(a) a real linear operator A : D(A)→ H is linear on HJ if and only if JαA ⊂ AJα for
any 1 ≤ α ≤ dK: in this case D(A) is a linear subspace of HJ as well;

(b) let A : D(A) → H be a real linear operator on H such that JαA ⊂ AJα for any
1 ≤ α ≤ dK, then

(i) A ∈ B(H) if and only if A ∈ B(HJ), more precisely ‖A‖ = ‖A‖J;

(ii) if D(A) is dense, then the adjoint A∗ of A defined with respect to H and the
one defined with respect to HJ coincide;

(iii) A is either closed or closable with respect to H if and only if it is, respectively,
closed or closable with respect to HJ: in this case the closures coincide;
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(iv) let S ⊂ D(A) be a subspace such that Jα(S) ⊂ S for any 1 ≤ α ≤ dK, then S

is a core for A referring to H if and only if it is a core for A referring to HJ;

(v) A is symmetric, anti-symmetric, (essentially) self-adjoint, (essentially) anti-
self-adjoint, unitary, normal, idempotent on H if and only if it is, respectively,
symmetric, anti-symmetric, (essentially) self-adjoint, (essentially) anti-self-
adjoint, unitary, normal, idempotent on HJ;

(vi) A is symmetric and positive on H if and only if it is positive on HJ.

Proof. Let us start with (a). Suppose that A is linear on H. A sufficient and necessary
condition for A to be linear also on HJ is that D(A) is closed under the multiplication
by the iαs, i.e. uiα = Jαu ∈ D(A), and that AJαu = A(uiα) = (Au)iα = JαAu for
every α = 1, . . . , dK and u ∈ D(A). All this can be condensed into JαA ⊂ AJα for
every α = 1, . . . , dK, concluding point (a). Let us pass to point (b) and let A be as in
the hypothesis, then it gives rise to a linear operator over HJ thanks to point (a). Point
(i) immediately follows from the equality of H and HJ as sets and (3.12). Suppose now
that D(A) is dense on H, then Proposition 3.1.13 assures that D(A) is dense also within
HJ and so we can take the adjoint of A both on H and HJ, which will be distinguished
using two different notations: A∗ and A∗J . Exploiting the definition of the adjoint
operator we have that x ∈ D(A∗) on H if and only if there exists ux ∈ H such that
(x|Aω) = (ux|ω) for all ω ∈ D(A): in this case A∗x = ux. Now, bearing in mind that
JαA ⊂ AJα for every α = 1, . . . , dK we get

(x|Aω)J =

dK∑
α=0

iα(x|JαAω) =

dK∑
α=0

iα(x|AJαω) =

dK∑
α=0

iα(A∗x|Jαω) = (A∗x|ω)J. (3.13)

Since this holds for any ω ∈ D(A) we see that x ∈ D(A∗J ) and A∗Jx = A∗x. Now,
take x ∈ D(A∗J ), then (x|Aω)J = (A∗Jx|ω)J for all ω ∈ D(A). Taking the real part
on both the sides of the last identity and using (3.11) we get (x|Aω) = (A∗Jx|ω) for
all ω ∈ D(A). This assures that x ∈ D(A∗), concluding the proof of (ii). Points
(iii) and (iv) are easy consequences of (3.12). Point (v) immediately follows from the
involved definitions and points (ii) and (iii). To conclude let us prove (vi). So, suppose
that A is symmetric and positive on H, then the symmetry of A implies (x|JαAx) =

(x|AJαx) = (−JαAx|x) = −(x|JαAx) for any 1 ≤ α ≤ dK which yields (x|JαAx) = 0,
i.e. (x|Ax)J = (x|Ax). The positivity of A on H concludes this direction of the
equivalence, showing that A is also positive on HJ. To prove the opposite take again
x ∈ D(A) and suppose that (x|Ax)J ≥ 0. In particular (x|Ax) ∈ R and so, exploiting
the definition of (·|·)J it must be (x|Ax)J = (x|Ax) which has two consequences. First
of all that (x|Ax) ≥ 0, giving the positivity of A on H. Secondly, it gives (x|JαAx) = 0

for any 1 ≤ α ≤ dK, which implies the symmetry of A on H. Indeed for any x, y ∈ D(A)
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we have x+ Jαy ∈ D(A) and

0 = (x+ Jαy|JαA(x+ Jαy)) = (x+ Jαy|JαAx− Ay) = (x|JαAx)− (x|Ay)+

+ (Jαy|JαAx)− (Jαy|Ay) = −(x|Ay) + (y|Ax) = −(x|Ay) + (Ax|y),
(3.14)

which gives the symmetry of A on H.

As a byproduct of the previous proof we have the following

Lemma 3.1.17. Let A be a symmetric operator over H such that AJα ⊂ JαA for any
1 ≤ α ≤ dK, then (u|Au)J = (u|Au) for any u ∈ D(A). More precisely (u|JαAu) = 0

for any u ∈ D(A) and 1 ≤ α ≤ dK.

Some results about the spectral properties of self-adjoint operators follow.

Proposition 3.1.18. Let A be self-adjoint operator over H such that JαA ⊂ AJα for
any 1 ≤ α ≤ dK and let P (A) be the associated PVM. The following statements hold:

(a) the PVM of A referring to HJ is still given by P (A);

(b) the (point, continuous) spectrum of A referring to H coincides with the (point,
continuous) spectrum of A referring to H;

(c) if f : R → R is Borel measurable, then Jαf(A) ⊂ f(A)Jα for all 1 ≤ α ≤ dK and
the definition of f(A) referred to H coincides with the one referring to HJ.

Proof. Let A be as in the hypothesis, then it can be interpreted as a linear operator also
on HJ. Let P : E 7→ P (E) and PJ : E 7→ PJ(E) be the PVMs of A when understood as
a linear operator over H or HJ, respectively. We want to prove that P = PJ. The proof
is based on Theorem 2.2.57. Notice that PJ is still a PVM if understood on H. We will
denote by µ(PJ) and ν(PJ) the usual finite measure associated with PJ when referred as a
PVM on H or HJ, respectively. So, take any u ∈ H, then exploiting the self-adjointness
of PJ(E) and Lemma 3.1.17 we have ν(PJ)

u (E) = (u|PJ(E)u)J = (u|PJ(E)u) = µ
(PJ)
u (E)

for every Borelian E of the real line. Now, focus on u ∈ D(A). Interpreting A as an
operator on HJ this is equivalent to id ∈ L2(R,R, ν(PJ)

u ). Using the equality ν(PJ)
u = µ

(PJ)
u

just proved we get L2(R,R, µ(PJ)
u ) = L2(R,R, ν(PJ)

u ) 3 id. Finally, we have∫
R
s dµ(PJ)

u =

∫
R
s dν(PJ)

u = (u|Au)J = (u|Au), (3.15)

thanks again to Lemma 3.1.17. At this point, since the same properties are satisfied
by P - the PVM of A on H - Theorem 2.2.57 assures that P = PJ. This gives point
(a). Point (b) is a direct consequence of Point (a) and Theorem 2.2.56. Let us prove
Point (c). Let f : R→ R be a measurable function, then exploiting again µ(P )

u = ν
(P )
u ,

we immediately see that the definition of ∆
(P )
f does not depend on the Hilbert space

on which it is defined. Let us denote by f(A)J the (self-adjoint) integration of f
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with respect to P on HJ and by f(A) the one on H. Of course f(A)J is also a well
defined linear (even self-adjoint thanks to Proposition 3.1.16) operator over H. Take
any u ∈ D(f(A)J) = ∆

(P )
f = D(f(A)), then, since f(A)J is self-adjoint, it holds that

(u|f(A)Ju) = (u|f(A)Ju)J =

∫
R
f(s) dν(P )

u =

∫
R
f(s) dµ(P )

u = (u|f(A)u).

This gives (u|[f(A)J − f(A)]u) = 0. Since f(A)J − f(A) is symmetric on D(f(A)) =

D(f(A)J), Lemma 3.1.12 assures that f(A)J = f(A), concluding the proof.

Notation 3.1.19. Let A : D(A) → H be a linear operator such that JαA ⊂ AJα for
all 1 ≤ α ≤ dK, then we will denote the operator A by AJ when understood as a linear
operator over HJ. In this way we make the notation coherent with the one developed
in the next section.

3.2 Reducing the Scalars of Quaternionic Hilbert Spaces

In the previous section we extended the division algebra of a real Hilbert space in
order to obtain a complex or quaternionic one out of it. Now, we discuss an opposite
procedure, in that we show how to obtain a real or complex Hilbert space out of a
quaternionic one. Again, there exist two different procedures, analogous to the two
discussed in the previous sections. Despite the analogies the procedures are pretty
different. Again we will refer to {iα}α=0,...,dK as a standard basis of H.

3.2.1 Method I: Canonical Procedure

Let H be a quaternionic Hilbert space with quaternionic Hermitean scalar product (·|·).
It is even simpler in this case to get a real or complex Hilbert space out of H.

Focus on the imaginary unit i1 (this choice is arbitrary, any one of the imaginary
units iα would be fine), then, as already seen in Chapter 2, the subset

Ci1 := {a+ bi1 | a, b ∈ R} ⊂ H

is isomorphic to the division algebra C of complex numbers. So, by fixing the unit i1
we can always read the complexes as a sub-algebra of the quaternions. In an even more
obvious way we can read the real numbers as a sub-algebra of H. In the following the
symbol K will denote R or Ci1 , indifferently. We will neglect the subscript i1, if there
no risk of confusion.

Consider any quaternion z ∈ H, an immediate check shows that

z =
3∑

α=0

<(ziα)iα.
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In particular, this can be applied to the general value attained by the scalar product.

(x|y) =
3∑

α=0

[<[(x|y)iα]iα =
3∑

α=0

[<[(x|yiα)]]iα. (3.16)

Now, notice that if we restrict our attention to the subalgebra K, then H can be
easily understood as a K-linear space, which will be denoted by HK. The same holds
for any subspace K ⊂ H. In order to make it a Hilbert space, we need to introduce on
HK a Hermitian scalar product and the most natural choice consists in cutting off the
sum (3.16) at degree dK:

(x|y)K :=

dK∑
α=0

[<(x|yiα)]iα ∈ K. (3.17)

Lemma 3.2.1. The function (3.17) is a Hermitean scalar product on HK.

Proof. Suppose first that K = R, then (x|y)R = <[(x|y)]. This is clearly real bilinear
and symmetric. The strict positivity is a direct consequence of (u|u)R = <[(u|u)] =

(u|u). Now, suppose K = Ci1 . Then (x|yi1)C = <(x|yi1)−<(x|yi1i1)i1 = [<(x|yi1)i1 +

<(x|y)]i1 = (x|y)Ci1, which gives the right-linearity of (·|·)C. Concerning Hermiticity,
we have

(y|x)C = <(y|x)− [<(y|xi1)]i1 = <(y|x)− [<(y|xi1)]i1 = <(x|y)− [<(−i1(x|y))]i1 =

= <(x|y) + <((x|y)i1)i1 = <(x|y)−<((x|y)i1)i1 = (x|y)C.

(3.18)

Finally, notice that <((u|u)i1) = 0 as a consequence of (u|u) ∈ R and so (u|u)C =

<(u|u) = (u|u), which concludes the proof.

Notation 3.2.2. In the following we make use of the following sets: AR := {0, 1, 2, 3}
and AC := {0, 3}.

A direct consequence of the definition of the scalar product (3.16) and (3.16) is the
following:

(x|y) =
∑
α∈AK

(x|yiα)Kiα (3.19)

which implies that

x ⊥ y if and only if x ⊥K yiα for all α ∈ AK. (3.20)

Finally, notice that the norms of H and HK coincide:

‖x‖K = ‖x‖ for all x ∈ H, (3.21)
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which immediately follows from <((x|xiα)) = <((x|x)iα) = 0 for 1 ≤ α ≤ dK. Thanks
to this, the map

H 3 x 7→ x ∈ HK

defines an isometry of metric spaces.
At this point it is useful to introduce an important set of functions: take α ∈

{0, 1, 2, 3} and define
Jα : H 3 x 7→ xiα ∈ H. (3.22)

Exploiting these definitions, expression (3.19) can be restated as

(x|y) =
∑
α∈AK

(x|Jαy)Kiα, (3.23)

while expression (3.20) becomes

x ⊥ y if and only if x ⊥K Jαy for all α ∈ AK. (3.24)

We are ready to state some basic properties of the space HK, which we already know
to be a pre-Hilbert space over K with respect to the Hermitean scalar product (3.17).

Proposition 3.2.3. Let H be a quaternionic Hilbert space, then the following state-
ments hold:

(a) the linear space HK equipped with (3.17) is a K-Hilbert space;

(b) N ⊂ H is a Hilbert basis for H if and only if {Jαz | z ∈ N, α ∈ AK} is a Hilbert
basis for HK;

(c) a subspace K ⊂ HK is a subspace of H if and only if Jα(K) ⊂ K for any non-null
α ∈ AK and K

HK
= K

H
: in particular K is closed or dense in HK if and only if it

is, respectively, closed or dense in H.

Proof. The completeness of HK with respect to its natural topology follows immediately
from the completeness of H and (3.21). This proves point (a). Let us pass to point (b).
Exploiting point (g), Proposition 3.2.4 and (3.24) it is clear that N ⊂ H is orthonormal
and maximal in H if and only if {Jαz} is orthonormal and maximal in HK. Finally,
let K be a subspace of HK. In order for K to be a subspace of H it is sufficient and
necessary that uiα = Jαu ∈ K for any non-null α ∈ AK. This is equivalent to requiring
Jα(H) ⊂ K for any non-null α ∈ AK. The part concerning the closure follows trivially
by (3.21).

Referring to the Hilbert space structure of HK we can see some basic features of the
operators Jα. First notice that they give rise to linear functions on HR.

Lemma 3.2.4. The following statements are true:

(a) Jα ∈ B(HR) for any 0 ≤ α ≤ 3,
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(b) JαJβ = −JβJα for any 1 ≤ α, β ≤ 3 such that α 6= β,

(c) (Jα)2 = −J0 = −I for all 1 ≤ α ≤ 3,

(d) J1J2 = −J3,

(e) (Jα)∗ = −Jα on HR for any 1 ≤ α ≤ 3,

(f) (u|Jαv)K = −(Jαu|v)K for any u, v ∈ HK and non-null α ∈ AK,

(g) (u|Jαu)K = 0 for all u ∈ HK and non-null α ∈ AK,

(h) J3 is an anti-unitary operator on HC.

Proof. The operators Jα are clearly well-defined linear operators over HR. Properties
(a)-(d) can be verified with little effort. Let us prove (f). Let α 6= 0 belong to AK and
u, v ∈ H, then it holds that

<[(u|viα)] = <[(u|v)iα] = <[iα(u|v)] = −<[iα(u|v)] = −<[(uiα|v)].

If K = R then point (f) follows immediately from this identity. So, suppose that K = C,
then

(u|J3v)C = (u|vi3)C = <[(u|vi3)] + <[(u|(vi3)i1)]i1 = −<[(ui3|v)] + <[(u| − vi1i3)]i1 =

= −<[(ui3|v)] + <[(ui3|vi1)]i1 = −(ui3|v)K = −(J3u|v)K.

(3.25)

Point (f), together with the linearity of Jα on HR gives point (e). Point (g) follows
immediately as a special case of point (f). Finally, point (h) follows by noticing that
J3(ui1) = ui1i3 = −ui3i1 = ui3i1 = (J3u)i1 which holds for every u ∈ HC.

Now, consider a quaternionic linear operator B : D(B) → H. This is clearly
also linear with respect to the K-linear structure defined above. The following result
discusses the opposite relation.

Proposition 3.2.5. The following statements hold:

(a) a K-linear operator A : D(A) → HK is quaternionic linear over H if and only if
JαA ⊂ AJα for any non-null α ∈ AK: in this case D(A) is a linear subspace of H
as well;

(b) let A : D(A) → H be a K-linear operator such that JαA ⊂ AJα for any non-null
α ∈ AK, then

(i) A ∈ B(H) if and only if A ∈ B(HK), more precisely ‖A‖ = ‖A‖K;

(ii) if D(A) is dense, then the adjoint A∗ of A defined with respect to H and the
one defined with respect to HK coincide;
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(iii) A is either closed or closable with respect to HK if and only if it is, respectively,
closed or closable with respect to H: in this case the closures coincide;

(iv) let S ⊂ D(A) be a subspace such that Jα(S) ⊂ S for any non-null α ∈ AK,
then S is a core for A referring to HK if and only if it is a core for A referring
to H;

(v) A is symmetric, anti-symmetric, (essentially) self-adjoint, (essentially) anti-
self-adjoint, unitary, normal, idempotent on HK if and only if it is, respec-
tively, symmetric, anti-symmetric, (essentially) self-adjoint, (essentially) anti-
self-adjoint, unitary, normal, idempotent on H;

(vi) A is positive on H if and only if it is symmetric and positive on HK.

Proof. Let us start with point (a). Suppose that A is a linear operator over HK then,
in order for it to be linear also on H, it is necessary and sufficient that D(A) is a
linear subspace of H and that A(uiα) = (Au)iα for any non-null α ∈ AK (for it is
already linear with respect to iα with 0 ≤ α ≤ dK). Exploiting the definition of Jα
and Proposition 3.2.3 it is easy to see that this is equivalent to JαA ⊂ AJα for any
non-null α ∈ AK. Let us pass to point (b) and take A as in the hypotheses, which
thanks to point (a) can be understood as a linear operator over H as well. Point (i)
follows immediately from H = HK and (3.21). Let us prove (ii). Thanks to Proposition
3.2.3 D(A) is dense on HK if and only if it is dense on H, hence we can consider the
adjoints of A on both spaces. In the following proof we will distinguish between the
two definitions by denoting them as A∗K and A∗, respectively. So, take u ∈ D(A∗): this
means that there exists a vector vu ∈ H such that (vu|ω) = (u|Aω) for all ω ∈ D(A)

and vu = A∗u. Exploiting (3.17) we have for all ω ∈ D(A) that

(u|Aω)K =

dK∑
α=0

<[(u|Aω)iα]iα =

dK∑
α=0

<[(A∗u|ω)iα]iα = (A∗u|ω)K,

which implies that u ∈ D(A∗K) and A∗Ku = A∗u. If we manage to prove that D(A∗K) ⊂
D(A∗), the proof is complete. So, suppose that u ∈ D(A∗K), thus there exists xu ∈ HK

such that (u|Aω)K = (xu|ω)K for all ω ∈ D(A). Exploiting identity (3.23) and JαA ⊂
AJα we have

(u|Aω) =
∑
α∈AK

(u|JαAω)Kiα =
∑
α∈AK

(u|AJαω)Kiα =
∑
α∈AK

(xu|Jαω)Kiα = (xu|ω),

which holds for any ω ∈ D(A). This is equivalent to u ∈ D(A∗), concluding the proof.
The proof of (iii) and (iv) is a simple application of the definition and (3.21). Points
(v) follows immediately from point (ii) and the involved definitions. To conclude let us
prove (vi). Suppose that A is positive on H and take any u ∈ D(A). We have (u|Au) ≥
0, in particular (u|Au) ∈ R. Identity (3.19) shows immediately that (u|Au) = (u|Au)K
and (u|JαAu)K = 0 for any non-null α ∈ AK. The first identity proves the positivity
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of A on HK while the second has the symmetry as direct consequence. Indeed, take
any u, v ∈ D(A), then u+ Jαv ∈ D(A) for all non-null α ∈ AK and so, exploiting also
Proposition 3.2.4, we get

0 = (u+ Jαv|JαA(u+ Jαv))K = (u|JαAu)K + (u| − Av)K + (Jαv|JαAu)K+

+ (Jαv| − Av)K = −(u|Av)K + (v|Au)K = −(u|Av)K + (Au|v)K,

which concludes the proof of the symmetry. Now, suppose that A is symmetric and
positive on HK and take any u ∈ D(A), then for any non-null α ∈ AK it holds that
(u|JαAu)K = (u|AJαu)K = (Au|Jαu)K = −(JαAu|u)K = −(u|JαAu)K which yields
(u|JαAu)K = 0. Identity (3.23) and the positivity on HK conclude the proof.

As a byproduct of this proof we have the following result.

Lemma 3.2.6. Let A be a symmetric operator over H, then (u|Au) = (u|Au)K for any
u ∈ D(A). More precisely (u|JαAu)K = 0 for any u ∈ D(A) and any non-null α ∈ AK.

Again, we have some results about the spectral properties of these operators.

Proposition 3.2.7. Let A be self-adjoint operator over H and let P (A) be the associated
PVM, then the following statements hold:

(a) the PVM of A referred to HK is still given by P (A);

(b) the (point, continuous) spectrum of A referred to HK coincides with the (point,
continuous) spectrum of A referred to H;

(c) if f : R→ R is Borel measurable, then the definition of f(A) referred to H coincides
with the one referred to HK.

Proof. Let A be as in the hypothesis, then it can be understood as an operator over
HK which is still self-adjoint thanks to Proposition 3.2.5. Hence we can consider the
PVM P : E 7→ P (E) of A on H and the PVM PK : E 7→ PK(E) of AK on HK. We
want to prove that they are equal to each other. First, notice that P is still a PVM
if understood as a family of operators over HK. We will denote by µ(P ) and ν(P ) the
standard finite measures associated with P referred to H and HK, respectively. Fix
some u ∈ H, then thanks to the self-adjointness of P (E) and Lemma 3.2.6 we have
µ

(P )
u (E) = (u|P (E)u) = (u|P (E)u)K = ν

(P )
u for every Borelian E of the real line. At this

point, suppose that u ∈ D(A) which is equivalent to id ∈ L2(R,R, µ(P )
u ). Exploiting the

equality between the measures just proved we get L2(R,R, ν(P )
u ) = L2(R,R, µ(P )

u ) 3 id.
Finally, we have ∫

R
s dν(P )

u =

∫
R
s dµ(P )

u = (u|Au) = (u|Au)K. (3.26)

The two properties just proved are clearly already satisfied by PK for A on HK and so
Theorem 2.2.57 guarantees that PK(E) = P (E) for every Borelian E. This concludes
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the proof of point (a). Point (b) is a direct consequence of point (a) and Theorem
2.2.56. So, let us prove point (c). Let f : R→ R be a Borel measurable function then,
exploiting again µ(P )

u = ν
(P )
u , we see that the definition of ∆

(P )
f does not depend on the

Hilbert space of definition. Now, let us denote by f(A)K the (self-adjoint) integration
of f with respect to P on HK and by f(A) the same on H. Clearly f(A) is also a
well-defined self-adjoint operator on HK. At this point, if we take u ∈ D(f(A)) =

∆
(P )
f = D(f(A)K) then, exploiting the symmetry of f(A) we have

(u|f(A)u)K = (u|f(A)u) =

∫
R
f(s) dµ(P )

u =

∫
R
f(s) dν(P )

u = (u|f(A)Ku)K.

Putting all together we get (u|(f(A)− f(A)K)u)K. Since the operator f(A)− f(A)K is
symmetric on D(f(A)) = D(f(A)K), Lemma 2.2.22 assures that f(A) = f(A)K.

Notation 3.2.8. Let A : D(A) → H be a linear operator. We denote by AK the
operator A when understood as a linear operator on HK. Again, this makes notation
coherent with the one developed in the previous section.

3.2.2 Method II: Imaginary Operators
In this subsection we discuss another way to get a real or complex Hilbert space out of
a quaternionic one. Similarly to what done in the subsection about real Hilbert spaces
this last method is based upon the existence of special imaginary operators. All about
the complex case can be found in [15] and [16].

Let H be a quaternionic Hilbert space and consider the following two situations:

(i) we say that H is equipped with a complex structure if it is coupled with an
imaginary operator J1;

(ii) we say that H is equipped with a real structure if it is coupled with two anti-
commuting imaginary operators J1, J2. In this case J3 := J1J2 consists in another
imaginary operator anti-commuting with the others.

Remark 3.2.9. Notice the difference between this and the real case of section 3.1.2:
here we choose J3 = J1J2, not J3 = −J1J2. The reason is that in the aforementioned
section the operators J were used to define a right multiplication by scalars, while in
the actual situation they are required to give rise to a left multiplication.

As done in the real case we can give a comprehensive definition. To this aim define
the commutant of any subset S ⊂ H by

S′ := {q ∈ H | qs = sq for all s ∈ S}.

In particular it holds that

R′ = H H′ = R C′i1 = Ci1 and S′′ = S.
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Definition 3.2.10. Let K denote either R or C. A quaternionic Hilbert space H is
said to be equipped with a K-structure if it is coupled with dK′ imaginary operators
{Jα}α=1,...,dK′ satisfying the above properties.

Notation 3.2.11. Again, we define conventionally J0 = I in order to define a K-
structure as {Jα}α=0,...,dK′ and denote this family by J.

Now, fix a K-structure J and consider the map L : K′ 3 q 7→ Lq ∈ B(H) defined by

Lq :=

dK′∑
α=0

qαJα if q =

dK′∑
α=0

qαiα ∈ K′. (3.27)

It is immediate to see that

L1 = I, Lq = (Lq)
∗, Lp+q = Lp + Lq, Lqp = LqLp and Lcq = cLq

for any p, q ∈ K′ and c ∈ R and so L gives rise to a left scalar multiplication by elements
of K′ as in Definition 2.2.42.

Now, consider the subset of H defined as

HJ := {u ∈ H | Lqu = uq for all q ∈ K′}. (3.28)

Remark 3.2.12. The vectors belonging to HJ can be understood as the real or complex
vectors of H depending whether K = R or C, in that they "commute" with the elements
of K′.

Proposition 3.2.13. Let H be equipped with a K-structure, then HJ 6= {0} if H 6= {0}.

Proof. For the complex case we refer to Proposition 3.8 of [15]. The real case derives
from Proposition 2.2.44 and Remark 2.2.45.

It is clear that the set HJ is closed under the right multiplication by iα with 0 ≤
α ≤ dK, in this way inheriting a K-linear space structure. In order to introduce a
Hermitean scalar product on this space we are tempted to just restrict the action of
(·|·) to HJ, i.e. define

(u|v)J := (u|v) for all u, v ∈ HJ. (3.29)

The following lemma justifies this intuition.

Lemma 3.2.14. Let H be a quaternionic Hilbert space with a K-structure J, then
(x|y) ∈ K for any x, y ∈ HJ.

Proof. Take x, y ∈ HJ, then Lqx = xq and Lqy = yq for every q ∈ K′. Fix any q ∈ K′,
then

(x|y)q = (x|yq) = (x|Lqy) = ((Lq)
∗x|y) = (Lqx|y) = (xq|y) = q(x|y).

Since (x|y) commutes with every element of K′ it must be an element of K.
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This together with the fact that (·|·) is a Hermitean scalar product on H guarantees
that (·|·)J is a Hermitean scalar product on HJ. Moreover notice that

u ⊥J v if and only if u ⊥ v for all u, v ∈ HJ (3.30)

and
‖x‖J = ‖x‖ for all x ∈ HJ. (3.31)

A first property of HJ is its closedness as a subset of H which follows immediately
from (3.31) and the continuity of Lq for every q ∈ K′.

Now, remember that, by restricting the right scalar multiplication of H to the
elements of K ⊂ H, the set H can be understood as a linear space over K. The subset
HJ can then be seen as a K-linear subspace of H. Actually, this subspace contains all
the information about H itself, let us see how. First, we need the following result.

Lemma 3.2.15. Take α ∈ AK, then the following statements hold:

(a) the set HJiα is a K-linear subspace of H;

(b) if α 6= 0, the map HJ 3 u 7→ uiα ∈ HJiα is a K-anti-linear isomorphism.

Proof. Let us start with point (a). If K = R the thesis is tirival, so suppose that K =

Ci1 . We already know that HJ (i.e. α = 0) is a C-linear space, so suppose that α 6= 0.
Consider any v ∈ HJi3, thus v = ui3 for some u ∈ HJ and so vi1 = ui3i1 = (−ui1)i3.
Since HJ is a C-linear space, −ui1 ∈ HJ if u ∈ HJ and the proof of point (a) is complete.
Let us pass to point (b). The map u 7→ uiα is trivially a bijection, so let us prove its
anti-linearity. Again the case K = R is trivial, so let us prove the K = C case. Take
u ∈ HJ, then (ui1)i3 = −ui3i1 = −(ui3)i1 = (ui3)i1. This concludes the proof.

We are ready to prove the following important key result.

Proposition 3.2.16. As a K-linear space the space H decomposes as (see (2.6))

H =
⊕
α∈AK

HJiα. (3.32)

In particular if v =
∑

α∈AK
vαiα then for any u, v ∈ HJ it holds that

(u|v) =
∑
α∈AK

∑
β∈AK

iα(uα|vβ)Jiβ and ‖u‖2 =
∑
α∈AK

‖uα‖2
J. (3.33)

Proof. Take u ∈ H and define the vector

φ(u) :=
1

dK′ + 1
(2δβ0 − 1)

dK′∑
β=0

(Jβu)iβ. (3.34)

A direct check shows that φ(u) ∈ HJ. Moreover it holds that
∑

α∈AK
φ(uiα)iα = u.

Putting all together we see that every element of H can be decomposed as
∑

α∈AK
vαiα
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for some vα ∈ HJ. If we manage to prove that this decomposition is unique, then (bear
in mind Lemma 3.2.15) H can be decomposed as a direct sum (with respect to K) of
the HJiα. Take any u, v ∈ H, then referring to the just found decompositions we have

(u|u) =
∑
α∈AK

∑
β∈AK

(uαiα|uβiβ) =
∑
α∈AK

∑
β∈AK

iα(uα|uβ)iβ
(∗)
=
∑
α∈AK

(uα|uα) =

=
∑
α∈AK

(uα|uα)J.
(3.35)

Were the vanishing of the mixed terms in (∗) is a consequence of Lemma 3.2.14. In
particular we have ‖v‖2 =

∑
α∈AK

‖vα‖2
J. So, suppose we have two different decompo-

sitions
∑

α∈AK
vαiα = v =

∑
α∈AK

v′αiα, then 0 =
∑

α∈AK
(vα − v′α)iα. Exploiting the

expression for the norm above we get ‖vα− v′α‖ = 0, i.e. vα = v′α for any α ∈ AK. This
concludes the proof.

Remark 3.2.17. As a byproduct of the proof of this proposition we see that the
components of the decompositions of any vectors u ∈ H are given by uα = φ(uiα) for
any α ∈ AK where φ is defined in (3.34).

Consider a linear subspace K ⊂ H, this is clearly also a K-linear subspace of H. We
can define the subset

KJ := {u ∈ K | Lqu = uq for all q ∈ K′} = K ∩ HJ ⊂ HJ

which is clearly a linear subspace of HJ, for K is closed under right multiplication by
elements of K.

Now, suppose also that Jα(K) ⊂ K for any 1 ≤ α ≤ dK′ , i.e. Lq(K) ⊂ K for any
q ∈ K′. Take u ∈ K, so from uiα ∈ K we get φ(uiα) ∈ K for any u ∈ K and α ∈ AK.
This means that, if u =

∑
α∈AK

uαiα is the decomposition of u referred to (3.32), then
uα ∈ KJ. We have just proved the first part of the following result

Lemma 3.2.18. If K is a linear subspace of H such that Jα(K) ⊂ K for all 1 ≤ α ≤ dK′,
then

K =

{∑
α∈AK

uαiα

∣∣∣∣ uα ∈ KJ for all α ∈ AK

}
. (3.36)

In other words, as a K-linear space K decomposes as

K =
⊕
α∈AK

KJiα.

On the contrary if V ⊂ HJ is a linear subspace then there exists a unique linear subspace
V̂ ⊂ H such that Jα(V̂) ⊂ V̂ for all 1 ≤ α ≤ dK′ and V = V̂J.

Proof. It remains to prove only the second part of the thesis. So, let V ⊂ HJ be a
linear subspace and define V̂ := {

∑
α∈AK

vαiα | vα ∈ V} ⊂ H. A direct inspection shows
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that V̂ is a linear subspace of H and that Jα(V̂ ) ⊂ V̂ for any 1 ≤ α ≤ dK′ . Of course
V ⊂ V̂ ∩ HJ so let us prove the opposite inclusion. Take u =

∑
α∈AK

uαiα ∈ V̂ and
suppose that u ∈ HJ, then since H = ⊕α∈AKHJiα it must be u0 = u and uα = 0 for
α 6= 0 and so u = u0 ∈ V, concluding the proof. It remains to prove the uniqueness of
such a subspace of H. Suppose that Û ⊂ H is a linear subspace such that Jα(Û) ⊂ Û

and Û∩HJ = V . Of course, as Û is a linear subspace of H and V ⊂ Û it must be V̂ ⊂ Û.
On the contrary, take u ∈ Û, then, referring to (3.32) it holds that u =

∑
β∈AK

uβiβ for
some uβ ∈ HJ. If we manage to prove that uβ ∈ V, the proof is complete. Let us prove
this in the case K = R first. The invariance of Û under the action of the operators Jα
assures for u = u0 + u1i1 + u2i2 + u3i3 ∈ Û that

Û 3 J2(u)i2 = J2(u0 + u1i1 + u2i2 + u3i3)i2 = (u0i2 + u1i2i1 + u2(i2)2 + u3i2i3)i2 =

= −u0 + u1i1 − u2i2 + u3i3.

Hence we get
1

2
(u− J2(u)i2) = u0 + u2i2 ∈ Û (3.37)

and
− 1

2
(u+ J2(u)i2)i3 = −(u1i1 + u3i3)i3 = u3 + u1i2 ∈ Û. (3.38)

Similarly,

Û 3 −J3(u0 + u2i2)i3 = u0 − u2i2 and Û 3 −J3(u3 + u1i2)i3 = u3 − u1i2 (3.39)

Combining together equations (3.37), (3.38) and (3.39) we easily get uα ∈ Û ∩ HJ = V

for any 0 ≤ α ≤ 3. Now, suppose that K = C and take u = u0 + u3i3 ∈ Û, then

Û 3 J1(u0 + u3i3)i1 = (u0i1 + u3i1i3)i1 = −u0 + u3i3.

As in the real case this implies easily uβ ∈ Û ∩ HJ = V, concluding the proof.

We are ready to state the first set of properties about HJ.

Proposition 3.2.19. Let H be a quaternionic Hilbert space with a K-structure J, then
the following statements hold:

(a) the space HJ equipped with (3.29) is a K-Hilbert space;

(b) N ⊂ HJ is a Hilbert basis for HJ if and only if is a Hilbert basis for H;

(c) let K ⊂ H be a linear subspace such that Jα(K) ⊂ K for every 1 ≤ α ≤ dK′, then
KJ = KJ; in particular KJ is either closed or dense in HJ if and only if K is,
respectively, either closed or dense in H.

Proof. Let us start with point (a). We already know that HJ is a pre-Hilbert space,
while the completeness follows immediately from (3.31), the completeness of H and the
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closedness of HJ within H. Let us pass to point (b). Thanks to (3.30) and (3.31), then
it is clear that N ⊂ HJ is made of orthonormal vectors in HJ if and only if it is so on
H. If it is maximally orthogonal in H it is clearly maximally orthogonal in HJ too. Let
us prove the opposite, thus suppose that N is maximally orthogonal in HJ and suppose
that there exists some v ∈ H such that (z|v) = 0 for all z ∈ N. Exploiting (3.33) we see
that (z|v) =

∑
α∈AK

(z|vα)iα which vanishes if and only if (z|vα) = 0 for any α ∈ AK

thanks to Lemma 3.2.14. As N is maximally orthogonal on HJ it must be vα = 0 for any
α ∈ AK, i.e. v = 0. Let us prove point (c). In what follows remember that ‖v‖J = ‖v‖
for any v ∈ HJ. So, suppose that v ∈ KJ = K ∩ HJ then since v ∈ K there must exist
some sequence (vn)n∈N ∈ K such that ‖vn − v‖ → 0. Exploiting the decompositions in
Proposition 3.2.16 and Lemma 3.2.18 we can write vn =

∑
α∈AK

(vn)αiα with (vn)α ∈ KJ

for α ∈ AK and v = v0 ∈ HJ. Thus it is clear that ‖(vn)α‖J → 0 if α 6= 0 and
‖(vn)0 − v‖J → 0. In particular the latter limit implies v = limn→∞(vn)0 ∈ KJ. This
proves that KJ ⊂ KJ. On the contrary, take v ∈ KJ ⊂ HJ, then there exists some
sequence (vn)n ⊂ KJ such that ‖vn − v‖ = ‖vn − v‖J → 0. Since KJ ⊂ K this implies
also v ∈ K. To conclude notice that Lqv = limn→∞ Lqvn = limn→∞ vnq = vq for any
q ∈ K′, which gives u ∈ HJ, concluding the proof.

The relationship between operators on H and HJ is discussed in the following result

Proposition 3.2.20. The following statements hold:

(a) let A : D(A) → H be a quaternionic linear operator such that JαA ⊂ AJα for all
1 ≤ α ≤ dK′, then AJ := A|D(A)J is a well-defined K-linear operator on HJ;

(b) if B : D(B) → HJ is a K-linear operator, then there exists a unique quaternionic
linear operator B̂ : D(B̂) → H such that JαB̂ ⊂ B̂Jα for every 1 ≤ α ≤ dK′ and
B̂J = B, in particular D(B) = D(B̂) ∩ HJ;

(c) let B : D(B)→ HJ and S : D(S)→ HJ be K-linear operators, then

(i) âB = aB̂ for all a ∈ R;

(ii) B̂ + S = B̂ + Ŝ;

(iii) B̂S = B̂Ŝ;

(iv) B̂ ∈ B(H) if and only if B ∈ B(HJ), more precisely ‖B̂‖ = ‖B‖J;

(v) if D(B) is dense, then (B̂)∗ = B̂∗;

(vi) B is either closable or closed if and only if B̂ is, respectively, either closable
or closed: in this case B̂ = B̂;

(vii) let S ⊂ D(B̂) be a subspace such that Jα(S) ⊂ S for all 1 ≤ α ≤ dK′, then S

is a core for B̂ if and only if SJ is a core for B;
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(viii) B is symmetric, anti-symmetric, (essentially) self-adjoint, (essentially) anti-
self-adjoint, unitary, normal, idempotent on HJ if and only if B̂ is, respec-
tively, symmetric, anti-symmetric, (essentially) self-adjoint, (essentially) anti-
self-adjoint, unitary, normal, idempotent on H;

(ix) B̂ is positive if and only if B is positive and symmetric.

Proof. Let us start with point (a) and take A as in the hypothesis, then the inclusion
JαA ⊂ AJα for any 1 ≤ α ≤ dK′ guarantees that A(D(A) ∩ HJ) ⊂ HJ. Indeed if
u ∈ D(A)∩HJ, then we have Jα(Au) = AJαu = A(uiα) = (Au)iα for any 1 ≤ α ≤ dK′ ,
i.e. u ∈ HJ. Of course since A is quaternionic linear it is also linear with respect to the
elements of K. Let us pass to point (b) and take B a linear operator on HJ. Exploiting
Lemma 3.2.18 we know that there exists a unique linear subspace of H, which we
denote by D(B̂), such that Jα(D(B̂)) ⊂ D(B̂) for all 1 ≤ α ≤ dK′ and D(B̂)J = D(B).
Thanks again to the same lemma we can now define the function B̂ : D(B̂)→ H as

B̂(u) :=
∑
α∈AK

(Buα)iα for all u =
∑
α∈AK

uαiα ∈ D(B̂). (3.40)

By definition, it is clear that B̂(u) = Bu if u ∈ D(B) while the linearity follows easily
by direct inspection. Take for example K = C, then for every u ∈ D(B̂) it holds that

B̂(ui1) = B̂((u0 + u3i3)i1) = B̂(u0i1 + (−u3i1)i3) = B(u0i1) +B(−u3i1)i3 =

= (Bu0)i1 + (Bu3)i3i1 = (Bu0 + (Bu3)i3)i1 = (B̂u)i1.

Now, take 1 ≤ α ≤ dK′ and u ∈ D(B̂), then

JαB̂u = Jα

(∑
β∈AK

(Buβ)iβ

)
=
∑
β∈AK

(Jα(Buβ))iβ =
∑
β∈AK

((Buβ)iα)iβ =

=
∑
β∈AK

((B̂uβ)iα)iβ
(∗)
= B̂

(∑
β∈AK

(uβiα)iβ

)
= B̂

(∑
β∈AK

(Jαuβ)iβ

)
=

= B̂Jα

(∑
β∈AK

uβiβ

)
= B̂Jαu,

(3.41)

where the passage (∗) is meaningful thanks to the identity Bu = B̂u if u ∈ D(B) ⊂
D(B̂) and the linearity of B̂. This proves JαB̂ ⊂ B̂Jα. It remains to prove the
uniqueness of such operator. So, suppose there exists another operator T : D(T )→ H

such that JαT ⊂ TJα for all 1 ≤ α ≤ dK′ and TJ = B, so in particular we have
Jα(D(T )) ⊂ D(T ) for any 1 ≤ α ≤ dK′ and D(T )∩HJ = D(TJ) = D(B). By definition
of D(B̂), Lemma 3.2.16 assures that D(T ) = D(B̂). The linearity of B̂ and T and the
identity TJ = B = B̂J together with the definition of D(B̂) concludes the proof. So, let
us pass to the proof of the properties of point (c) and let B, S be as in the hypothesis.
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Point (i) is obvious, so let us prove point (ii). It holds that u =
∑

β∈AK
uβiβ ∈ D(B̂S)

if and only if uβ ∈ D(BS) for any β ∈ AK which is equivalent to uβ ∈ D(S) and
Suβ ∈ D(B) for all β ∈ AK. This, in turn, is equivalent to u ∈ D(Ŝ) and Ŝu ∈ D(B̂)

which is equivalent to u ∈ D(B̂Ŝ). Since both B̂S and B̂Ŝ are linear and coincide on
D(BS), they coincide on the entire domain. Point (iii) is analogous. To prove (iv)
notice first that D(B) = HJ if and only if D(B̂) = H which follows immediately from
the definition and properties of D(B̂) and decomposition (3.32). So, take u ∈ D(B̂),
then exploting (3.33) we have

‖B̂u‖2 =

∥∥∥∥∥∑
β∈AK

(Buβ)iβ

∥∥∥∥∥
2

=
∑
β∈AK

‖Buβ‖2
J ≤ ‖B‖2

J

∑
β∈AK

‖uβ‖2
J = ‖B‖2

J‖u‖2,

which yields ‖B̂‖ ≤ ‖B‖J. The opposite inequality follows immediately by noticing
that if we take u = u0 ∈ D(B) then ‖Bu0‖J = ‖B̂u‖ ≤ ‖B̂‖‖u‖ = ‖B̂‖‖u0‖J. This
concludes the proof of (iv). Let us pass to (v). If D(B) is dense then D(B̂) is dense too,
thanks to Proposition 3.2.19, thus we can consider both B∗ and (B̂)∗. First, notice that
B̂∗ ⊂ (B̂)∗. Indeed if v ∈ D(B̂∗) then for every u ∈ D(B̂) expression (3.33) assures
that

(v|B̂u) =
∑
α∈AK

∑
β∈AK

iα(vα|Buβ)Jiβ =
∑
α∈AK

∑
β∈AK

iα(B∗vα|uβ)Jiβ = (B̂∗v|u), (3.42)

which proves B̂∗ ⊂ (B̂)∗. Now, take u ∈ D((B̂)∗), then by definition there must
exist some vu ∈ H such that (vu|ω) = (u|B̂ω) for every ω ∈ D(B̂). So, if we take
ω = ω0 ∈ D(B) ⊂ D(B̂), then∑

β∈AK

iα(uα|Bω0)J = (u|B̂ω) = (vu|ω) =
∑
β∈AK

iα((vu)α|ω0)J.

Since (·|·)J takes value within K, the above equality implies (uα|Bω0)J = ((vu)α|ω0)J for
every ω0 ∈ D(B) and for every α ∈ AK. In particular this implies that uα ∈ D(B∗) for
every α ∈ AK, i.e. u ∈ D(B̂∗), concluding the proof. Exploting the points just proved
and the involved definitions it is easy to derive point (viii). Let us prove (vii). Suppose
that B is closable but B̂ is not, thus there must exists some sequence (un)n∈N ∈ D(B̂)

such that un → 0 but B̂un → v 6= 0. Exploiting the results of Proposition 3.2.16 we
easily get (un)α → 0 and B(un)α → vα for all α ∈ AK. Since v 6= 0, there must exist
at least a α′ such that vα′ 6= 0. The existence of the sequence ((un)α′)n∈N is then in
contradiction with the closability of B. On the contrary suppose that B̂ is closable
but B is not. Again, there must exist a sequence (xn)n∈N ∈ D(B) such that xn → 0

and Bxn → y 6= 0. Since B = B̂|D(B) and ‖ · ‖J = ‖ · ‖ on HJ we have xn ∈ D(B̂)

and B̂xn → y 6= 0 which is impossible, B̂ being closable. The fact that B̂ = B̂ can be
proved by direct inspection, exploiting the definition of closure, the definition of B̂ and
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(3.33). It remains to prove point (ix). So, suppose B̂ is positive and take u, v ∈ D(B),
then if 0 6= α ∈ AK and exploiting (v|B̂v) ≥ 0 we have

0 ≤(u+ viα|B̂(u+ viα)) = (u+ viα|(B̂u) + (B̂v)iα) = (u|B̂u) + iα(v|B̂v)iα+

+ iα(v|B̂u) + (u|B̂v)iα = (u|Bu)J + (v|Bv)J + iα(v|Bu)J + (u|Bv)Jiα =

= (u|Bu)J + (v|Bv)J + (v|Bu)J iα + (u|Bv)Jiα =

= (u|Bu)J + (v|Bv)J + (Bu|v)J iα + (u|Bv)Jiα =

= (u|Bu)J + (v|Bv)J + [−(Bu|v)J + (u|Bv)J]iα.

(3.43)

Taking v = 0 we have (u|Bu)J ≥ 0, i.e. B ≥ 0. In general, since −(Bu|v)J + (u|Bv)J ∈
K and 0 6= α ∈ AK the term

[−(Bu|v)J + (u|Bv)J]iα (3.44)

is purely imaginary and as so, since both (u|Bu)J and (v|Bv)J belong to R, it must
must vanish: this implies (Bu|v)J = (u|Bv)J, i.e. B is symmetric. Suppose on the
contrary that B is symmetric and positive and take any u =

∑
β∈AK

uαiα ∈ D(B̂),
then

(u|B̂u) =
∑
α∈AK

∑
β∈AK

iα(uα|Buβ)Jiβ =
∑
α∈AK

(uα|Buα)J ≥ 0, (3.45)

where the mixed terms vanish thanks to the symmetry of B and the terms (uα|Buα)J
commutes with iα, they being real thanks to the positivity of B.

About the spectral properties of these operators we have the following result.

Proposition 3.2.21. Let A be a linear operator over H such that JαA ⊂ AJα for all
1 ≤ α ≤ dK′ and let P (A) be its PVM, then the following statements hold:

(a) JαP (A)(E) = P (A)(E)Jα for all 1 ≤ α ≤ dK′ and Borelian E ∈ B(R) and the PVM
of AJ is given by P (AJ)(E) = P (A)(E)J for any Borelian E ∈ B(R);

(b) the (point, continuous) spectrum of AJ coincides with the (point, continuous) spec-
trum of A;

(c) if f : R → R is a Borel measurable function, then Jαf(A) ⊂ f(A)Jα for all
1 ≤ α ≤ dK′ and f(AJ) = f(A)J.

Proof. Let us start with point (a). If A is as in the hypothesis, then we can consider
the operator AJ which is self-adjoint thanks to Theorem 3.2.20. First of all we want
to prove that P (E)Jα = JαP (E) for every real Borelian E and 1 ≤ α ≤ dK′ . In
order to do this, neglecting the subscript α for simplicity, notice that the function
E 7→ Q(E) := J∗P (E)J is still a PVM on H which follows easily from the fact that
J is unitary. Now, notice that for any u ∈ H it holds that µ(Q)

u (E) = (u|Q(E)u) =
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(Ju|P (E)Ju) = µ
(P )
Ju (E). So, take any u ∈ D(A), then since Ju ∈ D(A) we have

id ∈ L2(R,R, µ(P )
Ju ) = L2(R,R, µ(Q)

u ). Moreover it holds that

(u|Au) = (u|J∗AJu) = (Ju|AJu) =

∫
R
s dµ

(P )
Ju =

∫
R
s dµ(Q)

u .

Since the two conditions just proved hold simultenously for the PVM P and Q, Lemma
2.2.57 assures that P (E) = Q(E) = J∗P (E)J for every Borelian E. In conclusion
we have JαP (E) = P (E)Jα for all 1 ≤ α ≤ dK′ which allows us to consider the
family PJ : E 7→ P (E)J on HJ. An easy application of Theorem 3.2.20 together with
Proposition 3.2.16 shows that this map is a PVM on HJ. Next goal is showing that PJ

is in fact the PVM of AJ on HJ. We will exploit again Lemma 2.2.57. First, consider
any vector u ∈ D(AJ) ⊂ D(A), then µ(PJ)

u (E) = (u|P (E)Ju)J = (u|P (E)u) = µ
(P )
u (E)

Hence, id ∈ L2(R,R, µ(P )
u ) = L2(R,R, µ(PJ)

u ) and

(u|AJu)J = (u|Au) =

∫
R
s dµ(P )

u =

∫
R
s dµ(PJ)

u .

Since AJ is self-adjoint on HJ it admits a unique PVM on HJ satisfying the above two
properties as stated by Lemma 2.2.57. Thus PJ is the PVM of AJ on HJ. Point (b)
follows from point (a) and Theorem 2.2.56 and by noticing that P (E) = 0 if and only if
P (E)J = 0 - which follows from Theorem 3.2.20. Let us conclude the proof by proving
point (c). First notice that for every u ∈ H and 1 ≤ α ≤ dK′ it holds that µ(P )

Jαu
(E) =

(Jαu|P (E)Jαu) = (u|J∗αP (E)Jαu) = (u|P (E)u) = µ
(P )
u (E), thanks to the fact that

P (E) commutes with every Jα, as proved above. Now, take any measurable function
f : R→ R then if u ∈ D(f(A)) we have

∫
R |f(s)|2 dµ(P )

Jαu
=
∫
R |f(s)|2 dµ(P )

u <∞ which
means that Jαu ∈ D(f(A)) for all 1 ≤ α ≤ dK′ , i.e. Jα(D(f(A))) ⊂ D(f(A)) for all
1 ≤ α ≤ dK′ . Thus, for all u ∈ D(f(A)) we have

(u|J∗αf(A)Jαu) = (Jαu|f(A)Jαu) =

∫
R
f(s) dµ

(P )
Jαu

=

∫
R
f(s) dµ(P )

u = (u|f(A)u).

As a consequence we have (u|(f(A)−J∗αf(A)Jα)u) = 0. Since both f(A) and J∗αf(A)Jα
are self-adjoint, their difference is symmetric on its (dense) natural domain D(f(A))∩
D(f(A)Jα) = D(f(A)). Thus Lemma 2.2.22 assures that f(A) − J∗αf(A)Jα = 0 on
D(f(A)), i.e. Jαf(A) = f(A)Jα on D(f(A)) for all 1 ≤ α ≤ dK′ . This is equivalent
to Jαf(A) ⊂ f(A)Jα for all 1 ≤ α ≤ dK′ . At this point Theorem 3.2.20 allows us to
consider the self-adjoint operator f(A)J : D(f(A)) ∩ HJ → HJ and we want to prove
that f(A)J = f(AJ). Consider any vector x ∈ D(f(AJ)) ⊂ HJ, then, similarly to what
has been done above, since µ(PJ)

u = µ
(P )
u for every u ∈ HJ we have∫

R
|f(s)|2 dµ(P )

u =

∫
R
|f(s)|2 dµ(PJ)

u <∞,
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which implies x ∈ D(f(A)), i.e. D(f(AJ)) ⊂ D(f(A)) ∩ HJ = D(f(A)J). Moreover for
every u ∈ D(f(AJ)) we have

(u|f(AJ)u)J =

∫
R
f(s) dµ(PJ)

u =

∫
R
f(s) dµ(P )

u = (u|f(A)u) = (u|f(A)Ju)J,

which yields (u|(f(AJ) − f(A)J)u)J = 0. Again, since this holds for every u ∈
D(f(AJ)) ⊂ D(f(A)J) the symmetry of f(AJ) − f(A)J on its natural (dense) do-
main D(f(AJ))∩D(f(A)J) = D(f(AJ)) implies f(AJ) ⊂ f(A)J. Since both f(AJ) and
f(A)J are self-adjoint the inclusion is in fact an equality. The proof is complete.
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Chapter 4

Some Useful Results on Hilbert spaces

The aim of this chapter is to derive some well-known results, as Stone’s Theorem, Polar
Decomposition Theorem and Schur’s Lemma in the general case of a Hilbert space over
any division algebra R,C or H. A general discussion on trace-class operators is also
given. The general strategy consists in taking for granted the results in the complex
case, whose proof can be found in any textbook on complex Hilbert space theory (see
for instance [24]), and extend them to the peculiar cases of real and quaternionic Hilbert
space exploiting the techniques discussed in the previous chapter.

4.1 The Stone Theorem

Let us start with this extremely important result of functional analysis. First, recall
the following definition.

Definition 4.1.1. A one-parameter group of unitary operators is a group homomor-
phism U : R→ B(H), i.e. a function such that

U0 = I and UtUs = Ut+s for every t, s ∈ R,

and Ut is unitary for every t ∈ R. The group is said to be strongly continuous if the
function is continuous with respect to the strong topology of B(H).

Remark 4.1.2. Some remarks about the definition follow:

(a) the strong-continuity can be restated as limt→0 Utu = u for every u ∈ H while the
continuity at every other point t0 ∈ R follows easily from the group properties of
U ;

(b) from the unitariness of the operators Ut and the group properties of U it follows
that (Ut)

∗ = U−t for every t ∈ R;

(c) if H is a real or quaternionic Hilbert space and U : t 7→ Ut ∈ B(H) a strongly-
continuous one-parameter group then the map

UK : R 3 t 7→ (Ut)K ∈ B(HK) (4.1)
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is a strongly-continuous one-parameter group of unitary operators;

(d) if H is a real or quaternionic Hilbert space equipped with a K-structure J and
U : t 7→ Ut ∈ B(H) a strongly-continuous one-parameter group then the map

UJ : R 3 t 7→ (Ut)J ∈ B(HJ) (4.2)

is a strongly-continuous one-parameter group of unitary operators, provided that
JUg = UgJ for every J ∈ J and g ∈ G.

Now, focus on the complex and quaternionic cases and consider any anti-self-adjoint
operator A : D(A)→ H. Exploiting the spectral theory of Chapter 2 - in particular the
spectral theorem 2.2.56 - if (P,L) is the rPVM associated to A, then we can consider
the following family of operators:

R 3 t 7→ etA :=

∫
X

etz dP (z). (4.3)

Since A is anti-self-adjoint we know that σ(A) is purely imaginary within F, see Propo-
sition 2.2.37. This implies that etz = e−tz on the essential domain of integration given
by suppP = σ(A) ∩X, in particular the function z 7→ etz is essentially bounded. This
has two important consequences: first, the operator etA is bounded for any t ∈ R;
second, exploiting the properties of the function operators (see Proposition 2.2.55) it
turns out that the operator etA is unitary for every t ∈ R. The following important
and well-known result holds.

Theorem 4.1.3 (Stone’s Theorem - complex and quaternionic case). Let H be a com-
plex or quaternionic Hilbert space, then the following statements hold:

(a) the operators in (4.3) define a strongly-continuous one-parameter group of unitary
operators, moreover

D(A) =

{
u ∈ H

∣∣∣∣ ∃ lim
t→0

Utu− u
t

∈ H

}
, Au = lim

t→0

Utu− u
t

(4.4)

and etAA = AetA for any t ∈ R.

(b) if U is a strongly-continuous one-parameter group of unitary operators, then there
exists a unique anti-self-adjoint operator over H such that Ut = etA for all t ∈ R.

Proof. For the complex case we refer to Theorem 9.33 and Proposition 9.35 of [24].
So, suppose that H is quaternionic. The first part of the proof of (a) can be carried
out following essentially the same proof of the complex case. Concerning the last
statement, notice that etAA ⊂ AetA follows for any t ∈ R from the definition of e−tA in
(4.3) and Proposition 2.2.55. Multiplying both terms by e−tA on both left- and right-
hand sides we get Ae−tA ⊂ e−tAA. The arbitrariness of t ∈ R concludes the proof.
Let us prove point (b). Consider the complexification HC as described in Section 3.2.1,
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then the map UC is a strongly-continuous one-parameter group of unitary operators
on HC as explained in Remark 4.1.2. At this point the complex version of Stone’s
Theorem assures that there exists some anti-self-adjoint operator AC on HC satisfying
(Ut)C = etAC for all t ∈ R. Moreover AC fulfills (4.4) on HC and (Ut)CAC = AC(Ut)C for
all t ∈ R. Given this, we first want to prove that this operator is actually quaternionic
linear, i.e. that it commutes with J3 (see (3.22) and Proposition 3.2.5). So, take
u ∈ D(AC), then point (a) in the complex case assures that ACu = limt→0 t

−1(Utu− u)

on HC, but the limit holds also on H, thanks to (3.21). This implies

J3ACu = J3

(
lim
t→0

Utu− u
t

)
= lim

t→0

J3Utu− J3u

t
= lim

t→0

UtJ3u− J3u

t
.

Again, (3.21) and point (a) in the complex case yields J3u ∈ D(AC) and J3ACu =

ACJ3u which can be condensed in J3AC ⊂ ACJ3. The operator AC is then quaternionic
linear (and anti-self-adjoint) on H. From now on we can neglect the subscript C of AC.
Notice that A fulfills (4.4) on H and UtA ⊂ AUt for any t ∈ R, which follow from
the corresponding properties on HC and (3.21). So, consider the operator Vt := etA

defined as the integration of z 7→ etz with respect to the rPVM of A on H. In particular
the map t 7→ Vt is a strongly-continuous one-parameter of unitary operators on H and
satisfies (4.4) and VtA = AVt for all t ∈ R thanks to point (a). Take any u, v ∈ D(A),
then

d

dt
Utv = lim

h→0

Ut+hv − Utv
h

= lim
h→0

Ut
Uhv − v

h
= UtAv (4.5)

and similarly

d

dt
Vtv = lim

h→0

Vt+hv − Vtv
h

= lim
h→0

Vt
Vhv − v

h
= VtAv. (4.6)

At this point, exploiting VtA = AVt and UtA = AUt for all t ∈ R we have in particular
that Ut(D(A)) ⊂ D(A) for all t ∈ R and

d

dt
(u|V−tUtv) =

d

dt
(Vtu|Utv) =

(
d

dt
Vtu

∣∣∣∣Utv)+

(
Vtu

∣∣∣∣ ddtUtv
)

=

= (VtAu|Utv) + (Vtu|UtAv) = (AVtu|Utv) + (Vtu|UtAv) =

= (Vtu| − AUtv) + (Vtu|UtAv) =

= −(Vtu|UtAv) + (Vtu|UtAv) = 0.

(4.7)

This proves that t 7→ (u|V−tUtv) is constant and so (u|V−tUtv) = (u|V0U0v) = (u|v).
Since u, v ∈ D(A) are arbitrary and D(A) is dense, we see that V−tUt = I, i.e. Ut =

Vt = etA. It remains to prove the uniqueness of the operator A. So, suppose that
Ut = etB for some anti-self-adjoint operatorB, then since we already know that Ut = etA

the equality A = B is an immediate consequence of point (a).
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The real case is different, for there is no spectral theorem over H for anti-self-adjoint
operators. However something can be said. First, consider an anti-self-adjoint operator
A defined over a real Hilbert space and take its external complexification AC defined
over HC. We know from Proposition 3.1.4 that AC is anti-self-adjoint and so we can
consider the strongly-continuous one-parameter group t 7→ etAC . Consider the natural
conjugation C defined in (3.6) and the following result, whose proof can be carried out
easily basing upon the spectral theorem and Stone’s Theorem.

Lemma 4.1.4. Let H be a complex Hilbert space, A a densely defined operator and
C : H→ H a conjugation, i.e. an anti-linear operator such that CC = I, ‖Cx‖ = ‖x‖
for all x ∈ H, then the following statements hold:

(a) CAC is a densely defined linear operator,

(b) (CAC)∗ = CA∗C,

(c) if A is anti-self-adjoint, then CetAC = etCAC.

Thanks to this lemma we have CetACC = etCACC = etAC and so Proposition 3.1.4
assures that there exists a unique operator Bt on H such that (Bt)C = etAC . Ex-
ploiting (3.4), Proposition 3.1.4 and the fact that t 7→ etAC is a strongly-continuous
one-parameter group of unitary operators on HC, it follows immediately that t 7→ Bt

is a strongly-continuous one-parameter group of unitary operators on H and as such it
is a good candidate for defining etA on the real Hilbert space H.

Definition 4.1.5. Let H be a real Hilbert space and A an anti-self-adjoint operator
and t ∈ R. The operator etA is defined as the unique unitary operator on H which
external complexification gives etAC.

Theorem 4.1.6 (Stone’s Theorem - real case). Referring to Definition 4.1.5, the thesis
of Theorem 4.1.3 applies to real Hilbert spaces.

Proof. Let us start with point (a). We already know that t 7→ etA is a strongly-
continuous one-parameter of unitary operators on H, so it remains to prove (4.4). We
know that this is true for the complexification AC, i.e.

D(AC) =

{
u ∈ HC

∣∣∣∣ ∃ ddt∣∣0etACu ∈ HC

}
, ACu =

d

dt
|0etACu.

Now, notice that u ∈ D(A) if and only if u⊗ 1 ∈ D(AC) if and only if

∃ lim
t→0

etACu⊗ 1− u⊗ 1

t
= lim

t→0

[
(etAu)− u

t
⊗ 1

]
∈ HC

if and only if ∃ limt→0
(etAu)−u

t
∈ H, where the last equivalence comes from (3.4). More-

over

(Au)⊗ 1 = AC(u⊗ 1) = lim
t→0

[
(etAu)− u

t
⊗ 1

]
= lim

t→0

[
(etAu)− u

t

]
⊗ 1,
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which concludes the proof of the first point. Let us pass to Point (b). Let t 7→ Ut be a
strongly-continuous one-parameter group of unitary operators on H, then the function
t 7→ (Ut)C defines a strongly-continuous one-parameter group of unitary operators on
HC. The complex version of Stone’s Theorem assures that (Ut)C = etS for some anti-
self-adjoint operator S on HC. If we manage to prove that CS = SC, where C is the
usual natural conjugation of HC, then it holds that S = AC for some anti-self-adjoint
operator A on H and (Ut)C = etAC = (etA)C which means Ut = etA. Applying Lemma
4.1.4 and Proposition 3.1.4 we get etCSC = CetSC = C(Ut)CC = (Ut)C = etS. Since
this holds for any t ∈ R and both S and CSC are anti-self-adjoint, then the complex
version of Stone’s Theorem assures that CSC = S, i.e. CS = SC. The same theorem
gives (Ut)CS ⊂ S(Ut)C which translates into UtA ⊂ AUt. It remains to prove the
uniqueness of A. So, suppose that B is another anti-self-adjoint operator over H such
that Ut = etB, then we have etAC = (Ut)C = (etB)C = etBC which implies AC = BC,
thanks again to the the complex version of Stone’s Theorem. Thus A = B and the
proof is complete.

Definition 4.1.7. Consider a strongly-continuous one-parameter group of unitary op-
erators U : R → B(H) with H a real, complex or quaternionic Hilbert space. The
anti-self-adjoint operator A : D(A)→ H associated to U is called the generator of U .

En passant we have also proved part of the following result.

Proposition 4.1.8. Let U be a strongly-continuous one-parameter group of unitary
operators over a real or quaternionic Hilbert space H with generator A, then the gen-
erator of UK (see (4.1)) is given by AK.

Proof. Suppose that H is quaternionic. In the proof of Theorem 4.1.3 we saw that
the generator of UC equals the one on H. Similarly for H real, we saw in the proof of
Theorem 4.1.6 that the generator of UC is given by the complexification of the generator
of U . The other cases can be proved similarly.

4.2 The Polar Decomposition Theorem

Another technical tool, which will be very useful in the following, is the Polar Decom-
position Theorem. Again, we will take the complex case for granted and derive the real
and quaternionic versions from it by an extension or reduction of the division algebra
as done in the case of Stone’s Theorem.

Theorem 4.2.1. Let H be a real, complex or quaternionic Hilbert space and A :

D(A) → H a densely defined closed operator in H, then there exists a unique pair
of operators U, P on H such that

(1) A = UP , where in particular D(P ) = D(A);

(2) P is self-adjoint and P ≥ 0;
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(3) U ∈ B(H) is isometric on R(P ) (and thus on R(P ) by continuity);

(4) N(U) ⊃ N(P ).

The right-hand side of point (1) is called the polar decomposition of A. It turns out
that the following additional properties are also valid:

(1) P = |A|,

(2) N(U) = N(A) = N(P ),

(3) R(U) = R(U).

Proof. For the complex case we refer to Theorem 10.39 of [24]. So, suppose that H is real
and consider the complexification AC on HC, which is densely defined and closed, thanks
to Proposition 3.1.4. Applying the complex version of this theorem we get the existence
of some operators U ′, P ′ on HC satisfying all the properties of the thesis. First thing we
want to prove that both U ′ and P ′ commutes with the natural conjugation C - see (3.6).
Notice that P ′ =

√
(AC)∗AC =

√
(A∗)CAC =

√
(A∗A)C = (

√
A∗A)C = |A|C where we

used the self-adjointness of A∗A (see Proposition 2.2.29) and point (c) of Proposition
3.1.5. This proves that P ′ = PC with P = |A|, in particular P ′C = CP ′. Now, let us
pass to U ′. Take x ∈ R(P ′), then x = P ′y for some y ∈ D(P ′) and so U ′Cx = U ′CP ′y =

U ′P ′Cy = ACCy = CACy = CU ′P ′y = CU ′x. By continuity of U ′C and CU ′ we get
U ′C = CU ′ on the closed R(P ′). Now, it is easy to see that C(N(P ′)) ⊂ N(P ′) and so
U ′C = CU ′ also on N(P ′) = R(P ′)

⊥
, trivially, thanks to N(P ′) ⊂ N(U ′). This gives

U ′C = CU ′ which means that U ′ = UC for some operator U ∈ B(H). Properties (1)-(4)
and (1)-(3) now follow from the corresponding properties of U ′, P ′. The uniqueness
of these two operators follows from the corresponding properties fulfilled by U ′, P ′.
Indeed, suppose that V,Q is a couple of operators on H satisfying (1)-(4), then the
complexifications VC, QC satisfy (1)-(4) on HC. The polar decomposition theorem on
HC assures that VC = U ′ = UC and QC = P ′ = PC, i.e. V = U and Q = P . The
real case is complete, so let us prove the quaternionic Hilbert space case. The operator
A can be interpreted as a linear operator over HC and is still densely defined and
closed, thanks to Proposition 3.2.5. We denote this interpretation by AC. Again, we
can apply the complex version of this theorem and get (A =)AC = U ′P ′ for some
operators U ′, P ′ on HC satisfying all the properties in the thesis. Now, notice that
AC = (−J3)ACJ3 = (−J3)U ′P ′J3 = ((−J3)U ′J3)((−J3)P ′J3) and it is easy to prove
that the couple ((−J3)U ′J3), ((−J3)P ′J3) satisfies the requirements (1)-(4) on HC

(see also Lemma 3.2.4) and so, by uniqueness of the polar decomposition on complex
Hilbert spaces, it must be ((−J3)U ′J3) = U ′ and ((−J3)P ′J3 = P ′. This is equivalent
to requiring that U ′, P ′ are quaternionic linear operators on H. Properties (1)-(4)
and (2)-(3) easily lift to the space H. Moreover notice that, thanks to Proposition
3.2.7, the definition of A∗ and

√
A∗A are independent from the division algebra under

consideration and so P ′ = |A| holds also on H, giving (1). It remains to prove the



4.2. The Polar Decomposition Theorem 73

uniqueness of the found decomposition. Suppose there exist two operators V,Q on
H satisfying (1)-(4), then these operators can be understood as operators on HC and
clearly give rise to a polar decomposition of A on HC. The uniqueness of the latter
concludes the proof.

Notice that U is a partial isometry because U ∈ B(H) and it is isometric on N(U)⊥

(it is indeed isometric on R(P ) = N(P ∗)⊥ = N(P )⊥ = N(U)⊥).

Proposition 4.2.2. Let H be a real or quaternionic Hilbert space and A a densely
defined closed operator with polar decomposition A = UP , then the polar decomposition
of AK on HK is given by UKPK.

Proof. Suppose that H is real. In the proof of Theorem 4.2.1 we saw that the polar
decomposition of AC is given by UCPC. Similarly for H quaternionic, we saw in the
proof of Theorem 4.2.1 that the polar decomposition of AC is given by UCPC. The
remaining cases can be proved arguing in a similar way.

We conclude this section with a pair of technical proposition, the second concerning
the interplay between the commutativity of one-parameter unitary groups and the
commutativity of the elements appearing in the polar decomposition of the generators.
That result will turn out to be very useful later.

Proposition 4.2.3. Let H be a real, complex or quaternionic Hilbert space. Consider
an either self-adjoint or anti-self-adjoint operator A : D(A) → H with polar decompo-
sition A = UP , then the following statements hold:

(a) if A∗ = −A then B ∈ B(H) satisfies BetA = etAB if and only if BA ⊂ AB;

(b) if A∗ = A with PVM P (A) and B ∈ B(H), then the following statements are
equivalent:

(i) BA ⊂ AB,

(ii) Bf(A) ⊂ f(A)B for any measurable function f : R→ R,

(iii) BP (A)(E) = P (A)(E)B for any Borelian E ⊂ R;

(c) if B ∈ B(H) satisfies BA ⊂ AB, then BU = UB and BP ⊂ UP ;

(d) the following commutation relations are true

UA ⊂ AU and U∗A ⊂ AU∗ ;

moreover, for every measurable function f : [0,+∞)→ R, it holds that

Uf(P ) ⊂ f(P )U and U∗f(P ) ⊂ f(P )U∗ ;

(e) U is respectively self-adjoint or anti-self-adjoint;
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(f) if A is injective (equivalently if either P or U is injective), then U and U∗ are
unitary. In this case all the inclusions in (c) are identities.

Proof. Let us start with point (a). The necessity is an easy consequence of Stone’s
Theorem. So, suppose that BA ⊂ AB and let us prove BetA = etAB. If H is complex,
the proof can be found in Theorem 9.41 of [24]. So, suppose that H is real. Consider
the complexification HC, then the anti-self-adjoint operator AC generates the group
t 7→ etAC = (etA)C. The inclusion BA ⊂ AB translates into BCAC ⊂ ACBC and so the
complex version of this result implies BCe

tAC = etACBC which is equivalent to BetA =

etAB. Now, suppose that H is quaternionic and consider A, etA, B as operators on HC,
denoted by AC, (e

tA)C, BC. We know that t 7→ (etA)C is still a strongly-continuous
one-parameter subgroup of unitary operators on HC and that its generator on HC is
still given by AC (see Proposition 4.1.8). Again, the complex result implies the thesis.
Let us pass to point (b). Again, the proof for the complex case can be found in
Theorem 9.41 of [24]. So, suppose that H is real or quaternionic and move to the
complexification HC. The thesis follows immediately from the complex version by
noticing that for any measurable function f : R → R it holds that f(AC) = f(A)C
and that P (AC)(E) = (P (A)(E))C. Let us prove (c) now. First suppose that H is
complex. The operator A∗A is densely defined, positive and self-adjoint as we know.
Since P = |A| =

√
A∗A is self-adjoint, we have (Proposition 2.2.19) N(|A|)⊥ = R(|A|)

and H = K(|A|) ⊕ R(|A|). The inclusion BA ⊂ AB implies BAA ⊂ ABA and thus
BAA ⊂ AAB. This inclusion can be rewritten as BA∗A ⊂ A∗AB because A∗ = ±A.
As A∗A is self-adjoint and B bounded, the found inclusion extends to all real valued
measurable functions of A∗A, i.e. Bf(A∗A) ⊂ f(A∗A)B (see point (b)). In particular,
we have B|A| = B

√
A∗A ⊂

√
A∗AB = |A|B which is the second of the two relations we

wanted to establish. Now, take u ∈ D(|A|) = D(A), then from the proved inclusion we
immediately have UB|A|u = U |A|Bu = ABu = BAu = BU |A|u which implies that
UB = BU on R(|A|) and thus on R(|A|) by continuity. If we manage to prove that this
equality holds also on N(|A|), then the proof is complete for the complex Hilbert space
case because H = N(|A|)⊕R(|A|). So take u ∈ N(|A|), then |A|Bu = B|A|u = 0, that
is Bu ∈ N(|A|). Since N(|A|) = N(U) (Theorem 4.2.1) and N(|A|) is invariant under
the action of B, it immediately follows that UBx = BUx trivially for x ∈ N(|A|)
as wanted, concluding the proof for the complex Hilbert space case. The real and
quaternionic cases follow from this result, working on the complexified space HC and
exploiting Proposition 4.2.2. Let us pass to point (d). Let first suppose that H is
complex and A = −A∗. In this case Stone’s Theorem implies that e−tA (which belongs
to B(H)) commutes with A and thus, exploiting Point (c), we have Ue−tA = e−tAU

and U∗etA = etAU∗ (by taking the adjoint of the former). Since t ∈ R is arbitrary,
point (a) gives UA ⊂ AU and U∗A ⊂ AU∗. Remaining in the complex case, if A∗ = A

and replacing A for iA everywhere in our reasoning, we again reach the same final
result UA ⊂ AU and U∗A ⊂ AU∗. Now assume A = A∗ (otherwise everywhere
replace A for iA). As U and U∗ are bounded, we conclude (point (b)) that U and U∗
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commute with every real valued measurable function of A, in particular U |A| ⊂ |A|U
and U∗|A| ⊂ |A|U∗. Exploiting point (b) once again, we prove that Uf(|A|) ⊂ f(|A|)U
and U∗f(|A|) ⊂ f(|A|)U∗ for every measurable function f : [0,+∞) → R. We have
so far established (c) for a complex Hilbert space H. The proof for the real and
quaternionic cases follows easily by moving to the complexification HC and exploiting
Propositions 4.1.8, 3.1.4, 3.2.5, 3.1.5 and 3.2.7. Let us prove point (e). We prove that
U∗ = ±U if, respectively, A∗ = ±A. Since U is bounded, we have (±U)|A| = ±A =

A∗ = |A|U∗. Take u ∈ D(|A|), then U∗|A|u = |A|U∗u = (±U)|A|u and so U∗x = ±Ux
for x ∈ R(|A|) and by continuity also for x ∈ R(|A|). Since H = R(|A|) ⊕ N(|A|) we
have to prove that U∗x = ±Ux holds also for x ∈ N(|A|). Since N(|A|) = N(U) is
guaranteed by Theorem 4.2.1, we have Ux = 0 if x ∈ N(|A|). By proving N(|A|) ⊂
N(U∗) we would have U∗x = 0, establishing U∗x = ±Ux also for x ∈ N(|A|) as
required. To this end, take x ∈ N(|A|) and y ∈ H, then we have y = u + v, with
u ∈ R(|A|) and v ∈ N(|A|). Take |A|xn ∈ R(|A|) such that u = limn→∞ |A|xn, then
we have (U∗x|y) = (x|Uy) = (x|Uu) = limn→∞(x|U |A|xn) = limn→∞(x||A|Uxn) =

limn→∞(|A|x|Uxn) = limn→∞(0|Uxn) = 0. Since y is arbitrary, we have U∗x = 0 if
x ∈ N(|A|) as required, proving our thesis U∗x = ±Ux for all x ∈ H. It remains to
prove (f). We exploit here Theorem 4.2.1 several times. Since H = N(|A|) ⊕ R(|A|)
and U is isometric on R(|A|), if N(|A|) (which coincides with N(U)) is trivial, then U
is isometric on H. Therefore it is enough proving that R(U) = H to end the proof of
the fact that U is unitary. We know from Theorem 4.2.1 that R(U) = R(U), but since
U = ±U∗ we also have R(U) = R(U∗) = N(U)⊥ = N(|A|)⊥ = {0}⊥ = H.
To conclude demonstrating the last statement of (f), observe that if U is unitary and
US ⊂ SU , U∗S ⊂ SU∗ simultaneously hold (in particular U(D(S)) ⊂ D(S) and
U∗(D(S)) ⊂ D(S)), we also have U∗USU∗ ⊂ U∗SUU∗, that is SU∗ ⊂ U∗S. The found
inclusion together with U∗S ⊂ SU∗ implies U∗S = SU∗. Interchanging the role of U
and U∗, we also achieve US = SU .

Proposition 4.2.4. Let H be a real, complex or quaternionic Hilbert space and A and
B anti-self-adjoint operators in H with polar decompositions A = U |A| and B = V |B|.
If the strongly-continuous one-parameter groups generated by A and B commute, i.e.,

etAesB = esBetA for every s, t ∈ R,

then the following statements hold:

(a) UB ⊂ BU and U∗B ⊂ BU∗;

(b) Uf(|B|) ⊂ f(|B|)U and U∗f(|B|) ⊂ f(|B|)U∗ for every non-negative measurable
function f : [0,+∞)→ R;

(c) UV = V U and U∗V = V U∗.

If any of A, |A|, U is injective, then the inclusions in (a) and (b) can be replaced by
identities.



76 Chapter 4. Some Useful Results on Hilbert spaces

Proof. Point (a) of Proposition 4.2.3 gives esBA ⊂ AesB, while applying point (c) to
this inclusion gives esBU = UesB. Again, applying point (a) to this equality, we get
UB ⊂ BU . At this point, applying point (c) to UB ⊂ BU gives UV = V U and
U |B| ⊂ |B|U . Finally, applying Proposition 4.2.3 and point (b) we easily see that
Uf(|B|) ⊂ f(|B|)U for any real valued measurable function. To conclude notice that
the inclusions involving U∗ can be derived from the corresponding ones for U simply
by noticing that U∗ = −U .

Exploiting these two results we can prove the following result.

Proposition 4.2.5. Let H be a real or quaternionic Hilbert space equipped with a K-
structure J. Let A be a self-adjoint or anti-self-adjoint operator over H with polar
decomposition A = UP . If JA ⊂ AJ for all J ∈ J, then JU = UJ and JP ⊂ PJ for
all J ∈ J and the polar decomposition of AJ is given by AJ = UJPJ.

Proof. Thanks to Proposition 4.2.3 we see that JU = UJ and JP ⊂ PJ for all J ∈ J,
thus we can consider the operators UJ, PJ on HJ. Applying the results of Chapter 3 it
is easy to see that points (1)-(4) are satisfied by the couple (UJ, PJ). Theorem 4.2.1
concludes the proof.

4.3 The Schur Lemma

Another important result in complex functional analysis is of the so-called Schur’s
Lemma, which characterises the commutant of irreducible sets of operators. Despite
the simplicity and power of its formulation on complex Hilbert space, on real and
quaternionic ones it requires a slightly different formulation which makes it a little
weaker.

Let us start with some basic definitions.

Definition 4.3.1. Let H be a real, complex or quaternionic Hilbert space. A family
of operators A ⊂ B(H) is said to be irreducible if A(K) ⊂ K for all A ∈ A and a
closed subspace K ⊂ H implies K = {0} or K = H. A is said to be reducible if it is not
irreducible.

Since the definition refers to closed subspaces, our notion of irreducibility is some-
times called topological irreducibility.

Lemma 4.3.2. Let A ⊂ B(H) be any family of operators, then

(a) if A is irreducible, then A′ ∩ L(H) = {0, I};

(b) if A is ∗-closed and satisfies A′ ∩ L(H) = {0, I}, then it is irreducible.

Proof. Let us start with point (a). Consider a projector P commuting with every
element of A and define K := P (H), then A(K) = AP (H) = PA(H) ⊂ P (H) = K for
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any A ∈ A. Since the family is irreducible it must be K = {0} or K = H which translates
immediately into P = 0 or P = I. Let us pass to the proof of point (b). Consider a
closed subspace K ⊂ H which is invariant under the action of the entire algebra A and
let P be the orthogonal projector such that P (H) = K. Take any A ∈ A and u ∈ H,
then A(Pu) ∈ K by hypothesis, thus APu = PAPu. Since this holds for any u ∈ H we
have AP = PAP for every A ∈ A. Taking the adjoint we get PA∗ = PA∗P = A∗P ,
where the last equality derives from the fact that A∗ ∈ A if A ∈ A. Since A is arbitrary
and A is ∗-closed we end up with AP = PA for all A ∈ A, i.e. P ∈ A′ ∩L(H) = {0, I}.
This can be restated as K = {0} or K = H.

We have a first result which is valid regarless the nature of the division algebra
involved.

Proposition 4.3.3 (Schur’s Lemma for essentially self-adjoint operators). Let H be
a real, complex or quaternionic Hilbert space and let A ⊂ B(H) be irreducible. If the
operator A : D(A)→ H is essentially self-adjoint and satisfies

UA ⊂ AU for all U ∈ A (4.8)

then A ∈ B(H) (the bar denoting the closure of A) and

A = aI for some a ∈ R.

If A is self-adjoint, we have A ∈ B(H) with A = aI for some a ∈ R.

Proof. The proof is independent from the involved division algebra. Since the operators
U ∈ A are bounded, from Proposition 2.2.58 one has UA ⊂ AU . At this point
Proposition 4.2.3 implies that the spectral measure of P (A) of A commutes with every
U ∈ A. Since A is irreducible, for any fixed E ∈ B(R) it holds that either P (A)(E) =

0 (i.e. P (A) projects onto {0}) or P (A)(E) = I (i.e. P (A) projects onto the entire
H). If P (A)((a0, b0]) = 0 for all a0 < b0 in R, we would have P (A)(R) = 0, due to
the σ-additivity, which is not possible, thus P (A)((a0, b0]) = I for some a0 < b0 in
R. Notice that P (A)(R \ (a0, b0]) = 0 as a trivial consequence of the properties of
the projection valued measures. Now, define δ0 := b0 − a0 and divide (a0, b0] into
the disjoint union of two equal-length contiguous half-open intervals. Reasoning as
above we see that one and only one of them has vanishing measure, while the other
satisfies P (A)((a1, b1]) = I. Clearly δ1 := b1 − a1 = 1

2
δ0. Iterating this procedure

we find a couple of sequences a0 ≤ a1 ≤ · · · ≤ an < bn ≤ · · · ≤ b1 ≤ b0 within
[a0, b0] such that δn := bn − an = 2−nδ0 and P (A)((an, bn]) = I. Being [a0, b0] compact
and (an)n, (bn)n ⊂ [a0, b0] monotone sequences, it follows that there exist λa ≤ λb ∈
[a0, b0] such that an → λa and bn → λb. Since δn → 0 it is easy to see that actually
λa = λb = λ0. From the outer continuity of the positive measure E 7→ (x|P (A)(E)|x)

we have (x|PA({λ0})|x) = (x|P (A)(∩n(an, bn])x) = (x|Ix) for every x ∈ H. Since
P (A)({λ0})− I is self-adjoint, Lemma 2.2.22 implies that P (A)({λ0}) = I and therefore
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P (A)(R \ {λ0}) = 0. Computing the spectral integral of A and defining a := λ0, this
result immediately implies that A =

∫
R λP

(A)(λ) = aI. If the operator A is self-adjoint,
then it is essentially self-adjoint too and the proof still applies to A. However, as A∗ is
closed and A = A∗, we have A = A∗∗ = A proving the last statement.

A different and more precise result can be obtained when the class A consists of a
∗-closed subset of B(H).

Theorem 4.3.4. Let H be a real, complex or quaternionic Hilbert space, A ⊂ B(H) a
∗-closed subset and consider a densely-defined closed operator A : D(A)→ H such that

UA = AU, UA∗ = A∗U for all U ∈ A. (4.9)

If A is irreducible, then

(a) if H is real or quaternionic, then A = aI+ bJ , with a, b ∈ R and J is an imaginary
operator;

(b) if H is complex, then A = cI, where c ∈ C.

In particular D(A) = H and A ∈ B(H) in both the cases.

Proof. The identities AU = UA and A∗U = UA∗ imply A∗AU = A∗UA = UA∗A on
the natural domain. Since A is closed, the operator A∗A is densely defined and self-
adjoint (Proposition 2.2.29) and so Proposition 4.3.3 applied to the self-adjoint operator
A∗A implies A∗A = aI for some real a. In particular D(A∗A) = D(aI) = H so that
D(A) = H and thus, since A is closed, the closed graph theorem (Theorem 2.2.17) gives
A ∈ B(H). To go on, decompose A as A = A+A∗

2
+A∗−A

2
where the two addends denoted

by AS and AA are, respectively, self-adjoint and anti-self-adjoint, they belong to B(H)

and commute with the elements of A, this family being ∗-closed. In particular, UAS =

ASU for any U ∈ A gives AS = aI for some a ∈ R, thanks to Proposition 4.3.3. Now,
suppose that H is complex, then the operator iAA is self-adjoint and commutes with
the operators U so, thanks again to Proposition 4.3.3 we find iAA = cI for some c ∈ R,
i.e. AA = −ci and the proof is complete. Now, suppose that H is real or quaternionic.
The operator A2

A ∈ B(H) is self-adjoint and commutes with the operators in A, hence
A2
A = cI for some c ∈ R, thanks again to Proposition 4.3.3. It must be c ≤ 0 because,

if v ∈ H has unit norm, then c = 〈v|cv〉 = 〈v|AAAAv〉 = −〈AAv|AAv〉 = −‖AAv‖2 ≤ 0.
In particular, c = 0 if and only if AA = 0, that is if A is self-adjoint and in this case the
proof ends. In the case c 6= 0, define J := AA√

−c . With this definition we find J ∈ B(H),
J∗ = −J and J∗J = −I so that J is an imaginary operator and A = aI + bJ for
a, b ∈ R ending the proof again.

Remark 4.3.5. Let us see some remarkable examples.
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(a) Let G 3 g 7→ Ug ∈ B(H) be a unitary group representation and consider the family

A := {Ug | g ∈ G}.

In this case the hypothesis (4.9) of Proposition 4.3.4 can be weakened to

UgA ⊂ AUg , ∀g ∈ G .

Indeed, multiplying both side by Ug−1 on the left and on the right, we get AUg−1 ⊂
Ug−1A. Since G is a group and g is generic, this implies AUg ⊂ UgA. Putting the
two inclusions together we get UgA = AUg. Taking the adjoint of this identity we
also have U∗gA∗ ⊂ A∗U∗g , because Ug is bounded. Again, since U∗g = Ug−1 and g
ranges on the whole set G we actually have UgA∗ ⊂ A∗Ug and thus UgA∗ = A∗Ug
by an argument similar to above, recovering the hypotheses of (4.9)

(b) If A is bounded, the hypothesis (4.9) of Proposition 4.3.4 can be weakened to UA =

AU for U ∈ A. Indeed the second identity in (4.9) immediately follows from
UA = AU and the ∗-closedness of A.

(c) In general the irreducibility of a group unitary representation on H is lost when
moving from the quaternionic Hilbert space structure to the underlying real Hilbert
space one HR as the following example shows. Take H = H and G = SO(3)

and define the representation G 3 R 7→ UR defined by UR(a,b) := (a,Rb) for
all (a,b) ∈ H. This is clearly unitary and irreducible (we are working on a one-
dimensional Hilbert space). Of course HR = R4 and UR(a,0) = (a,0) for all a ∈ R,
hence the one-dimensional subspace {(a,0) | a ∈ R} is invariant under the action
of U . This make the representation reducible on R4.

To conclude this general part let us consider the case of ∗-closed subsets of B(H)
where H is equipped with a K-structure.

Proposition 4.3.6. Let A be a ∗-closed subset of B(H) for a real or quaternionic
Hilbert space H equipped with a K-structure J. Suppose that A ⊂ J′, then

AJ := {UJ | U ∈ A} ⊂ B(HJ)

is irreducible if A is irreducible.

Proof. Notice that AJ is ∗-closed if A is so and the fact that, dealing with ∗-closed sets,
irreducibility is equivalent to the non-existence of non-trivial projectors commuting
with the algebra as proved in Lemma 4.3.2. So, suppose that A is irreducible and
take P ∈ L(HJ) ∩ (AJ)

′. We have P = P̂ |HJ
for some P̂ ∈ B(H), which is clearly

an orthogonal projector on H because P is, thanks to Propositions 3.1.16 and 3.2.20.
These propositions also imply that P commutes with every element of AJ if and only
if P̂ commutes with every element of A. Since A is irreducible we have the thesis.
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4.4 Trace-class Operators and the Gleason Theorem

In this section we give some basic notions about trace-class operators for real, complex
or quaternionic Hilbert space. These turn out to be extremely important in quantum
mechanics, in that they are connected to the concept of state of the system. The general
theory for the complex case can be found in Sections 4.4 and 7.4 of [24], while definitions
and properties for the real and quaternionic cases are introduced and discussed here,
at a basic level which suffices to state and prove Gleason’s Theorem.

Before going into the details we want to remark that a general definition of trace-
class operators for a generic real, complex or quaternionic Hilbert space already appears
in Section 4.2 of [44], where the author defines such operators as those bounded oper-
ators A ∈ B(H) such that

∞∑
n=0

|(en|Aen)| <∞

for any countable (he sticks to separable Hilbert spaces) Hilbert basis {en}n∈N of H. If
this is fulfilled, says he, then the sum

tr(A) :=
∞∑
n=0

(en|Aen) (4.10)

exists for any Hilbert basis {en}n∈N and its value is independent from the basis itself.
Also, if B is a bounded operator, then AB is of trace-class too and tr(AB) = tr(BA).

Even though on complex Hilbert space this definition turns out to be equivalent to
the standard one (Definition 4.4.1, which appears in Section 4.4 of [24]) and the cited
properties are really fulfilled, when dealing with real or quaternionic spaces we run
into troubles. Take for example an infinite dimensional real Hilbert space H and let
J be an imaginary operator over it, then we know that (z|Jz) = −(Jz|z) = −(z|Jz),
i.e. (z|Jz) = 0. In particular J is of trace-class, according to the definition given by
Varadarajan. However JJ cannot be of trace-class, it being equal to −I. Another
problem concerns the dependence of (4.10) on the Hilbert basis. Indeed, consider the
quaternionic Hilbert space H = H with (s|t) = st and define the operator A : q 7→ i1q
which is clearly linear and of trace-class (the dimension is finite). If we take as Hilbert
bases the sets {1} and {i2} we get

(1|A1) = (1|i1) = i1 and (i2|Ai2) = (i2|i1i2) = (i2| − i2i1) = −i2i2i1 = −i1.

The trace defined with respect to the two different bases are not equal to each other.
This shows that we need something different. It turns out that the definition

commonly used in the complex setting provides a good definition of trace-class operator
also for real and quaternionic Hilbert spaces. Concerning the definition of trace, we
saw in the previous example that this is a delicate issue in the quaternionic framework.
As we will see, for our purposes the real part of the trace (4.10) is indeed independent
from the chosen Hilbert basis and suffices to state Gleason’s Theorem.

Bearing in mind notation 2.1.13 we can give the following definition.
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Definition 4.4.1. Let H be a real, complex or quaternionic Hilbert space. An operator
A ∈ B(H) is said to be of trace-class if there exists some Hilbert basis N of H such that
at most countably many scalars (z||A|z) are non-zero and∑

z∈N

(z||A|z) <∞.

The set of these operators is denoted by B1(H).

Remark 4.4.2. Notice that if A is of trace-class, then |A| is of trace-class as well.
This follows immediately from the identity |(|A|)| = |A|.

The term trace-class is appropriate, as will become clear from the next results.
First we state the following, whose proof can be found in [24] (see Proposition 4.36).

Proposition 4.4.3. Let H be a complex Hilbert space and N a Hilbert basis of H. Then
for any A ∈ B1(H), at most countably many scalars (z|Az) are non-zero and

tr(A) :=
∑
z∈N

(z|Az) (4.11)

is absolutely convergent. Moreover its value is independent from the chosen Hilbert
basis.

Sticking to a more general situation, where the Hilbert space might be real, complex
or quaternionic, we can state the following weaker result.

Proposition 4.4.4. Let H be a real, complex or quaternionic Hilbert space and N a
Hilbert basis of H. Then for any A ∈ B1(H) at most countably many scalars <[(z|Az)]

are non-zero and ∑
z∈N

<[(z|Az)]

is absolutely convergent. Moreover its value is independent from the chosen Hilbert
basis.

Proof. The proof for the complex case follows from Proposition 4.4.3 by taking the real
part of (4.11). Suppose that H is real and consider the operator AC on HC. Consider a
Hilbert basis N for H as in Definition 4.4.1, then we know from Proposition 3.1.3 that
{z ⊗ 1 | z ∈ N} is a Hilbert basis for HC and of course (z ⊗ 1||AC|z ⊗ 1)C = (z||A|z),
where we used the the fact that |AC| = |A|C, as proved by Proposition 4.2.2. By the
hypothesis on N we see that at most countably many of the scalars (z ⊗ 1||AC|z ⊗ 1)

are non-zero and ∑
z∈N

(z ⊗ 1||AC|z ⊗ 1|)C =
∑
z∈N

(z||A|z) <∞.
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This show that AC is of trace-class on HC. Thus, exploiting Proposition 4.4.3 we see
that at most countably many of the scalars (z ⊗ 1|ACz ⊗ 1)C are non-zero and∑

z∈N

(z ⊗ 1|ACz ⊗ 1)C

is absolutely convergent in C. Moreover its value does not depend on the particular
Hilbert basis used. Since (z ⊗ 1|ACz ⊗ 1)C = (z|Az) we see that at most countably
many of the scalars (z|Az) are non-zero and the sum

∑
z∈N

(z|Az)

(
=
∑
z∈N

(z ⊗ 1|ACz ⊗ 1)C

)

is absolutely convergent. Now, suppose that M is another Hilbert basis for H, then we
can repeat the discussion carried out for N. In particular, since {ω ⊗ 1 | ω ∈ M} is a
Hilbert basis for HC and AC is of trace-class on HC then∑

ω∈M

(ω ⊗ 1|ACω ⊗ 1)C = tr(AC) =
∑
z∈N

(z ⊗ 1|ACz ⊗ 1)C.

At this point, since (ω|Aω) = (ω⊗ 1|ACω⊗ 1)C and (z|Az) = (z ⊗ 1|ACz ⊗ 1)C we see
that ∑

ω∈M

(ω|Aω) =
∑
z∈N

(z|Az),

concluding the proof of the real case (notice that (·|·) = <[(·|·)] in this case).
Now, suppose that H is quaternionic and take its complex counterpart HC. Let N

be a Hilbert basis for H as in Definition 4.4.1, then {Jαz | z ∈ N, α ∈ AC} is a Hilbert
basis for HC. As usual, let BC denote the generic operator B ∈ B(H) when understood
as a C-linear operator on HC. We know that |AC| = |A|C = |A| (see Proposition 4.2.2).
Since |A| is self-adjoint (on both spaces) it holds that (x||AC|x)C = (x||A|x) ∈ R for
every x ∈ H = HC. Thus we have (z||AC|z)C = (z||A|z) and

(J3z||AC|J3z)C = (z| − J3|AC|J3z)C = (z||AC|z)C = (z||A|z)

where we used J3|A| ⊂ |A|J3 and −J3J3 = I. By the hypothesis on N we see that at
most countably many of the scalars (Jαz||AC|Jαz)C are non-zero and∑

z∈N

∑
α∈AC

(Jαz||AC|Jαz)C = 2
∑
z∈N

(z||A|z) <∞,

which proves that AC is of trace-class on HC. Hence we can apply again Proposition
4.4.3 to AC and find that at most countably many of the scalars (Jαz|ACJαz)C are
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non-zero and the sum ∑
z∈N

∑
α∈AC

(Jαz|ACJαz)C

converges absolutely in C. Moreover its value does not depend on the chosen Hilbert
basis. As above it holds that

(J3z|ACJ3z)C = (z| − J3ACJ3z)C = (z|ACz)C

and so∑
α∈AC

(Jαz|ACJαz)C = (z|ACz)C + (z|ACz)C = 2<[(z|ACz)C] = 2<[(z|Az)].

We see that at most countably many of the scalars <[(z|Az)] are non-zero and the sum∑
z∈N

<[(z|Az)] =
1

2

∑
z∈N

∑
α∈AC

(Jαz|ACJαz)C

converges absolutely. Now, suppose that M is a different Hilbert basis for H, then we
can repeat the discussion carried out for N. In particular, since {Jαω |α ∈ AC, ω ∈ M}
is a Hilbert basis for HC and AC is of trace-class on HC, then∑

z∈N

∑
α∈AC

(Jαz|ACJαz)C = tr(AC) =
∑
ω∈M

∑
α∈AC

(Jαω|ACJαω)C.

At this point, since

<[(ω|Aω)] =
1

2

∑
α∈AC

(Jαω|ACJαω)C, <[(z|Az)] =
1

2

∑
α∈AC

(Jαz|ACJαz)C,

we see that ∑
ω∈M

<[(ω|Aω)] =
∑
z∈N

<[(z|Az)],

concluding the proof.

This suggests the following definition.

Definition 4.4.5. If A ∈ B(H), then the real trace of A is defined as

trR(A) :=
∑
z∈N

<[(z|Az)], (4.12)

where N is any Hilbert basis of H.

Remark 4.4.6. The restriction to the real trace, instead of considering the entire sum
as in (4.11), is necessary in order to have a meaningful definition of trace in the real
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and quaternionic setting. For instance, going back to the counterxample involving the
operator A : H 3 q 7→ i1q ∈ H discussed in the introduction to this section, we see
that, even though the trace (4.10) does depend on the Hilbert basis its real part does
not. In any case the real trace suffices for our purposes, for we are mainly interested
in self-adjoint trace-class operators and so it would be (u|Au) ∈ R anyway.

Exploiting this definition and the proof of Proposition 4.4.4 we can prove the fol-
lowing result.

Proposition 4.4.7. Let H be real or quaternionic and A ∈ B(H), then A ∈ B1(H) if
and only if AK ∈ B1(HK). Moreover the following identities hold

trR(A) = trR(AK) if H is real, (4.13)

trR(A) =
1

dK + 1
trR(AK) if H is quaternionic.

Proof. Suppose first that K = C. In the proof of Proposition 4.4.4 we saw that a
trace-class operator A on H gives rise to a trace-class operator AC on HC and that
(4.13) holds. Let us prove the opposite relation. So, take A ∈ B(H) such that AC is
of trace-class on HC. Exploiting Definition 4.4.1 and Proposition 4.4.4 and by noticing
that |T | is trivially of trace-class if T is of trace-class we see that, fixed any basis
M ⊂ HC, at most countably many of the scalars (ω||AC|ω)C are non-zero and the sum∑

ω∈M(ω||AC|ω)C converges. So, suppose first that H is real. If we fix any basis N of H
and consider the Hilbert basis {z⊗1 |z ∈ N} for HC, then (z||A|z) = (z⊗1||AC|z⊗1)C
and so at most countably many of the (z||A|z) are non-null and the sum∑

z∈N

(z||A|z) =
∑
z∈N

(z ⊗ 1||AC|z ⊗ 1)C

converges. This implies that A is of trace-class on H. If H is quaternionic and N is a
Hilbert basis of H, then {Jαz | z ∈ N, α ∈ AC} is a Hilbert basis for HC and it holds
that

(J3z||AC|J3z)C = (z| − J3|AC|J3z)C = (z||AC|z)C = (z||AC|z)C = (z||A|z),

where we used the self-adjointness of |A|, |AC| (they coincide as functions). So, at most
countably many of the scalars (z||A|z) are non-zero and the sum∑

z∈N

(z||A|z) =
1

2

∑
z∈N

∑
α∈AC

(Jαz||AC|Jαz)C

converges, which implies that A is of trace-class on H. If K 6= C the proof is analogous.

We are ready to state and prove some basic properties of trace-class operators.
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Proposition 4.4.8. Let H be a real, complex or quaternionic Hilbert space, then the
following statements hold:

(a) the set B1(H) is a linear subspace of B(H) and it is closed under the Hermitean
adjoint operation, moreover

trR(aA+ bB) = a trR(A) + b trR(B) and trR(A∗) = trR(A) (4.14)

for all A,B ∈ B1(H) and a, b ∈ R.

(b) if A, T ∈ B(H) and A is of trace-class, then TA and AT are of trace-class, moreover

trR(AT ) = trR(TA). (4.15)

Proof. For the complex case we refer to Theorem 4.34 and Proposition 4.38 of [24].
So, suppose that H is real or quaternionic. Let us start with point (a) and take
A,B ∈ B1(H) and c ∈ R. It is easy to see that |cA| = |c||A| showing that cA is of
trace-class if A is so. Now, let us move to the complexified space HC and consider
the complexified operators AC, BC. We know from Proposition 4.4.7 that AC, BC are
of trace-class on HC and so, exploiting the complex version of this proposition, the
operators (AC)∗ = (A∗)C and AC+BC = (A+B)C are of trace-class on HC. Proposition
4.4.7 assures that A∗ and A+B are of trace-class on H. The identities in (4.14) follows
again by Proposition 4.4.7 and the complex version of this proposition. Let us pass to
point (b). The real and quaternionic cases can be easily proved by moving to HC and
exploiting the complex part of this proposition together with Proposition 4.4.7.

Proposition 4.4.9. Let H be real or quaternionic and J an K-structure on it. Suppose
A ∈ B(H) satisfies A ∈ J′, then A ∈ B1(H) if and only if AJ ∈ B1(HJ). Moreover the
following identities hold:

trR(AJ) =
1

dK + 1
trR(A) if H is real, (4.16)

trR(AJ) = trR(A) if H is quaternionic.

Proof. Suppose H is real and take A ∈ B(H) such that AJ = JA for any J ∈ J,
then we can consider AJ(= A) ∈ B(HJ). Similarly J |A| = |A|J for any J ∈ J and
|AJ| = |A|J(= |A|). Suppose first that AJ is of trace-class on HJ, then there exists some
Hilbert basis N of HJ such that at most countably many of the scalars (z||AJ|z)J are
non-zero and it holds that

∑
z∈N(z||AJ|z)J <∞. Notice that |AJ| is self-adjoint and so

(x||AJ|x)J = <[(x||AJ|x)J] = (x||AJ|x) = (x||A|x)

for any x ∈ HJ = H. In particular we have (z||A|z) = (z||AJ|z)J ∈ R for z ∈ N and

(Jz||A|Jz) = (z| − J |A|Jz) = (z||A|z) = (z||AJ|z)J
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if J ∈ J. Thus we get

∑
z∈N

dK∑
α=0

(Jαz||A|Jαz) = (dK + 1)
∑
z∈N

(z||AJ|z)J <∞.

Since {Jαz | 0 ≤ α ≤ dK, z ∈ N} is a Hilbert basis for H, then this proves that A is of
trace-class on H. Moreover, since (Jz|AJz) = (z| − JAJz) = (z|Az) for all J ∈ J and
the real trace does not depend on the chosen basis:

trR(A) =
∑
z∈N

dK∑
α=0

(Jαz|AJαz) = (dK + 1)
∑
z∈N

(z|Az) = (dK + 1)
∑
z∈N

<[(z|Az)J] =

= (dK + 1)
∑
z∈N

<[(z|AJz)J] = (dK + 1)trR(AJ).

Suppose on the contrary that A is of trace-class on H and let N be a Hilbert basis
for HJ, then, again {Jαz | 0 ≤ α ≤ dK, z ∈ N} is a Hilbert basis for H. Since |A| is of
trace-class as well as A, then at most countably many of the scalars (Jαz||A|Jαz) are
non-zero and the sum

∑
z∈N
∑dK

α=0(Jαz||A|Jαz) converges. Since

(Jz||A|Jz) = (z||A|z) = <[(z||AJ|z)J] = (z||AJ|z)J

for all J ∈ J, the above sum turns out to be equal to (dK + 1)
∑

z∈N(z||AJ|z)J which
means that AJ is of trace-class. The quaternionic case can be proved similarly, without
particular effort.

Proposition 4.4.10. Let H be a real, complex or quaternionic Hilbert and T ∈ B1(H).
Suppose that T ≥ 0, then it holds that

0 ≤ trR(TP ) ≤ trR(T )

for any orthogonal projector P ∈ L(H).

Proof. If P ∈ L(H) then TP ∈ B1(H) as guaranteed by Proposition 4.4.8. Moreover,
(4.15) gives

trR(TP ) = trR(TPP ) = trR(PTP ) =
∑
z∈N

<[(z|PTPz)] =
∑
z∈N

<[(Pu|TPu)] ≥ 0

because T ≥ 0, where N is any basis of H. Now, let N1 be a Hilbert basis of P (H) and
N2 be a Hilbert basis of P (H)⊥, thus N1 ∪N2 is a Hilbert basis for H = P (H)⊕ P (H)⊥

and so, thanks again to the positivity of T we have

trR(TP ) =
∑
z∈N

<[(z|TPz)] =
∑
z∈N1

<[(z|Tz)] ≤
∑
z∈N

<[(z|Tz)] = trR(T )
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since Pz = 0 for any z ∈ N2, concluding the proof.

Lemma 4.4.11. Let H be a real, complex or quaternionic Hilbert space and An, A,B
be trace-class operators such that w-limn→∞An = A. Suppose there exists a Hilbert
basis N such that |<[(z|Anz)]| ≤ |<[(z|Bz)]| for any n ∈ N and z ∈ N, then

lim
n→∞

trR(An) = trR(A). (4.17)

Proof. Let N be the Hilbert basis in the hypothesis and equip it with the counting mea-
sure ν. Since the operators An, A,B are of trace-class then the sums

∑
z∈N<[(z|Anz)],∑

z∈N<[(z|Az)] and
∑

z∈N<[(z|Bz)] converges absolutely, where at most countably
many of their terms are different from zero. They can be interpreted as the integral of
the following (measurable) functions

fn : N 3 z 7→ <[(z|Anz)] ∈ R
f : N 3 z 7→ <[(z|Az)] ∈ R
g : N 3 z 7→ <[(z|Bz)] ∈ R

. (4.18)

Notice that: 1) fn, f, g ∈ L1(N,R, ν), 2) fn(z) → f(z) for every z ∈ N and |fn(z)| ≤
|g(z)| for every z ∈ N. The dominated convergence theorem assures that

trR(An) =
∑
z∈N

<[(z|Anz)] =

∫
N

fn(z) dν →
∫
N

f(z) dν =
∑
z∈N

<[(z|Az)] = trR(A),

which concludes the proof.

Exploiting this lemma we can prove the following important result. This becomes
crucial in the characterisation of the states of quantum system as σ-probability mea-
sures - see Definition 4.4.16 and Theorem 4.4.17.

Proposition 4.4.12. Let H be a real, complex or quaternionic Hilbert space and sup-
pose T ∈ B1(H). Consider a countable family (Pi)i∈N ⊂ L(H) such that PnPm = 0 if
n 6= m, then

trR

(
T s-

∞∑
i=0

Pi

)
= lim

n→∞
trR

(
T

n∑
i=0

Pi

)
. (4.19)

Proof. Define Qn :=
∑n

i=0 Pi ∈ L(H) and Q :=
∨
i∈N Pi ∈ L(H). Of course we have

Qn ≤ Q, Q = s- limn→∞Qn (check Proposition 2.2.33) and TQ, TQn ∈ B1(H) for any
n ∈ N as proved in Proposition 4.4.8. Moreover we have TQ = w- limn→∞ TQn, indeed
notice that for any u, v ∈ H it holds that

|(u|TQnv)− (u|TQv)| = |(u|T (Qnv −Qv))| ≤ ‖u‖‖T‖‖Qnv −Qv‖,
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which goes to zero by the properties of Q. If we manage to prove that

|<[(z|TQnz)]| ≤ |<[(z|TQz)]|

for z in some particular Hilbert basis N and for every n ∈ N then the thesis follows as
a direct application of Lemma 4.4.11: tr(TQn) → tr(TQ). Let Mi be a Hilbert basis
of Pi(H), then Nn :=

⋃n
i=0 Mi is a Hilbert basis for Qn(H). Thus N′ :=

⋃∞
n=0 Nn is a

Hilbert basis for Q(H). If N′′ is any Hilbert basis for Q(H)⊥, then N′ ∪ N′′ is a Hilbert
basis for the whole H. Notice that Qnz = 0 for any z ∈ N′ \ Nn. Thus we have

|<[(z|TQnz)]| =


|<[(z|Tz)]| = |<[(z|TQz)]| z ∈ Nn

0 ≤ |<[(z|TQz)]| z ∈ N′ \ Nn
0 = |<[(z|TQz)]| z ∈ N′′

, (4.20)

which gives the general inequality |<[(z|TQnz)]| ≤ |<[(z|TQz)]|, concluding the proof.

A particularly important class of trace-class operator is the one of density operators.

Definition 4.4.13. A trace-class operator A ∈ B(H) is said to be a density operator
if it is self-adjoint, positive and has unit trace. The class of these operators is denoted
by D(H).

Remark 4.4.14. Notice that the self-adjointness condition can be omitted in the
complex and quaternionic case, as it is a direct consequence of the positivity (see
Proposition 2.2.25). Anyway in the real case this is not generally true and must be
required in order to assures the uniqueness. Let us see this in detail. If T ∈ B(H) is
of trace-class then the same is true for T ∗, T − T ∗ and T + T ∗. Let P ∈ L(H) \ {0, I}
be any non-trivial projector, N1 a Hilbert basis for P (H) and N2 a Hilbert basis for
P (H)⊥, then N := N1 ∪ N2 is a Hilbert basis for H and

trR((T − T ∗)P ) =
∑
z∈N

(z|(T − T ∗)Pz) =
∑
z∈N1

(z|(T − T ∗)z) = 0,

where the last equality follows from the fact that (x|Bx) = −(Bx|x) = −(x|Bx) and
so (x|Bx) = 0 for any x ∈ H if B is anti-self-adjoint. This shows that

trR(TP ) = trR((T + T ∗)P ) + trR((T − T ∗)P ) = trR((T + T ∗)P ).

En passant we have just proved an important result:

Proposition 4.4.15. On a real Hilbert space any anti-self-adjoint trace-class operator
has vanishing real trace.

Density operators are extremely important in quantum mechanics, in that they fully
characterise the states of the systems. We will see this in details in the next chapter.
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For the moment being, focus on the following definition (compare with Proposition
2.2.33).

Definition 4.4.16. Let H be a real, complex or quaternionic Hilbert space, a σ-
probability measure is a function µ : L(H)→ [0, 1] satisfying the following properties:

(a) µ(I) = 1,

(b) if (Pn)n∈N ⊂ L(H) and PnPm = 0 for n 6= m, then

µ

(∨
n∈N

Pn

)
=
∞∑
n=0

µ(Pn).

We can ready to state the following extremely important result.

Theorem 4.4.17 (Gleason’s Theorem). Let H be an infinite-dimensional separable
real, complex or quaternionic Hilbert space, then the following statements hold:

(a) if T ∈ D(H), then the function µT : L(H)→ [0, 1] defined by

µT (P ) := trR(TP ) for all P ∈ L(H) (4.21)

is a σ-probability measure on L(H);

(b) for every σ-probability measure µ : L(H) → [0, 1] there exists a unique density
operator T ∈ D(H) such that µ = µT , where µT is defined as in (4.21).

Proof. Point (a) follows from Propositions 4.4.10 and 4.4.12. Point (b) is the true
content of Gleason’s Theorem and a statement of this result for the case of a Hilbert
space with generic division algebra can be found in Theorem 4.23 of [44]. However
it should be remarked that the actual analysis done by Varadarajan in his book is
not fully valid since, as we already pointed out in the introduction to this section,
his definition of trace-class operators is not consistent. Nevertheless, despite these
difficulties, sticking to our definition of real trace, the main part of the analysis carried
out by Varadarajan on σ-probability measures applies and the Gleason Theorem can
be proved to hold true. More precisely, notice that for positive self-adjoint operator
the definition of trace given by Varadarajan (denoted by trV ) is well-posed, in that it
coincides with the definition of real trace defined in this section. The principal part of
the proof given in [44] shows that for any σ-probability measure µ there exists a self-
adjoint positive operator T on H which is of trace-class and with unit trace with respect
to trV which satisfies µ(P ) = trV (PTP ) for any element P in the set of orthogonal
projectors (notice that PTP is positive and self-adjoint). At this point the conclusion
is immediate since T is also unit-trace class with respect to our definition of trace and
trR(TP ) = trR(PTP ) = trV (PTP ) = µ(P ).
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Notation 4.4.18. In the following chapters, if there is no risk of confusion, we will
drop the subscript R from trR. From now on the term tr will always denote the real
trace.
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Chapter 5

Elements of Lattice Theory

In this chapter, introduced by a brief summary of quantum logic, we outline the general
definitions and discuss the main results of the theory of lattices. A more detailed
discussion on these topics can be found in [6], [10], [23], [30] or [24].

5.1 Quantum Mechanics and Its Propositional Calculus

The birth of quantum logic traces back to the pioneering work by Birkhoff and von
Neumann in the thirties [4]. Since then, this theory has grown fast and deep, developed
through decades by several important physicists and mathematicians until today. Re-
markable results has been obtained, like Piron’s and Solèr’s theorems (see next section)

In parallel with the first successful attempts to give quantum mechanics a proper
mathematical guise in terms of Hilbert spaces, several apparent conceptual inconsis-
tencies required a completely new approach of investigation.

The main issue is a direct consequence of the existence of incompatible physical
observables, like for instance the momentum and the position of a particle, whose si-
multaneous measurement is physically unfeasible. This turned out not to be a mere
technical limit of the actual experimental tools, but a true constraint of nature at micro-
scopical level: the two measurements disturb drastically each other. Thus, differentely
from classical mechanics the truth value of a proposition like the particle momentum is
p and the position particle is x is difficult to interpret, since there is no way to measure
them at the same time.

Quantum logic arises then as a natural attempt to reconcile these new phenomena
with the construction of some suitable propositional calculus, as it is expected to be in
any brand of physics.

Birkhoff and von Neumann in their paper analysed the Hilbert space structure and
recognised the set of orthogonal projectors L(H) (see Definition 2.2.30) as the true set
of quantum propositions and the operations ≤,∧,∨,⊥ as the natural logical connectives
among propositions. The found framework differs from the Boolean algebra structure
of the logic of classical physics because of the general absense of the distributivity
property among the connectives:

p ∧ (q ∨ q′) 6= (p ∧ q) ∨ (p ∨ q′).
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Anyway, when dealing with compatible observables, which instead can be tested at the
same time, this property is recovered as we expect.

In this first subsection we want to discuss this logical structure, basing upon a
slightly more modern formalism than the one exploited in [4]. In order to do this let
us introduce briefly the traditional framework of quantum mechanics (we are neither
considering superselection rules nor gauge symmetries, in particular this is the stan-
dard framework for an elementary particle with Poincaré group as maximal symmetry
group).

• The mathematical setting is a complex Hilbert space H.

• The observables - i.e. the measurable quantities - of the systems are in one-to-one
correspondence with the self-adjoint operators on H.

• For any observable A the possible outcomes - i.e. the values that A may at-
tain when measured - are in one-to-one correspondence with the elements of the
spectrum σ(A).

• The states of the systems are in one-to-one correspondence with the density
operators ρ ∈ D(H).

The essence of quantum mechanics lies in its non deterministic nature: only proba-
bility distributions of the possible outcomes, together with expectation values, moments
and so on, are knowable. For example, given any state ρ ∈ D(H) the expecation value
of any observable A ∈ B(H) is given by

〈A〉ρ = tr(ρA) (5.1)

So, if we repeat a measurement of A on the system in the fixed state ρ an infinite
numbers of times, then we get a distribution of outcomes with mean value 〈A〉ρ.

As already said above, the peculiar characteristic of quantum mechanics is the exis-
tence of incompatible observables, i.e. couple of physical quantities that cannot be mea-
sured at the same time with one tester. This happens because the two measurements
disturb drastically each other: consecutives tests of the two quantities give different
values each time they are performed, making it impossible to define their simultaneous
value. From an mathematical point of view they are represented by non-commuting
operators.

• Two observables are compatible if they strongly-commute with each other. Oth-
erwise, they are said to be incompatible.

Now, focus on the orthogonal projectors L(H). As self-adjoint operators, they
represent observables of the system. More precisely notice that (see Proposition 2.2.37)

σ(P ) = {0, 1}.

The possible values that P can attain in experiments can be understood as {yes, no}
outcomes, giving the orthogonal projector the role of questions about the system, whose
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answer is to be found through an experiment. On the contrary, any question should
evidently be represented by an orthogonal projector.

• The orthogonal projectors on H represents all of the statements about the system

Remark 5.1.1. Notice that, in the case of orthogonal projectors, the notion of com-
patibility among observables given above coincides with the one given in Definition
2.2.30.

An appealing example is provided by the spectral theorem 2.2.56. Consider any
self-adjoint operator A representing a given observable and let

B(R) 3 E 7→ P (A)(E) ∈ L(H)

be its PVM. Sticking to the physical meaning of the projectors just discussed, we have
the following natural interpretation.

• For any observable A and Borelian E ∈ B(R) the statement P (A)(E) corresponds
to: the value of A falls within E.

Now, focus on the states ρ ∈ D(H). Exploiting the results of Chapter 4, Section
4.4, we can prove the following result.

Proposition 5.1.2. If ρ ∈ D(H) then the following statements hold for P,Q ∈ L(H):

(a) tr(ρP ) ∈ [0, 1],

(b) tr(ρP ) ≤ tr(ρQ) if P ≤ Q,

(c) tr(ρ0) = 0 and tr(ρI) = 1,

(d) tr(ρP⊥) = 1− tr(ρP ),

(e) tr(ρ(P ∧Q)) = 1⇐⇒ tr(ρP ) = 1 and tr(ρQ) = 1,

(f) tr(ρ(P ∨Q)) = 1⇐= tr(ρP ) = 1 or tr(ρQ) = 1,

(g) if (Pn)n∈N ⊂ L(H) satisfies PnPm = 0 for n 6= m, then

tr

(
ρ
∨
n∈N

Pn

)
=
∞∑
n=0

tr(ρPn).

Proof. The only non trivial points are (e)-(f), the other ones following by the properties
of trace-class operators developed in Chapter 4, Section 4.4. Let us start with point (e)
and let N be a Hilbert basis of P (H)∩Q(H) and N′ be a Hilbert basis of its orthogonal
complement. Then

1 = tr(ρ(P ∧Q)) =
∑
N∪N′
<[(z|ρ(P ∧Q)z)] =

∑
z∈N

<[(z|ρz)] =
∑
z∈N

<[(Pz|ρPz)] =

=
∑
z∈N

<[(z|PρPz)] ≤
∑

z∈N∪N′
<[(z|PρPz)] = tr(PρP ) = tr(ρPP ) = tr(ρP ),



94 Chapter 5. Elements of Lattice Theory

where we used (x|PρPx) = (Px|ρPx) ≥ 0 which holds for all x ∈ H as a consequence
of the positivity of ρ. This result, together with point (a) gives tr(ρP ) = 1. The
same calculation holds for Q. Let us prove the opposite implication. Suppose that
tr(ρP ) = 1 and take any Hilbert basis N of H, then, exploiting the cyclic property of
the trace, the identity PP = P , the positivity and self-adjointness of ρ and points (c)
and (d) we have

0 = tr(ρP⊥) = tr(P⊥ρP⊥) =
∑
z∈N

<[(z|P⊥ρP⊥z)] =
∑
z∈N

(P⊥z|ρP⊥z) =

=
∑
z∈N

(
√
ρP⊥z|√ρP⊥z) =

∑
z∈N

‖√ρP⊥z‖2.
(5.2)

This immediately gives ‖√ρP⊥z‖2 = 0 for all z ∈ N. Since all the operators involved are
continuous and N is a Hilbert basis, then√ρP⊥ = 0 and so also ρP⊥ = 0, which implies
ρP = ρ. Taking the adjoint we have the equivalent condition Pρ = ρ which proves
that R(ρ) ⊂ P (H). Doing the same for Q we see that R(ρ) ⊂ P (H)∩Q(H) = P ∧Q(H)

and so

tr(ρ(P ∧Q)) = tr((P ∧Q)ρ) =
∑
z∈N

<[(z|(P ∧Q)ρz)] =
∑
z∈N

(z|ρz) = tr(ρ) = 1.

Point (f). Suppose without less of generality that tr(ρP ) = 1 and let N be a Hilbert
basis of P (H) as above, completed with a Hilbert basis N′ of P (H)⊥. Similarly, since
P ∨ Q is the projector over the subspace [P (H) ∪Q(H)] ⊃ P (H), complete N to a
Hilbert basis N1 of this closed subspace and let N′1 be a Hilbert basis of its orthogonal.
Since <[(u|ρu)] ≥ 0 for any u ∈ H we have the following

tr(ρ(P ∨Q)) =
∑

z∈N1∪N′1

<[(z|ρ(P ∨Q)z)] =
∑
z∈N1

<[(z|ρz)] ≥
∑
z∈N

<[(z|ρz)] =

=
∑
z∈N

<[(z|ρPz)] =
∑

z∈N∪N′
<[(z|ρPz)] = tr(ρP ) = 1,

(5.3)

which concludes the proof of point (f).

Remark 5.1.3. Notice that the opposite direction in point (f) generally fails to hold.
This is crucial in quantum mechanics, in that it is allows us to perform superposition
of states.

Take for example two orthogonal unit vectors u, v and let Pu, Pv be the orthogo-
nal projectors associated with the one-dimensional subspaces generated by u and v,
respectively. Consider the projector Pω on the one-dimensional subspace generated by
ω = uα + vβ with α, β ∈ C such that |α|2 + |β|2 = 1. It is clear that Pω ≤ Pu ∨ Pv.

Now, as projectors over one-dimensional subspaces, the operators ρu = Pu, ρv = Pv
and ρω = Pω define density operators over H, thus states of the system. So, take for
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example α = β = 1√
2
, then it is easy to see that

tr(ρω(Pu ∨ Pv)) = 1

but
tr(ρωPu) =

1

2
tr(ρωPv) =

1

2

Each state ρω is said to be a superposition of the states ρu and ρv.

Now, bearing in mind that tr(ρP ) corresponds to the expectation value 〈P 〉ρ of
P with respect to the state ρ and that σ(P ) = {0, 1}, it is clear that the condition
〈P 〉ρ = 1 means that a measurement of P on ρ would give 1 for sure. Similarly, if
tr(ρP ) = 0 then P would surely attain 0 as outcome. We can take this as the truth
value of any proposition P ∈ L(H) once the state has been fixed.

• Given a state ρ, a proposition P ∈ L(H) is said to be true if tr(ρP ) = 1. It is
said to be false if tr(ρP ) = 0.

Remark 5.1.4. Notice that, differently from classical logic, the attributes non-true
and false are not equivalent. The statement "P is not true" is to be interpreted as
tr(ρP ) 6= 1, which includes but do not equal tr(ρP ) = 0.

Accepting this viewpoint, Proposition 5.1.2 suggests that we can interpret the func-
tion

L(H) 3 P 7→ tr(ρP ) ∈ [0, 1] (5.4)

as a probability assignment to the quantum propositions.

• Given a state ρ, for any proposition P ∈ L(H), the number µ(P ) ∈ [0, 1] is the
probability that a measurement of P gives 1 as an outcome.

Remark 5.1.5. As we saw in Chapter 4 Section 4.4 - in particular Definition 4.4.16 and
Theorem 4.4.17 - states are in complete correspondence with σ-probability measures
on L(H).

Referring to this viewpoint, the points in Proposition 5.1.2 inherit a natural inter-
pretation in terms of logical connectives.

• From point (b) we see that if P is true, then Q is true as well. Thus P ≤ Q acts
as logical implication.

• Point (c) constrains us to interpret 0, I as the contradiction and tautology propo-
sitions, respectively (think of the statements the system does not exists and the
system exists).

• From point (d) we see that the property P⊥ is true if and only if P is false. Thus
P⊥ acts as logical negation (keep in mind Remark 5.1.4).

• from point (e), the property P ∧Q is true if and only if both P and Q are true.
So the property P ∧Q acts as logical conjunction.
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• Frompoint (f) we see that P ∨Q acts a weak form of logical disjunction, in that
the implication holds only in one direction.

• From point (g) we see that orthogonal propositions are mutually exclusive: they
are not correlated from a statistical point of view.

Remark 5.1.6. Some remarks follow.

(a) Not all the operations above can be interpreted as the standard connectives of
classical logic. For example, as already discussed in Remark 5.1.4 P⊥ does not
correspond to "P is not true", but to "P is false". Similarly, the ∨ operation is a
weaker form of the classical disjunction.

(b) Point (e) makes sense also when propositions P and Q are not compatible. The
given interpretation bypasses the issue of measuring at the same time the two
properties by saying that P and Q are both true with respect to a given state
ρ when separate measurements of P and Q would give 1 with certainty. The
property P ∧ Q is to be interpreted as the statement: "the measurement of a
property randomly chosen within {P,Q} gives 1".

(c) As already introduced at the beginning of this section, notice that in general the
action of the connectives ∧,∨ is not distributive: it holds only among compatible
propositions (check Proposition 2.2.35).

Now, we want to discuss another important principle: the collapse of the state.
Suppose we are given a quantum system in the physical state ρ and want to measure
some given property P ∈ L(H). If the outcome is 1, then it is reasonable to assume
that a repetition of the experiment immediately after the first measurement would give
1 for sure. For this to be possible, the state must turn into some state ρP with respect
to which the property P is true, i.e. tr(ρPP ) = 1. The most natural way to define such
a collapsed state ρP out of ρ and P is to take its projection over the closed subspace
P (H).

• The Lüders-von Neumann post-measurement axiom: if, given a state ρ, the out-
come of a measurement of P ∈ L(H) is positive, then the state immediately after
the measurement is given by

ρP =
1

tr(ρP )
PρP ∈ D(H).

Remark 5.1.7. Taking into account the collapse of the state that happens at ev-
ery measurement on the system, it is a simple exercise to prove that for compatible
propositions and for fixed any initial state ρ the following facts happen:

(a) if a measurement of P ∧Q gives 1, then a consequent measurement of P and Q (in
whichever order) gives (1, 1);
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(b) if a measurement of P and Q (in whichever order) gives (1, 1), then a consequent
measurement of P ∧Q gives 1;

(c) if a measurement of P and Q (in whichever order) gives (1, 0), (0, 1) or (1, 1), then
a consequent measurement of P ∨Q gives 1.

This is an operational way to understand the logical connectives introduced above.
As expected, since it involves measurements and we know about the issues concern-
ing incompatible observables, this interpretation makes sense only among compatible
propositions.

To conclude, we want to discuss another important situation. Suppose that im-
mediately after a measurement of P on the state ρ with positive outcome we want
to measure some other proposition Q ∈ L(H) compatible with P . According to the
Lüders-von Neumann principle, the probability for a positive outcome is now given by

µP (Q) =
1

tr(ρP )
tr(PρP Q) =

1

tr(ρP )
tr(PρP PQP ) = µP (PQP )

and PQP ≤ P . Moreover notice that if Q ≤ P then PQP = Q. This shows that
immediately after the measurement the set of relevant propositions which can be tested
without perturbing the logical value of P reduces to the subset

L(H)P := {Q ∈ L(H) |Q ≤ P} ⊂ L(H) (5.5)

which is the set of all of the propositions that logically imply P .

• For any P ∈ L(H) the set L(H)P represents the set of propositions testable
immediately after any measurement with positive outcome without perturbing
the logical value of P .

So, consider any Q ∈ L(H)P , i.e. Q ≤ P . The properties P,Q are compatible and
so any measurement of Q does not perturb a consecutive measurement of P , which
remains true with respect to the new collapsed state. This suggests the introduction
of a relative negation within L(H)P by defining the statement Q is false relative to P
as the proposition Q is false and P is true. We can introduce a notation for this as
follows:

Q⊥P := Q⊥ ∧ P.

Finally notice that

0 ≤ P, Q ∧Q′, Q ∨Q, Q⊥P ∈ L(H)P for any Q,Q′ ∈ L(H)P .

The set L(H)P together with the connectives (≤, 0, P,∧,∨,⊥P ) inherits the role of logic
of the quantum system when the proposition P is measured, found true and kept so.

Going back to L(H) and equipping it with all the logical connectives discussed so
far, we find a structure

(L(H),≤,∧,∨,⊥, 0, 1), (5.6)
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which fulfills the definition of

irreducible complete atomistic orthomodular lattice satisying the covering law (5.7)

The meaning of these terms will become clear in the next section. Moreover the set

(L(H)P ,≤,∧,∨,⊥P , 0, P )

defines as well an irreducible complete atomistic orthomodular lattice satisying the
covering law. This is how it should be, in that the role of system proposition lattice of
L(H) passes to L(H)P once P is measured, found positive and kept so.

At this point, once the logical structure of quantum systems has been recongnised,
a natural question comes to mind: what if we start with an abstract structure L which
only resemble (5.6), without referring to any Hilbert space structure? This is the core
of quantum logic, as it developed through the decades. More precisely, basing upon
several assumptions, the set of propositions for a quantum system is usually taken as
a complete atomistic orthomodular lattice satisying the covering law. If the system
is also assumed to be elementary, i.e. not decomposable into subsystems, then the
lattice is supposed to be irreducible, otherwise it would decompose into a direct sum
of sublattices (see Theorem 5.18) and each sublattice would describe a subsystem (all
these terms will become clear later on in the following sections).

A long standing problem in this theory was the so called coordinatisation problem:
the attempt to prove that an abstract structure of this type is necessarily isomorphic
to the lattice L(H) of the orthogonal projectors of some Hilbert space. A first proof
on this was provided by Piron (see Theorem 5.4.7) who demonstrated that a lattice
L as in (5.7) under suitable conditions must be isomorphic to the set of biorthogonal
subspaces L(V) of a generalized Hilbert space. Eventually, Solèr (see Theorem 5.4.8)
improved this result and succeeded in proving that, under further subtle hypotheses,
the generalised Hilbert space of Piron and Maeda-Maeda is necessarily a proper Hilbert
space and L(V) coincide with the set of orthogonal projectors.

In the next sections we give a brief description of the main concepts of lattice theory,
encompassing all the useful definitions and results encountered in quantum logic.

5.2 General Definitions

Everything begins with the basic concept of partially ordered set which, in the gen-
eral situation, is an extremely poor structure. We start enriching it by assuming the
existence of a supremum and an infimum for any couple of elements.

Definition 5.2.1. A lattice is a partially ordered set (L,≤) such that any couple of
elements p, q ∈ L admits inf{p, q} ∈ L and sup{p, q} ∈ L.

The definition is restricted to couple of elements: if we take a generic subset S ⊂ L
then we could consider supS and inf S, which, however, might not exists.
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Definition 5.2.2. A lattice (L,≤) is said to be complete if supS and inf S exist
within L for any subset S ⊂ L. It is said to be σ-complete if this holds for at most
countable subsets S.

We introduce the following symbols∨
S := supS and

∧
S := inf S,

which are called join and meet of S, respectively. When dealing with couples of
elements we will use the notation p ∧ q = ∧{p, q} and p ∨ q = ∨{p, q} which introduce
two operations on L. A list of simple properties for these operations follows immediately
from the definition:

(a) for any p, q ∈ L it holds that p ≤ q if and only if p = p ∧ q;

(b) the meet and the join operations are associative, i.e. for any p, q, r ∈ L it holds
that

p ∧ (q ∧ r) = (p ∧ q) ∧ r, p ∨ (q ∨ r) = (p ∨ q) ∨ r;

(c) the meet and the join operations are symmetric, i.e. for any p, q ∈ L it holds that

p ∧ q = q ∧ p, p ∨ q = q ∨ p.

A subset S ⊂ L which is closed under the meet and the join operations is said to
be a sublattice. In particular, consider any subset A ⊂ L, then we can consider the set

Ag :=
⋂
{S |S is a sublattice of L and A ⊂ S}.

Of course A ⊂ Ag, moreover Ag is a lattice as a direct check can show. Ag is evidently
the smallest sublattice containing L.

As seen in the previous section, the distributivity property is not guaranteed to
hold on generic lattices, it need to be required if needed.

Definition 5.2.3. A lattice (L,≤) is said to be distributive if for any p, q, r ∈ L it
holds that

p ∨ (q ∧ r) = (p ∨ q) ∧ (p ∨ r), p ∧ (q ∨ r) = (p ∧ q) ∨ (p ∧ r).

Remark 5.2.4. As already said, the non-distributivity of the lattice is a distinctive
feature of quantum systems.

Another important definition follows.

Definition 5.2.5. A lattice L is said to be bounded if there exist two elements 0, 1 ∈ L

such that 0 ≤ p ≤ 1 for any p ∈ L. They are referred to as the lower and the upper
bound of L, respectively.
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Of course a complete lattice is automatically bounded, by taking as 0 and 1 the
meet and the join of all the entire set L, respectively.

Definition 5.2.6. Let L be a bounded lattice. A map ⊥: L → L is called an ortho-
complementation if it satisfies the following properties:

(a) p⊥⊥ = p,

(b) p ∨ p⊥ = 1 and p ∧ p⊥ = 0,

(c) if p ≤ q then q⊥ ≤ p⊥.

The lattice L equipped with ⊥ is said to be orthocomplemented. Two elements p, q ∈ L

are said to be orthogonal to each other if p ≤ q⊥.

Notice that the definition of orthogonal elements is well-defined as it does not
depend on the chosen order. Indeed if p ≤ q⊥, then (a) and (c) assure that q ≤ p⊥.

On orthocomplemented lattices, the De Morgan laws are fulfilled

(p ∧ q)⊥ = p⊥ ∨ q⊥, (p ∨ q)⊥ = p⊥ ∧ q⊥.

Example 5.2.7. Fix any set X, the power set P(X) provides a simple example of
distributive complete orthocomplemented lattice. The partial order is defined as the
inclusion A ⊂ B, the meet and the join operations corresponds to intersection A ∩ B
and union A ∪B, respectively, and the orthocomplementation is given by the comple-
ment X \ A.

The power set is part of an important class of lattices

Definition 5.2.8. A distributive orthocomplemented lattice is called a Boolean algebra.

Remark 5.2.9. Boolean algebras give the natural framework for the logical analysis
of classical (non-quantum) physical systems.

Let A be a finite subset of a lattice L. It is clear that the set made of all the
possible joins and meets among elements of A is a sublattice of L, hence it must equal
the generated Ag, this one being the smallest sublattice of L containing A. If this is
the case, L is orthocomplemented and A is closed under the orthocomplementation,
then it is clear that Ag is also an orthocomplemented lattice where the extrema and
the orthocomplementation are the same of L.

This allows for the introduction of the concept of compatible elements on an arbi-
trary orthocomplemented lattice.

Definition 5.2.10. Let L be an orthocomplemented lattice, two elements p, q are said
to be compatible if the sublattice generated by {p, p⊥, q, q⊥} is a Boolean algebra. If this
is the case we write p↔ q.
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Notice that if {p, q} are compatible, then the same holds for the couples {p⊥, q},
{p⊥, q⊥} and {p, q⊥}. Moreover, if p, q are compatible, then

q = (q ∧ p) ∨ (q ∧ p⊥), (5.8)

which can be proved by direct inspection.
We are in a position to list a set of important definitions. As discussed above, the

distributivity property may be too strong a requirement in some interesting applica-
tions. Nevertheless it is useful to look for slightly weaker conditions. For instance,
we may suppose that the distributivity property holds at least for the triple {p, p⊥, q}
when p ≤ q. More precisely

p ∨ (p⊥ ∧ q) = (p ∨ p⊥) ∧ (p ∨ q) = 1 ∧ q = q.

Definition 5.2.11. An orthocomplemented lattice L is said to be weakly modular (or
orthomodular) if q = p ∨ (p⊥ ∧ q) for any p, q ∈ L such that p ≤ q.

This is an important definition because of the following result.

Proposition 5.2.12. Let L be an orthocomplemented lattice, then L is weakly modular
if and only if p ≤ q implies p↔ q for any couple p, q ∈ L.

This has an important consequence. Let L be an orthomodular lattice and p any
one of its elements and define:

Lp := {q ∈ L | q ≤ p} ⊂ L. (5.9)

An immediate check shows that Lp is closed under the join and the meet operations
of L, thus making it a sublattice of L. Of course {0, p} play the role of bounds for
Lp. The weak modularity is essential at this point, for it allows us to define a natural
orthocomplementation on it by

q⊥p := q⊥ ∧ p. (5.10)

More precisely:

Proposition 5.2.13. Let L be an orthocomplemented lattice then the set (5.9) equipped
with (5.10) is an orthocomplemented lattice for every p ∈ L if and only if L is weakly
modular.

Let L be an orthocomplemented lattice, we can consider the subset of all the ele-
ments compatible with all the others.

Definition 5.2.14. Let L be an orthocomplemented lattice, then an element p ∈ L is
said to be central if p↔ q for any q ∈ L. The set C(L) of all central elements is called
the center of L. The lattice is said to be irreducible if C(L) = {0, 1}.

Of course C(L) contains the bounds 0, 1 and it is closed under the join, the meet
and the orthocomplementation operations. More precisely we have the following result.
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Proposition 5.2.15. For every orthocomplemented lattice L, referring to the structure
induced by L, the center C(L) is a Boolean algebra. Moreover it holds that L = C(L)

if and only if L is a Boolean algebra.

Another important definition concerns the concept of an atom within a lattice.
These elements consists in some sense in the smallest non-null elements of the lattice.

Definition 5.2.16. Let L be a bounded lattice, then

(a) an element a ∈ L \ {0} is said to be an atom if 0 ≤ p ≤ a for some p ∈ L implies
p = 0 or p = a;

(b) the lattice is said to be atomic if for any p 6= 0 there exists an atom a ≤ p;

(c) the lattice is said to be atomistic if it is atomic and every element p 6= 0 equals the
join of all the atoms a ≤ p.

Another important definition is the following

Definition 5.2.17. An orthocomplemented lattice is said to satisfy the covering prop-
erty if for any couple a, p ∈ L where a is an atom satisfying a∧p = 0, then p ≤ q ≤ a∨p
implies q = p or q = a ∨ p.

Of course, once the lattice structure is defined, a natural concept of a morphism
arises, as a map between lattices which preserves their structure.

Definition 5.2.18. Let L1, L2 be two lattices. A lattice homomorphism is a function
h : L1 → L2 such that

h(p ∧1 q) = h(p) ∧2 h(q) and h(p ∨1 q) = h(p) ∨2 h(q)

for any couple p, q ∈ L1. It the lattice is bounded then we require also

h(01) = 02 and h(11) = 12.

Moreover, if L is orthocomplemented, then a last assumption is

h(p⊥1) = h(p)⊥2 .

Finally, if the lattices are (σ-)complete, the homomorphism is required to respect the
join and the meet of every (at most countable) family of elements. If h is bijective, it
is said to be an isomorphism. Finally, if L1 = L2 a lattice isomorphism is called an
automorphism and the group made of these objects is denoted by Aut(L1).

Actually the underlying basic structure of a lattice is the partial order, hence the
first requirement on a lattice homomorphism should be the preservation of the partial
order. However this is an easy consequence of the other assumptions, as a direct check
can show.

Proposition 5.2.19. If h : L1 → L2 is a lattice homomorphism then h(p) ≤2 h(q)

whenever p ≤1 q.
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5.3 Direct Product of Lattices

When two different lattices are given, there exists a canonical procedure to obtain a
new lattice out of them and of course the same property extends to homomorphisms.
Let us see this in detail.

Consider a family of lattices (Li)i∈I , define the cartesian product

L :=
∏
i∈I

Li (5.11)

and equip it with the following relation

(pi)i∈I ≤ (qi)i∈I if and only if pi ≤ qi for all i ∈ I (5.12)

It is easy to prove that this actually defines a partial order on L. Moreover each couple
of elements admits infimum and supremum within L, which are given by

(pi)i∈I ∧ (qi)i∈I = (pi ∧i qi)i∈I and (pi)i∈I ∨ (qi)i∈I = (pi ∨i qi)i∈I (5.13)

This makes L a lattice, which is is clearly bounded if each Li is with bounds given
by the elements

(0i)i∈I and (1i)i∈I (5.14)

If, furthermore, the lattices Li are (σ-)complete, then the existence of supremum
and infimum can be extended to any (countable) family of elements of L.

Similarly, suppose that the lattices Li are orthocomplemented, then we can intro-
duce the following involutive function

L 3 (pi)i∈I 7→ ((pi)i∈I)
⊥ :=

(
p⊥ii
)
i∈I ∈ L (5.15)

which defines an orthocomplementation over L. In particular notice that

(0, . . . , pi, . . . , 0, . . . , 0, . . . ) ⊥ (0, . . . , 0 . . . , pj, . . . , 0, . . . ) (5.16)

for any pi ∈ Li, pj ∈ Lj if i 6= j.
We can condense everything within the following result

Proposition 5.3.1. Let (Li)i∈I be a family of lattices, then the set (5.11) equipped
with (5.12) is a lattice, called the direct product of the lattices and denoted by∏

i∈I

Li.

Moreover, this lattice is bounded, (σ-)complete and orthocomplemented if each Li is.
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Notation 5.3.2. When the index set I is finite, the direct product in Proposition
5.3.1 can also be referred to as the direct sum of the lattices Li and denoted by⊕

i∈I

Li

in analogy with the direct sum of linear spaces.

The definition just given provides a mechanism to define a lattice as a direct product
of a family of original ones. The opposite procedure can be performed when the center
of the lattice is non-trivial.

Consider a ((σ-)complete) orthomodular lattice L and let p ∈ C(L) be a central
element, Proposition 5.9 assures that the subsets

Lp := {q ∈ L | q ≤ q} and Lp⊥ := {q ∈ L | q ≤ p⊥} (5.17)

equipped with the restriction of the partial order of L and with q⊥p := q⊥∧p and q⊥p⊥ :=
q⊥ ∧ p⊥ define two orthocomplemented lattices. So, consider the lattice LP ⊕LP⊥ and
take the function

ı : L 3 q 7→ (q ∧ p, q ∧ p⊥) ∈ Lp ⊕ Lp⊥ . (5.18)

Exploiting the properties of compatible elements, it is easy to see that then the function
(5.18) is an isomorphism of ((σ-)complete) orthocomplemented lattices. More generally
we have the following result.

Definition 5.3.3. Let L be an orthocomplemented lattice. A family (pi)i∈I ⊂ L is said
to be maximally orthogonal if pi ⊥ pj when i 6= j and if p ⊥ pi for any i ∈ I implies
p ∈ {0, 1}.

Definition 5.3.4. An orthocomplemented lattice L is said to be separable if any max-
imal orthogonal subset is at most countable.

Such families allow for the construction of maximal decompositions as the following
result shows.

Theorem 5.3.5. Let L be an ((σ-)complete) orthomodular lattice and let (pi)i∈I ⊂
C(L) be maximally orthogonal. Then the function

L 3 q 7→ (q ∧ pi)i∈I ∈
∏
i∈I

Lpi (5.19)

is an injective homomorphism of ((σ)-complete) orthocomplemented lattices. The map
is also surjective if one of the following assertion is true:

(i) I is finite,

(ii) I is countable and L is σ-finite,

(iii) I is uncountable and L is complete.
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Everything seen so far concerns the decomposition into direct sum of lattices. We
now discuss the relative properties for homomorphisms.

Consider two families of lattices (Li)i∈I and (L′i)i∈I on the same index set I and
let hi : Li → L′i be an homomorphism for any index i ∈ I. Consider the function

h :
∏
i∈I

Li 3 (pi)i∈I 7→ (hi(pi))i∈I ∈
∏
i∈I

L′i. (5.20)

It is immediate to prove that such a function is a lattice homomorphism and that it
preserves the bounds and the orthocomplement when existing.

Proposition 5.3.6. Let hi : Li → L′i be a family of ((σ-)complete, orthocomplemented)
lattice homomorphisms. Then the function defined in (5.20) is a ((σ-)complete, ortho-
complemented) lattice homomorphism, called the direct product of the homomorphisms
and denoted by

∏
i∈I hi. This function is an isomorphism if each hi is.

Referring to the internal decomposition of Theorem 5.3.5 we have an analogous
result concerning homomorphisms.

Theorem 5.3.7. Let h : L → L be a homomorphism of ((σ-)complete) orthomodular
lattices and suppose there exists a maximally orthogonal family (pi)i∈I ⊂ C(L) such
that h(pi) = pi for all i ∈ I. Then the following statements hold:

(a) h(Lpi) ⊂ Lpi;

(b) hpi := h|Lpi is an homomorphism of ((σ-)complete) orthocomplemented lattices;
moreover it is an automorphism if h is so;

(c) referring to the identification (5.20), in the case that at least one among (i)-(iii)
is satisfied, then

h =
∏
i∈I

hpi .

The condition h(pi) = pi is essential to assure point (a), in that it implies h(q) ≤
h(pi) = pi for any q ∈ Lpi , which is equivalent to h(pi) ∈ Lpi .

5.4 Representation Results for Abstract Lattices

In this section we want to analyse the most important realisation of lattices. We will
focus on the case of an irreducible bounded orthomodular atomistic lattice satisfying
the covering law.

We need to introduce some technical definitions first which consist in sort of a
generalisation of the concept of a Hilbert space.

Let D be a division ring with null and unit elements given, respectively, by 0, 1.
Equip it with an involution, i.e. a function ∗ : D→ D such that

(k + l)∗ = k∗ + l∗, (k∗)∗ = k and (kl)∗ = l∗k∗
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for any k, l ∈ D. In particular such a map is bijective.
Consider a (right) linear space V over D, i.e. an abelian group with a right scalar

multiplication
V × D 3 (u, a) 7→ ua ∈ V,

which satisfies the distributive properties with respect to the two notions of sum

(u+ v)k = uk + vk and u(k + k′) = uk + uk′ if u, v ∈ V and k, k′ ∈ D

and such that u1 = u for any u ∈ V.
Similarly to what we did in defining a pre-Hilbert space, define an Hermitean inner

product over V as a map

V × V 3 (u, v) 7→ (u|v) ∈ D,

which satisfies the following assumptions:

(a) (right linearity:) (u|vk + v′k′) = (u|v)k + (u|v′)k′ for all u, v ∈ V and k, k′ ∈ D,

(b) (Hermiticity:) (u|v)∗ = (v|u) for all u, v ∈ V,

(c) (definiteness:) (u|u) = 0 if and only if u = 0.

Such a structure is called a generalised inner product space.
Clearly, a real, complex or quaternionic pre-Hilbert space is a particular example

of such a structure. Up to now the only differences rely on the wider generality of D
and point (c) in the definition of Hermitean inner product, which is no longer positive
definite (requirement that would not make sense here, for the division ring is not
required to contain an ordered sub-ring as happens for R within C and H).

Now, let M,N ⊂ V be linear subspaces, then as usual we write V = M⊕N if for any
element v ∈ V there exist two unique vectors x ∈ M and y ∈ N such that v = x + y.
In this case V is said to be the direct sum of M and N and denoted by V = M⊕N. An
equivalent condition is the requirement that N ∩M = {0} and V = M + N.

Now, consider any subset M ⊂ V and define the orthogonal subspace as the set

M⊥ := {v ∈ V | (v|u) = 0 for all u ∈ M}. (5.21)

It is clear that this is a subspace of V. Moreover if M ⊂ N, then N⊥ ⊂ N⊥. In
general it holds that M ⊂ M⊥⊥ which is pretty obvious. We say that a subspace M is
biorthogonally closed if the stronger condition M⊥⊥ = M holds.

Notice that the operation of taking the orthogonal cannot go beyond the double
application. This immediately follows from M ⊂ M⊥⊥, more precisely

M⊥⊥⊥ = M⊥ for all M ⊂ V.

In particular M⊥⊥ is a biorthogonally closed subspace whatever M is. It is easy to see
that for any given subset M, the subspace M⊥⊥ is actually the smallest biorthogonally
closed subspace including M, i.e. if N = N⊥⊥ and M ⊂ N, then M⊥⊥ ⊂ N.
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In the case of a Hilbert space H, exploiting Proposition 2.1.10, it follows that
N⊥⊥ = [N] for any subset N ⊂ H. Thus a subspace is biorthogonally closed if and
only if it is closed with respect to the topology of H.

So, consider the set of biorthogonally closed subspaces of a generalized inner product
space

Definition 5.4.1. Let V be a generalised inner product space, then the set

L(V) := {M ⊂ V |M = (M⊥)⊥} (5.22)

is called the logic of V.

This set of subspaces can be given a lattice structure. The definition of partial
order is quite natural

M ≤ N if and only if M ⊂ N.

Exploiting the properties of ⊥ it is easy to prove the following statements:

(a) for any (Mi)i∈I ⊂ L(V) we have; supi∈IMi =
(⋃

i∈IMi

)⊥⊥ ∈ L(H)

(b) for any (Mi)i∈I ⊂ L(V) we have infi∈IMi =
⋂
i∈IMi ∈ L(H).

Finally a good candidate for the orthocomplementation is obviously given by the or-
thogonal operation M 7→ M⊥ defined in (5.21). Notice that the trivial subsets {0} and
V are clearly biorthogonally closed and act as bounds for L(V). More precisely we can
prove the following result (see Section 34 of [23]).

Proposition 5.4.2. Let V be a generalized inner product space, then the following
statements hold:

(a) L(V) is an irreducible complete atomistic orthocomplemented lattice satisfying the
covering law;

(b) L(V) is weakly modular if and only if M⊥ + M⊥⊥ = V for every M ⊂ V;

(c) M is an atom if and only if dimM = 1;

(d) L(V) is distributive if and only if dimV = 1.

Remark 5.4.3. Some remarks follow.

(a) Notice that, whatever M ⊂ V is, it trivially holds that M⊥ ∩M⊥⊥ = {0}. Thus the
condition in point (b) is equivalent to M⊥ ⊕M⊥⊥ = V for every M ⊂ V.

(b) In the case of a Hilbert space H we already used the notation L(H) in Definition
2.2.30 to denote the set of orthogonal projectors over H. The apparent ambiguity
is solved by the identification P 7→ P (H) (see the discussion and results right
after Definition 2.2.30. In particular notice [Ui∈IPi] = [Ui∈IPi]

⊥⊥ as follows from
Proposition 2.1.10).
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Now consider the particular case of a pre-Hilbert space H over the real, complex
or quaternion real division algebra. We already know that, if H is complete (i.e. is
a Hilbert space), then H = K⊥ + K⊥⊥ for any subset K ⊂ H, see Proposition 2.1.10.
Actually also the opposite implication holds (see Theorem 34.9 in [23]).

Proposition 5.4.4. Let H be a pre-Hilbert space, then L(H) is weakly-modular if and
only if H is complete, i.e. is a Hilbert space.

This result suggests the following definition.

Definition 5.4.5. A generalised inner product space V which satisfies the equality

M⊥ + M⊥⊥ = V

for all M ⊂ V is said to be a generalised Hilbert space.

This becomes sort of a generalisation of the concept of completeness in this situation
where no natural topology is introduced.

From Proposition 5.4.2 and Definition 5.4.5 we get the following.

Corollary 5.4.6. Let V be a generalised Hilbert space, then the logic L(V) is an irre-
ducible bounded (complete) atomistic orthomodular lattice satisfying the covering law.

A long standing problem in quantum logic was the inverse situation, i.e. the so
called coordinatisation problem: the attempt to prove that an abstract irreducible com-
plete atomistic orthomodular lattice L fulfilling the covering law and possibly further
technical requirements, is necessarily isomorphic to the lattice L(V) of the orthogonal
projectors of a Hilbert space. The first fundamental result due to Piron (see Theorem
34.5 of [23]) who demonstrated that such a lattice L, if it happens to contain at least
four orthogonal atoms, must be isomorphic to the lattice L(V) of a suitable generalized
Hilbert space.

Theorem 5.4.7 (Piron). Let L be an irreducible complete atomistic orthomodular
lattice satisfying the covering law. If L contains at least four pairwise-orthogonal atoms,
then there exists a generalised Hilbert space V and a lattice isomorphism h : L→ L(V).

In 1995 Solèr achieved the perhaps conclusive result [37], slighty generlised in the
same year by Holland [18]. If V is a generalised inner product space, a set N ⊂ V of
orthogonal elements is said to be orthonormal if (z|z) = 1 for any z ∈ N.

Theorem 5.4.8 (Solèr-Holland). Let (V, (·|·)) be a generalised Hilbert space over the
division ring D. Suppose one of the following condition holds:

(a) (Solér) V contains an infinite orthonormal sequence (en)n∈N,

(b) (Holland) V contains an infinite orthogonal sequence (vn)n∈N such that (vn|vn) = k

for some (fixed), k ∈ D \ {0}.

then the following statements hold:
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(a) D = R,C or H and the involution is given by the natural conjugation;

(b) either (·|·) or −(·|·) is positive definite, making V a pre-Hilbert space;

(c) V is complete with respect to its natural topology.

The Hilbert space V is separable if and only if L(V) is a separable lattice.

Combining Piron and Solèr theorems we get a complete characterisation of this
(particular) kind of lattices. In the next chapter we will relax some of the conditions
required in the above theorems when dealing with more general structure such as the
logics of von Neumann algebras.

To conclude this section we state another important representation result concern-
ing the realisation of lattices. We saw above how an irreducible complete orthomodular
atomistic lattice satysfing the covering law is necessarily of the form L(H) for some
Hilbert space H. An analogous result holds for automorphisms on these lattices.

Consider an infinite-dimensional separable real, complex or quaternionic Hilbert
space H and take a function V : H → H which is unitary in the real and quaternionic
case and either unitary or anti-unitary in the complex case, then it is easy to see that
the function

L(H) 3 M 7→ V (M) ∈ L(H)

is an automorphism of the lattice L(H). An important result, which was proved by
Wigner in the complex framework and extended by Varadarajan (see Section 4.3 of
[44]) to the real and quaternionic cases, tells us that the automorphisms of L(H) are
only of this form.

Theorem 5.4.9 (Wigner-Varadarajan). Let H be an infinite-dimensional separable
real, complex or quaternionic Hilbert space, then for every h ∈ Aut(L(H)) there exists
a unitary (or possibily anti-unitary in the complex case) operator U : H→ H such that

h(M) = U(M) for all M ∈ L(H). (5.23)

Moreover if V is another (anti-)unitary operator satisfying (5.23), then V = φU where
φ = ±1 in the real and quaternionic cases and φ = eiα in the complex case. In particular
V, U are either both linear or both anti-linear.

Remark 5.4.10. Some remarks follow.

(a) Interpreting L(H) as the set of orthogonal projectors instead of closed subspaces,
the action of U in (5.23) translates into

h(P ) = UPU−1 (5.24)

for any projector P ∈ L(H).

(b) Also this result is of extremal importance in quantum mechanics as it allows for
a realisation of symmetries in terms of (anti-)unitary operators. More on this is
discussed in Chapter 6 and Chapter 9.
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Chapter 6

Basics in von Neumann Algebras

In this chapter we want to analyse briefly the main concepts concerning von Neumann
algebras on arbitrary Hilbert spaces. Good introductions for real and complex Hilbert
spaces, covering all the concepts treated here, are given by [20] and [24], respectively.
Basing upon these known result, we introduce the concept of a von Neumann algebra on
quaternionic Hilbert spaces and provide a proof for the well-known Double Commutant
Theorem.

6.1 Elementary Facts of von Neumann Algebras

Let A ⊂ B(H) be any subset of the family of bounded operators over a real, complex
or quaternionic Hilbert space H and recall the definition of the commutant of A, i.e.
the subset

A′ := {T ∈ B(H) | TA− AT = 0 for all A ∈ A}.

It is immediate from the definition that A ⊂ A′′ and A′ ⊂ T′ for any T ⊂ A ⊂ B(H).
Combining the two results it follows that A′ = A′′′, hence we cannot reach beyond the
second commutant by iteration. It is easy to prove the following result.

Proposition 6.1.1. If A ⊂ B(H), then the commutant A′ is closed within B(H) with
respect to the uniform, strong and weak topologies.

Now, recall that over real, complex or quaternionic Hilbert spaces, the family B(H)
is a unital C∗-algebra over Fc (see Proposition 2.2.15). Referring to this structure it
is easy to see that, given any A ⊂ B(H), the commutant A′ is a unital subalgebra of
B(H). Furthermore, A′ turns out to be closed with respect to the Hermitean adjoint
if A is. Finally, since the commutant is closed in the uniform topology, we have the
following result.

Proposition 6.1.2. Let A ⊂ B(H) be ∗-closed, then A′ is a unital C∗-subalgebra of
B(H).

We are ready to give the following fundamental definition.
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Definition 6.1.3. Let H be a real, complex or quaternionic Hilbert space. A unital
∗-subalgebra M ⊂ B(H) is said to be a von Neumann algebra if M′′ = M. A von
Neumann algebra N ⊂ M is said to be a von Neumann subalgebra of M. A von
Neumann algebra is said to be Abelian if its made of commuting operators.

As a first example of von Neumann algebra consider any ∗-closed subset A ⊂ B(H).
As already discussed above, A′ is a unital ∗-subalgebra of B(H). Moreover we know
that (A′)′′ = A′, hence it is a von Neumann. In particular this applies to A′′, which
is then a von Neumann algebra containing A. We can prove that this is actually
the smallest von Neumann algebra containing A. Indeed, let T ⊃ A be another von
Neumann algebra containing A, then we have T′ ⊂ A′ and so T = T′′ ⊃ A′′. Therefore
we have the following result.

Proposition 6.1.4. Let A ⊂ B(H) be ∗-closed, then A′′ is the smallest von Neumann
algebra including A. It is called the von Neumann algebra generated by A.

We are ready to state and prove the most important result concerning von Neumann
algebras. This is a very useful and important characterisation, for it shows how for
such structures the topological and the algebraic features are deeply interconnected.

Theorem 6.1.5 (Double Commutant Theorem). Let H be a real, complex or quater-
nionic Hilbert space and M ⊂ B(H) a unital ∗-subalgebra. The following statements
are equivalent to each other:

(a) M = M′′,

(b) M is weakly closed,

(c) M is strongly closed.

The proof for the real and complex cases can be found in any textbook, see for ex-
ample Theorem 4.3.8 and Corollary 4.4.2 of [20] and Theorem 3.88 of [24], respectively.
Unfortunately the procedure implemented there cannot be applied to the quaternionic
case because of the following obstruction. In the standard proofs for the real and com-
plex cases, at some point of the calculation, one encounters a unital ∗-algebra A on
some Hilbert space K̃ and proceeds in defining the subset

[Ax] := {Ax | A ∈ A} ⊂ K. (6.1)

where x ∈ K is any non-null fixed vector. At this point the crucial observation is that
this object is a linear subspace of K due to the fact that A is an algebra with respect
to Fc = F. Unfortunately, this does not hold true in the quaternionic case, in that
Fc = R 6= H = F. One may give it a try by taking the linear span of (6.1) instead
of (6.1) itself, but in this case the final part of the proof would not apply. We need
something different.

Remark 6.1.6. The concept of a von Neumann algebra over a quaternionic Hilbert
space appears also in [13], where the author provides an independent discussion on
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the reduction of quaternionic quantum systems to complex ones, based on [25]. The
double commutant theorem is stated, though it is not proved. For a proof the author
sends the reader to Theorem 5.3.1 of [19] - the double commutant theorem for complex
Hilbert spaces - stating that the calculation therein holds also in a quaternionic setting.
Unfortunately the mentioned proof carries the same obstruction discussed before this
remark.

So, focus on the quaternionic Hilbert space case. First, we state and prove a
technical result. We will exploit the results of Section 3.2.1, in particular recall the
definition of the following operators

Jα : H 3 x 7→ xiα ∈ H with 0 ≤ α ≤ 3.

Now, consider any subset A ⊂ B(H), then, referring to the underline structure of HR
and Proposition 3.2.5, it is clear that A ⊂ B(HR). Hence we can also consider the
commutant of A within B(HR), i.e. when A is understood as a family of bounded
operators on HR:

A′R := {A ∈ B(HR) | AS = SA for all S ∈ A}. (6.2)

In particular notice that Jα ∈ A′R for all 0 ≤ α ≤ 3, the operators in A being
quaternionic-linear.

Lemma 6.1.7. Let H be quaternionic Hilbert space and A ⊂ B(H), then

A′ ⊂ A′R ⊂
3∑

α=0

JαA′ (⊂ B(HR)).

Proof. The first inclusion is trivial, since all quaternionic linear operators commuting
with the elements of A are in particular real linear. Let us pass to the second inclusion.
Take A ∈ A′R and define Bα :=

∑3
β=0(1 − 2δαβ)JβAJβ which is clearly an element of

A′R . By direct inspection it can be proved that JαBα also commutes with every Jα, in
this way proving itself to be quaternionic linear (see Proposition 3.2.5). Therefore it
actually holds that JαBα ∈ A′ or, equivalently, that Bα ∈ JαA′ for every 0 ≤ α ≤ 3.
At this point a simple calculation shows that 4A =

∑3
α=0(1− 2δα0)Bα ∈

∑3
α=0 JαA′.,

concluding the proof.

We are ready to prove the Double Commutant Theorem for quaternionic Hilbert
spaces, which can be restated as follows.

Theorem 6.1.8. Let H be a quaternionic Hilbert space and M ⊂ B(H) a unital ∗-
subalgebra, then

M′′ = M
s

= M
w

= M′R ′R ,

where the strong and weak closures above can indifferently be taken in B(H) or B(HR).
As a consequence, the following statements are equivalent to each other:
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(a) M = M′′,

(b) M is weakly closed,

(c) M is strongly closed.

Remark 6.1.9. Thanks to this theorem, a unital sub-∗-algebra M ⊂ B(H) ⊂ B(HR)

is a von Neumann algebra over H if and only if it is a von Neumann algebra over HR.

Proof of Theorem 6.1.8. The idea of the proof is to reduce to the analogous result for
algebras of operators in real Hilbert spaces. As a first step we prove that the weak
and strong closures of a set S ⊂ B(H) ⊂ B(HR) do not depend on the choice of
either the real or the quaternionic Hilbert space structure on H. Let us prove it for
the strong closures first. If an operator A ∈ B(HR) is a strong-limit of elements of
S then it commutes with every Jα because every element of the sequence does and
so it belongs also to B(H). To conclude, since the norms of H and HR coincide, we
easily see that A is also a strong limit of elements of S within B(H). The opposite
inclusion is similar, just remember that B(H) ⊂ B(HR). Let us pass to the weak
closures. Take (Aν)ν∈A ⊂ S any net of operators within A and first suppose that
it weakly converges to some A ∈ B(H). This means that (x|Aνy) → (x|Ay) for all
x, y ∈ H and thus (x|Aνy)R = <(x|Aνy) → <(x|Ay) = (x|Ay)R for every x, y ∈ HR.
The fact that B(H) ⊂ B(HR) finally implies that Aν weakly converges to A within
B(HR), too. Conversely, suppose that Aν converges weakly to some A ∈ B(HR), that
is (x|Aνy)R → (x|Ay)R for any x, y ∈ HR. This operator A must be quaternionic linear
as every Aν is. Indeed notice first that

(x|JαAy)R = (J ∗αx|Ay)R = lim
ν∈A

(J ∗αx|Aνy)R = lim
ν∈A

(x|JαAνy) =

= lim
ν∈A

(x|AνJαy)R = (x|AJαy)R.

At this point the arbitrariness of x, y yields AJα = JαA for all 0 ≤ α ≤ 3, and thus A
is quaternionic linear. Finally we can prove that Aν converges weakly to A also on H.
Indeed exploiting (3.23) we have

(x|Aνy) =
3∑

α=0

(x|JαAνy)Riα =
3∑

α=0

(x|AνJαy)Riα →
3∑

α=0

(x|AJαy)Riα = (x|Ay).

We have in particular established that the weak and strong closures of a unital ∗-
subalgebra M ⊂ B(H) ⊂ B(HR) do not depend on the real or quaternionic Hilbert
space structure of H. At this point the double commutant theorem for real Hilbert
spaces guarantees that

M′R ′R = M
s

= M
w
, (6.3)

where now the closures can indifferently be interpreted in B(HR) or in B(H). We are
close to concluding the proof. Next step consists in proving that (M′)′ ⊂ (M′R)′R .
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So, take a quaternionic linear operator A ∈ (M′)′, then A is also real linear and
thus A ∈ (M′)′R (where M′ is first defined within B(H) and next is viewed as a
subset of B(HR)). So A is a real linear operator which commutes with every Jα
(it being quaternionic linear) and the elements of M′. The second inclusion in the
statement of Lemma (6.1.7) implies that A also commutes with the elements of M′R .
Summing everything up we have A ∈ (M′R)′R which gives (M′)′ ⊂ (M′R)′R . Thus
(M′)′ ⊂ (M′R)′R = M

s, the identity arising from (6.3). Since M ⊂ (M′)′ we also have
M ⊂ (M′)′ ⊂ (M′R)′R = M

s. Taking the strong closure (which is independent from the
division algebra) of every set and noticing that S′ and S′R are always strongly closed
(Proposition 6.1.1) we haveMs ⊂ (M′)′ ⊂ (M′R)′R = M

s and soMs
= (M′)′ = (M′R)′R .

This equality together with (6.3) concludes the proof. Indeed points (a),(b),(c) follows
immediately.

Corollary 6.1.10. Let H be a real, complex or quaternionic Hilbert space, then any
von Neumann algebra is a unital C∗-subalgebra of B(H).

Proof. Since M is a unital ∗-subalgebra of B(H), it remains to prove that it is complete
with respect to the uniform topology. This follows immediately from Theorem 6.1.8
and (2.14).

Proposition 6.1.11. Let H be a real, complex or quaternionic Hilbert spaces and M,N

two von Neumann algebras, then M ∩N is a von Neumann algebra.

Proof. By direct inspection it can be proved that the intersection of unital ∗-subalgebras
of B(H) is itself a unital ∗-subalgebras. Moreover the intersection of two closed sets is
itself a closed set. The double commutant theorem concludes the proof.

Definition 6.1.12. The center of a von Neumann algebra M is the Abelian von Neu-
mann algebra M ∩M′. It is denoted by ZM.

Notation 6.1.13. Let us fix some notation.

(a) By homomorphism of von Neumann algebras we mean an homomorphism of unital
C∗-algebras between von Neumann algebras. Again, by isomorphism we mean a
bijective homomorphism and by automorphism an isomorphism from a given von
Neumann algebra to itself. The set of automorphisms on a von Neumann algebra
M is a group and denoted by Aut(M).

(b) Consider any subsetS ⊂ B(H), then we can consider the unital ∗-algebra generated
byS as the family of operators containing the identity element and all the products,
the linear combinations and the Hermitean adjoints of the elements of S. This is
of course the smallest unital ∗-subalgebra of B(H) containing S and it is denoted
by 〈S〉.
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At this point of the section, given a ∗-closed subset S ⊂ B(H), we have two
definitions of unital ∗-subalgebra generated out ofS: S′′ and 〈S〉. Exploiting Theorems
6.1.5 and 6.1.8 it is clear that the former is nothing but the strong (or weak) closure
of the latter.

Proposition 6.1.14. Let S ⊂ B(H) be ∗-closed, then the following statements hold:

(a) S′′ = 〈S〉
s

= 〈S〉
w
,

(b) S′′ is Abelian if S is so.

Proof. Point (a) follows immediately from the considerations that were done before the
statement of the proposition. To prove point (b) consider any A,B ∈ S′′, then thanks
to point (a) there exist (An)n∈N, (Bn)n∈N ⊂ 〈S〉 such that Anv → Av and Bnv → Bv

for all v ∈ H. Now, let C denote any operator of 〈S〉, then ACv = limn→∞AnCv =

limn→∞CAnv = CAv. Since v ∈ H is arbitrary we get AC = CA. Now, going back
to B ∈ S′′, using the fact that Bn ∈ 〈S〉 for all n ∈ N and exploiting the just proved
commutation, we get ABv = limn→∞ABnv = limn→∞BnAv = BAv. Again, the
arbitrariness of v ∈ H gives AB = BA, concluding the proof.

To conclude, let us examine the interplay of the von Neumann algebra structures
in H and in HJ where J is a K-structure over H. Referring to the results of Chapter 3,
for any subset S ⊂ J′ we can define

SJ := {SJ | S ∈ S} ⊂ B(HJ).

Proposition 6.1.15. Let M be a von Neumann algebra over the real or quaternionic
Hilbert space H and let J be a K-structure on H such that M ⊂ J′, then

(a) if K = C and J ⊂M, then MJ is a von Neumann algebra over HJ;

(b) if K 6= C then MJ is a von Neumann algebra over HJ.

Proof. First of all notice that the set MJ defines a unital ∗-subalgebra of B(HJ) as
follows from the results of Chapter 3. The requirement J ⊂M in point (a) is essential
to guarantee the closedness of MJ under complex combinations of operators on HJ.
Hence in both point (a) and point (b) it remains to show that MJ is strongly-closed
within B(HJ). We will prove the quaternionic Hilbert space case, the real one being
analogous. So, take (An)n∈N ∈ MJ and A ∈ B(HJ) such that Anu → Au for every
u ∈ HJ, we want to prove that A ∈MJ. Exploiting the definition ofMJ and Proposition
3.2.20 we know that there must exist Ân ∈ M and Â ∈ B(H) such that Ân|HJ

= An
and Â|HJ

= A. So, take u ∈ H, then we know that u =
∑

α∈AK
uαiα with uα ∈ HJ as

explained in Proposition 3.2.16. The same proposition assures that ‖Âu − Ânu‖2 =∑
α∈AK

‖Auα − Anuα‖2
J → 0. thus Â is the strong limit of the Ân ∈ M within B(H).

Since M is a von Neumann algebra, it is strongly closed and so Â ∈M. This implies
A ∈MJ, concluding the proof.
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6.2 The Unitary Group of von Neumann Algebras

Another important subset of a von Neumann algebra is its group of unitary elements.

Definition 6.2.1. Let M be a von Neumann algebra over a real, complex or quater-
nionic Hilbert space H. The unitary group of M is the set

U(M) := {U ∈M | U∗U = UU∗ = I}

of unitary operators belonging to M.

A remarkable feature of this subset is the fact that it is able to generate the entire
algebra, as we are going to prove.

Recall that for any S ⊂ B(H), by the symbol [S] we denote the linear span of S
within B(H) (with respect to Fc).

Proposition 6.2.2. Let M a von Neumann algebra over a real, complex or quater-
nionic Hilbert space H, then the following statements hold:

(a) U(M) is a ∗-closed group of operators,

(b) [U(M)] = U(M)′′ = M.

Proof. Point (a) can be proved by direct inspection. Let us prove (b). Let us prove
[U(M)] = M first. Once this is proved, then the second equality follows from

M = [U(M)] ⊂ 〈U(M)〉 ⊂ 〈U(M)〉
s

= U(M)′′ ⊂M,

where we used Proposition 6.1.14 and the fact that U(M) is ∗-closed. The proof for
the complex case can be found in any textbook on von Neumann algebras (in this
case, the even simpler equality [U(M)] = M holds), while the proof for the real case
can be found in [20] (see Proposition 4.3.5 therein and the remark immediately after).
So, suppose that H is quaternionic. Notice that, as pointed out in Remark 6.1.9, M
is a von Neumann algebra on H if and only if it is a von Neumann algebra on HR.
Moreover U(M) does not depend on the chosen division algebra since an operator
A ∈M ⊂ B(H) ⊂ B(HR) is unitary on H if and only if it is unitary on HR. Moreover,
since in H as such as in HR only real linear combinations of operators can be carried
out, then the definition of [U(M)] is independent from the chosen division algebra.
Finally, since the norms of H and HR are equal to each other, it easily turns out that
the uniform closure [U(M)] can be taken indifferentely within B(H) or B(HR). The
real version of this very proposition concludes the proof.

6.3 The Logic of von Neumann Algebras

Another important structure associated with a von Neumann algebra M in a real,
complex or quaternionic Hilbert space H is the set of orthogonal projectors in M.
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Definition 6.3.1. Let M be a von Neumann algebra over a real, complex or quater-
nionic Hilbert space H. The logic of M is the set

LM(H) := {P ∈M | P ∗ = P, PP = P}

of orthogonal projectors belonging to M.

For simplicity of notation we maintain the symbol L(H) = LB(H)(H).
Differently from the complex Hilbert space case, in the real and quaternionic ones

this lattice does not contain all the information about the algebra M. More precisely
it may hold that

LM(H)′′ ( M

as the following elementary example shows.

Example 6.3.2. Let H be an either real or quaternionic Hilbert space and suppose
there exists an imaginary operator J ∈ B(H). Define M := {aI+bJ |a, b ∈ R} ⊂ B(H)

which is clearly a unital ∗-subalgebra. Now, take A ∈ M
w, then there exists some

net (aνI + bνJ)ν∈A ⊂ M weakly-converging to it. A direct calculation shows that
aνI − bνJ = (aνI + bνJ)∗ → A∗ weakly. Putting all together it immediately follows
that aν → a and bν → b for some a, b ∈ R, thus giving A = aI + bJ ∈ M. As M is
a weakly closed unital ∗-subalgebra, Theorem 6.1.5 assures that M is a von Neumann
algebra. On the other hand it must be LM(H) = {0, I} since any self-adjoint element
of M must be of the form aI for some a ∈ R. The smallest von Neumann algebra
containing the lattice is LM(H)′′ = {aI | a ∈ R} ( M.

Even though in the real and quaternionic cases the lattice LM(H) is not big enough
to characterise M, there exists an interesting interplay between them, which is specified
in the following results.

Proposition 6.3.3. Let H be a real, complex or quaternionic Hilbert space and M ⊂
B(H) a von Neumann algebra. Define the set

IM := {J ∈M | J∗ = −J,−J2 ∈ LM(H)}.

The following statements hold true:

(a) A = A∗ ∈M if and only if the orthogonal projectors of its PVM belongs to LM(H);

(b) LM(H) is a complete orthomodular sublattice of L(H);

(c) LM(H)′′ contains all the self-adjoint elements of M;

(d) LM(H)′′ + IMLM(H)′′ = M;

(e) LM(H)′′ ( M if and only if there exists J ∈ IM \ LM(H)′′;

(f) if H is complex then LM(H)′′ = M;
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(g) LLM(H)′′(H) = LM(H).

Proof. Let us start with points (a) and (c). Suppose A∗ = A ∈M and B ∈M′, then
in particular B commutes with A and Lemma 2.2.58 guarantees that B commutes
with the PVM P (A) of A. The arbitrariness of B implies P (A)(E) ∈ M′′ = M, i.e.
P (A)(E) ∈ LM(H) for every Borel set E ⊂ R. Suppose conversely that A∗ = A ∈ B(H)

is such that P (A)
E ∈ LM(H) for every Borel set E, we want to prove that A ∈ M. If

B ∈ LM(H)′, then in particular B commutes with the PVM of A and so, thanks again
to Lemma 2.2.58, it commutes also with A and so, the operator B being arbitrary,
A ∈ LM(H)′′ ⊂ M. This concludes the proof of (a). The used argument proves also
(c): indeed, if A∗ = A ∈ M, then, thanks to the first implication of (a) its PVM
belongs to LM(H) and so the argument above applies. The properties of LM(H) listed
in (b) are inherited from the same properties of L(H). The proof for the complex
case can be found in Proposition 7.61 of [24] and can be exploited also for the real
and quaternionic setting. Let us prove point (d). First suppose A ∈ M is anti-self-
adjoint, then Theorem 4.2.1 and Proposition 4.2.3 show that A = W |A| where W is
an anti-self-adjoint partial isometry and |A| :=

√
A∗A ∈ B(H). Moreover W and |A|

commute with each other and with every operator commuting with A, as guaranteed
again by Proposition 4.2.3. This implies that W, |A| ∈ M′′ = M. Because |A| is self-
adjoint, |A| ∈ LM(H)′′ thanks to (c). Since W is a partial isometry, −W 2 = W ∗W

is an orthogonal projector which clearly belongs to M, hence W ∈ IM. To conclude
the proof of (d), observe that a generic operator A ∈ M can always be decomposed
as 1

2
(A + A∗) + 1

2
W0|A − A∗| where (W0, |A − A∗|) is the polar decomposition of the

anti-self-adjoint operator A − A∗ ∈ M. Point (c) and the previous discussion prove
that A + A∗, |A − A∗| ∈ LM(H)′′ and W0 ∈ IM concluding the proof of (d). Let us
prove (e). If there exits J ∈ IM \ LM(H)′′ then LM(H)′′ ( M, evidently. So, suppose
A ∈M \ LM(H)′′, then A− A∗ ∈M \ LM(H)′′. Indeed, suppose by contradiction that
A−A∗ ∈ LM(H)′′, then, thanks to the self-adjointness of A+A∗ and point (c), we get
2A ∈ LM(H)′′ which contradicts the hypothesis. Referring to the polar decomposition
A−A∗ = W0|A−A∗|, the above discussion guarantees that W0 ∈ IM. Moreover, since
A− A∗ 6∈ LM(H)′′ and |A− A∗| ∈ LM(H)′′, W0 cannot belong to LM(H)′′. Point (f) is
a well-known result and can be found in Proposition 7.61 of [24]. To conclude let us
prove point (g). Of course, since LM(H)′′ ⊂ M, then LLM(H)′′(H) ⊂ LM(H). On the
contrary take P ∈ LM(H), then in particular it belongs to the von Neumanna algebra
LM(H)′′ and so it belongs to its lattice of projectors.

In the general case it is not obvious when the orthogonal projector generate the
algebra. Let us see two examples.

First, we give the following well-known result.

Proposition 6.3.4. Let H be an infinite-dimensional real, complex or quaternionic
Hilbert space, then L(H)′ = {aI | a ∈ Fc}. In particular L(H)′′ = B(H).
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Proof. Take A ∈ L(H)′, then in particular A commutes with all the one-dimensional
orthogonal projectors of H. Take u ∈ H and let Pu be the orthogonal projector over
the one-dimensional subspace generated by u. It holds that Au = APuu = PuAu which
implies that Au ∈ Pu(H), i.e. Au = uλu for some λu ∈ F. Next target is proving that
λu = λv for all u, v ∈ H. Take two linearly independent vectors u, v, then the linearity
of A gives uλu + vλv = Au + Av = A(u + v) = (u + v)λu+v = uλu+v + vλu+v and
so u(λu+v − λu) = v(λv − λu+v). Since the vectors are linearly independent it must
be λu+v − λu = λv − λu+v = 0, i.e. λu = λu+v = λv. Now want to prove that this
scalar belongs to Fc. If F = R,C this is obviously true, so suppose F = H. If u, v are
linearly independent, of course the same holds for u, vp for any p ∈ H \ {0} and so,
reasoning as above, λv = λu = λvp. Thus v(λvp) = (Av)p = A(vp) = vpλvp = v(pλv).
Since v 6= 0 it must be λvp = pλv which implies λv ∈ R thanks to the arbitrariness
of p. Now, consider a Hilbert basis N ⊂ H and let λ ∈ Fc be the scalar such that
Az = zλ for all z ∈ N. Any u ∈ H can be decomposed as u =

∑
z∈N z(z|u) and so

Au =
∑

z∈NAz(z|u) =
∑

z∈N zλ(z|u) =
∑

z∈N z(z|u)λ = uλ. The arbitariness of u ∈ H

concludes the proof.

The second example is more interesting.

Proposition 6.3.5. Let H be real or quaternionic Hilbert space and S ⊂ B(H) Abelian
and made of self-adjoint operators, then

(a) S′′ is made of self-adjoint operators,

(b) LS′′(H)′′ = S′′.

Proof. Point (b) is an easy consequence of point (a) and of point (c) of Proposition
6.3.3. So, consider any element A ∈ S′′. Thanks to Proposition 6.1.14 we know
that A is the weak-limit of some net (Aν)ν∈A ∈ 〈S〉. Of course, since S is made of
commuting self-adjoint element, the same holds for 〈S〉 (notice that only real linear
combinations of operators can be performed on real or quaternionic Hilbert spaces).
Thus (u|Av) = limν∈A(u|Aνv) = limν∈A(Aνu|v) = (Au|v) which implies A∗ = A.

6.4 Hilbert Direct Sum of von Neumann Algebras

As we did in the lattice framework (see Chapter 5, Section 5.3) in this Section we
discuss how to define von Neumann algebras out of already given ones and how a von
Neumann algebra can be decomposed into a direct sum of von Neumann subalgebras.

Consider a set of indexes I and for each i ∈ I take a Hilbert space (Hi, (·|·)i) on
the (same) division algebra F. Define the set⊕

i∈I

Hi (6.4)
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as the family of the vectors (vi)i∈I ⊂
∏

i∈I Hi such that at most countably many of the
vectors (vi)i∈I is non-zero and ∑

i∈I

‖vi‖2
i <∞

This is clearly a linear space over the division algebra F.
Now notice that the function⊕

i∈I

Hi ×
⊕
i∈I

Hi 3 ((vi)i∈I , (ui)i∈I) 7→ ((vi)i∈I |(ui)i∈I) :=
∑
i∈I

(vi|ui)i ∈ F (6.5)

is well defined in that at most countably many of the terms in the series are non-
zero and the sum is absolutely convergent. This function defines an Hermitean scalar
product as a direct check shows. Moreover H is complete with respect to the topology
induced by (·|·), thus we have the following.

Proposition 6.4.1. The set (6.4) equipped with (6.5) is a Hilbert space over F, called
the Hilbert direct sum of the family (Hi, (·|·)i)i∈I.

Remark 6.4.2. Notice that each factor Hk can be identified as a closed subspace of
⊕i∈IHi. More precisely the map

Hk 3 vk 7→ (0, . . . , 0, vk, 0, . . . )i∈I ∈
⊕
i∈I

Hi (6.6)

is an isometry between Hilbert spaces.

An important example of such decomposition is provided by the orthogonal de-
composition of any Hilbert space with respect to any maximally orthogonal subset of
projectors.

Let H be a Hilbert space and (Pi)i∈I ⊂ L(H) as in Definition 5.3.3, i.e. such that

Pi ⊥ Pj if i 6= j and P ⊥ Pi for all i ∈ I =⇒ P = 0.

The subset Hi = Pi(H) is a closed subspace of H, hence it defines a Hilbert space when
equipped with the restriction of the scalar product of H. The subspaces Hi are mutually
orthogonal. Moreover the maximality of the family (Pi)i∈I implies that for every v ∈ H
at most countably many of the Piv are non-zero and

v =
∑
i∈I

Piv,

where the sum is defined as in (2.8) and (2.9) when restricted to the non-null elements
and is insensitive to their indexing order. Similarly

‖v‖2 =
∑
i∈I

‖Piv‖2.

Putting all together it is easy to prove the following result.
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Proposition 6.4.3. Let H be a real, complex or quaternionic Hilbert space and let
(Pi)i∈I ⊂ L(H) be maximally orthogonal for L(H). Then the map

H 3 v 7→ (Piv)i∈I ∈
⊕
i∈I

Pi(H) (6.7)

is a unitary operator between Hilbert spaces.

Now, suppose we are given a family of operators Ai ∈ B(Hi) such that

sup
i∈I
{‖Ai‖i} <∞,

then the function defined by⊕
i∈I

Ai :
⊕
i∈I

Hi 3 (vi)i∈I 7→ (Aivi)i∈I ∈
⊕
i∈I

Hi (6.8)

is a linear bounded operator, called the Hilbert direct sum of the operators Ai.

Remark 6.4.4. As done for the vectors notice that every operator Ak ∈ B(Hk) can be
identified with a bounded linear operator over ⊕i∈IHi. More precisely the map

B(Hk) 3 Ak 7→ (0, . . . , 0, Ai, 0, . . . ) ∈ B

(⊕
i∈I

Hi

)
(6.9)

is an isometry between unital C∗-algebras.

Some trivial properties follow. Take a ∈ Fc and (Ai)i∈I , (Bi)i∈I ⊂ B(H) with
supi{‖Ai‖i} <∞ and supi{‖Bi‖i} <∞, then the following statements hold:

(i) I =
⊕

i∈I Ii,

(ii)
(⊕

i∈I Ai
)∗

=
⊕

i∈I A
∗
i (remember that ‖T‖ = ‖T ∗‖, see Proposition 2.2.54),

(iii)
⊕

i∈I Ai +
⊕

i∈I Bi =
⊕

i∈I(Ai +Bi),

(iv) a
(⊕

i∈I Ai
)

= a
⊕

i∈I Ai,

(v)
(⊕

i∈I Ai
) (⊕

i∈I Bi

)
=
⊕

i∈I AiBi.

These properties ensure that the family of operator as in (6.8) give rise to a unital
∗-algebra over ⊕i∈IHi. More generally we have the following result.

Proposition 6.4.5. Let (Hi)i∈I be a family of Hilbert spaces on the same division
algebra F and let Mi ⊂ B(Hi) be a von Neumann algebra for every i ∈ I. The family

⊕
i∈I

Mi :=

{⊕
i∈I

Ai

∣∣∣∣ Ai ∈Mi ∀i ∈ I, sup
i∈I
{‖Ai‖i} <∞

}
(6.10)
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is a von Neumann algebra over
⊕

i∈I Hi, called the Hilbert direct sum of the von Neu-
mann algebras Mi.

Proof. It remains to prove that ⊕i∈IMi is closed in the strong-topology of ⊕i∈IHi. So,
suppose we have A(n)

i ∈Mi such that⊕
i∈I

A
(n)
i (vi)i∈I → A(vi)i∈I

for some operator A ∈ B(⊕i∈IHi) and for any vector (vi)i∈I . Fix an index j ∈ I
and a vector uj ∈ Hj. By putting ui = 0i for any i 6= j we get a vector (ui)i∈I ∈
⊕i∈IHi. Exploiting the convergence of ⊕i∈IA(n)

i (ui)i∈I and the completeness of Hj
it immediately follows that A(n)

j uj → wj for some unique wi ∈ Hi. The function
Aj : uj 7→ wj defines a linear operator over Hi which is also bounded as follows from

‖Ajuj‖j = lim
n→∞

‖A(n)
j uj‖j = lim

n→∞
‖ ⊕i∈I A(n)

i (ui)i∈I‖ = ‖A(ui)i∈I‖ ≤

≤ ‖A‖‖(ui)i∈I‖ = ‖A‖‖uj‖j,

which implies ‖Aj‖j ≤ ‖A‖. This holds for any index j ∈ I and so supi∈I{‖Ai‖i} ≤
‖A‖ <∞ and so we are allowed to construct the operator ⊕i∈IAi, which must coincide
with A itself. Moreover, by definition, every Ai is the strong-limit within B(Hj) of
A

(n)
i ∈Mi. Since Mi is a von Neumann algebra, it is closed under the strong-topology

and so Ai ∈Mi which implies A ∈ ⊕i∈IMi.

A similar composition theorem hold for homomorphisms. Consider two families of
von Neumann algebras (Mi)i∈I , (M

′
i)i∈I over the same Hilbert space and a family of

homomorphisms hi : Mi →M′
i. Consider the function⊕

i∈I

hi :
⊕
i∈I

Mi 3 (Ai)i∈I 7→ (hi(Ai))i∈I ∈
⊕
i∈I

M′
i. (6.11)

The following result can be proved by direct inspection.

Proposition 6.4.6. Let hi : Mi → M′
i with i ∈ I be a family of homomorphisms of

von Neumann algebras defined over the same Hilbert space. Then the function defined
in (6.11) is an homomorphism of von Neumann algebras, called the Hilbert direct sum
of the homomorphisms. The function is an isomorphism if each hi is.

At this point we may wonder if an opposite result holds, i.e. if a von Neumann
algebra can be decomposed into subalgebras as in Proposition 6.4.5.

Consider a von Neumann algebra M and take P ∈ LM(H) ∩M′ and consider the
closed subspace HP := P (H). If A ∈M, then

A(HP ) ⊂ HP .

Thus the operator
M 3 AP := AP ≡ A|HP
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is a well-defined operator over HP . Some properties can be proved by direct inspection:

(i) AP ∈ B(HP ),

(ii) (A∗)P = (AP )∗,

(iii) (A+B)P = AP +BP ,

(iv) (aA)P = a(AP ),

where A,B ∈ B(H) and a ∈ Fc. These properties ensure that the subset

MP := {AP | A ∈M} ⊂ B(HP ) (6.12)

is a unital ∗-algebra over HP . Notice that MP ⊂M, it being P ∈M.

Proposition 6.4.7. The subset MP defined in (6.12) is a von Neumann algebra. More-
over

LM(H)P = {QP |Q ∈ LM(H)} = LMP
(HP ).

Proof. To prove that MP is a von Neumann algebra we have only to prove that it
is strongly-closed. Thus, take (A

(n)
P )n∈N ⊂ MP and suppose that A(n)

P v → Bv for
some B ∈ B(HP ) and for any v ∈ HP . By completing B as the null operator on the
orthogonal subspace we get some B̃ ∈ B(H) and of course A(n)Pv → B̃v for any v ∈ H.
Since A(n)P ∈ M and M is strongly-closed it must be B̃ ∈ M, thus B = B̃P ∈ MP .
The statement about the lattice is trivial.

Theorem 6.4.8. Let M be a von Neumann algebra over the real, complex or quater-
nionic Hilbert space H and let (Pi)i∈I ⊂ LM(H)∩M′ be maximally orthogonal for L(H)

(see Definition 5.3.3), then the function

M 3 A 7→ (APi)∈I ∈
⊕
i∈I

MPi (6.13)

is an isomorphism of von Neumann algebras.

Theorem 6.4.9. Referring to the same hypotheses of Theorem 6.4.8 suppose there
exists some homomorphism h : M → M such that h(Pi) = Pi for any i ∈ I, then the
following statements hold:

(a) h(MPi) ⊂MPi;

(b) hPi := h|MPi
is an homomorphism, moreover it is an automorphism if h is so;

(c) it holds that h =
⊕

i∈I hPi.
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6.5 The Commutant of Irreducible von Neumann Algebras

The version of Schur’s Lemma given by Theorem 4.3.4 shows that the commutant of
any irreducible ∗-closed subset A of B(H) in a complex Hilbert space is trivial, i.e. it
is given by the complex multiples of the identity operator. For real and quaternionic
Hilbert spaces the picture is more complicated: in principle, basing upon Theorem
4.3.4, the commutant may contain infinitely different imaginary operators. We now
examine this case in the special case of von Neumann algebras.

Let us focus on the real and quaternionic Hilbert space case now.

Theorem 6.5.1. Let M be a von Neumann algebra on the real or quaternionic Hilbert
space H. If M is irreducible, then M′ is of three possible mutually exclusive types:

(a) M′ = {aI | a ∈ R} and ZM = {aI | a ∈ R};

(b) M′ = {aI + bJ | a, b ∈ R}, where J is an imaginary operator determined uniquely
up to its sign and satisfies J ∈M, and ZM = {aI + bJ | a, b ∈ R};

(c) M′ = {aI+bJ1+cJ2+dJ3|a, b, c, d ∈ R}, where the operators Ji are anti-commuting
imaginary operators satisfying J3 = ±J1J2 and Ji 6∈M, and ZM = {aI | a ∈ R}.

It is easy to see that M′ ∼= R,C or H, respectively.

Proof. If A ∈ M′, Proposition 4.3.4 implies that A = aI + bL for some a, b ∈ R
and some imaginary operator L ∈ B(H). As a consequence, M′ is a real associative
unital normed algebra with the further property that ||AB|| = ||A|| ||B||. Indeed, by
direct computation we see that ||(aI + bL)x||2 = (a2 + b2)||x||2 so that ||aI + bL||2 =

a2 + b2. Furthermore, iterating the procedure, where L′ is another complex structure,
we get ||(aI + bL)(a′I + b′L′)x||2 = (a2 + b2)(a′2 + b′2)||x||2 = ||aI + bL||2 ||a′I +

b′L′||2||x||2 and thus ||(aI + bL)(a′I + b′L′)|| = ||aI + bL|| ||a′I + b′L′||. Thus, as proved
in [42] there exists a real associative unital normed algebra isomorphism h from M′

to R, C or H. In the first case, M′ = h−1(R) = {aI | a ∈ R}. In the second case,
M′ = h−1(C) = {aI + bJ | a, b ∈ R} where J := h−1(i). Furthermore, as h−1 is an
isomorphism, JJ = h−1(jj) = h−1(−1) = −I. In the third case, M′ = h−1(H) =

{aI + bJ1 + cJ2 + dJ3 | a, b, c, d ∈ R} with J1 := h−1(i1) and J2 := h−1(i2) and
J3 := h−1(±i3) where i1, i2, i3 ∈ H are the three standard imaginary units. Again,
as in the complex case, we get JiJi = h−1(iiii) = h−1(−1) = −I. Moreover J1J2 =

h−1(i1i2) = h−1(−i2i1) = −J2J1. Exploiting J3 = h−1(±i3) = ±h−1(i1i2) = ±J1J2

we can easily show that JiJj = −JjJi for every i 6= j. Let us prove that J in the
complex case and J1, J2 in the quaternionic one are anti-self-adjoint concluding that
they are imaginary operators. The proof is the same in both cases, so we deal with
J only. Since M′ is a ∗-algebra, it holds that J∗ ∈ M′, in particular J∗J ∈ M′ which
is clearly self-adjoint and positive. Since M is irreducible, Lemma 4.3.3 guarantees
that J∗J = aI for some a ≥ 0. Multiplying both sides by −J on the right, using
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JJ = −I, we get J∗ = −aJ . Taking the adjoint on both sides yields J = −aJ∗ which,
in particular, assures that a 6= 0, J being unitary and thus bijective. So, J∗ = − 1

a
J .

Summing up, 0 = J∗ − J∗ =
(
a− 1

a

)
J . As JJ = −I, it must be a − 1

a
= 0, hence

a = 1 and J∗ = −aJ = −J as wanted. J is an imaginary operator. J3 turns out to be
a complex structure as well, since J1 and J2 are anticommuting imaginary operators
such that J3 = ±J1J2. To conclude, let us establish the form of the centers ZM. The
real case is obvious. In the complex case, J commutes with {aI + bJ | a, b ∈ R} = M′,
so it belongs to M′′ = M and thus ZM = {aI + bJ | a, b ∈ R}. This result also implies
that in the complex case J is unique up to its sign. Indeed, let J ′ be another imaginary
operator in M′, then it commutes with J (as it belongs also to M). Therefore JJ ′ ∈M′

is self-adjoint and thus JJ ′ = aI, namely J ′ = −aJ , because M is irreducible. Since
JJ = J ′J ′ = −1 we must have a = ±1. The form of ZM for the quaternionic case is
trivial. Suppose that U = aI + bJ1 + cJ2 + dJ3 ∈M ∩M′ for some a, b, c, d ∈ R, then
it must be UJ1 = J1U , that is

aJ1 + bJ2
1 + cJ2J1 + dJ3J1 = aJ1 + bJ2

1 + cJ1J2 + dJ1J3, (6.14)

which yields 2cJ1J2 + 2dJ1J3 = 0, i.e. ±2cJ3 + 2dJ1J3 = 0. Multiplying on the right
by J3 we get ∓2c− 2dJ1 = 0. Taking the Hermitean conjugate we get ∓2c+ 2dJ1 = 0.
Combining the two identities it easily follows that c = d = 0. Finally, since UJ2 = J2U

we get similarly aJ2 + bJ1J2 = aJ2 + bJ2J1, which gives 2bJ1J2 = 0, i.e. b = 0,
concluding the proof.

Remark 6.5.2. The choice of the sign of J3 in the case M′ ∼= H is totally arbitrary
for the mere purpose of Theorem 6.5.1. However, in view of what follows we fix it by
choosing J3 = −J1J2 if H is real and J3 = J1J2 if H is quaternionic. In this way the
set (Jα)α=0,...,3 defines a quaternionic, respectively real, structure on H as defined in
Chapter 3 (check Remarks 3.1.10 and 3.2.9).

6.6 The Structure of Irreducible von Neumann Algebras

We are in a position to prove a remarkable characterisation of irreducible von Neumann
algebras: all of them are isomorphic to B(H′) for some suitable Hilbert space H′. This
is a trivial consequence of Schur’s Lemma in the complex case, while the proof for the
real and quaternoinic cases is a bit more involved. This result will play a central and
crucial role in the rest of this work.

Proposition 6.6.1. Let M be an irreducible von Neumann algebra over a complex
Hilbert space, then M = B(H) and LM(H) = L(H).

So, let us focus on the real and quaternionic Hilbert space cases. Notice that in the
M′ ∼= C and M′ ∼= H cases the operators Ji in the commutant give rise to a J structure
on H. Hence we can apply the results of Chapter 4 and work on the space HJ (keep in
mind Remark 6.5.2).
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Theorem 6.6.2. Let M be an irreducible von Neumann algebra on a real or quater-
nionic Hilbert space H. Referring to the three cases listed in Theorem 6.5.1, the follow-
ing statements hold:

(a) if M′ is real then it holds that

(i) M = B(H),

(ii) LM(H) = L(H);

(b) if M′ is complex or quaternionic, then, referring to the K-structure J induced by
the commutant, it holds that

(i) MJ = B(HJ) and the map M 3 A 7→ AJ ∈ B(HJ) is a norm-preserving
weakly-bicontinuous (thus strongly-bicontinuous) isomorphism of real unital
∗-algebras,

(ii) the map LM(H) 3 P 7→ PJ ∈ L(HJ) is an isomorphism of complete orthocom-
plemented lattices.

Proof. Let us start with point (a). From M′ = {aI |a ∈ R} it immediately follows that
M = M′′ = B(H) and thus LM(H) = L(H). Let us pass to point (b). We know from
Proposition 6.1.15 (notice that J ⊂ M in the complex commutant case) that M can
be identified with the von Neumann algebra MJ using the map M 3 A 7→ AJ ∈ MJ,
the latter von Neumann algebra being irreducible due to Proposition 4.3.6 since the
former is irreducible. Let us prove that MJ = B(HJ) and LM(H) = L(H). If the
commutant is of complex type, then the thesis follows immediately from Proposition
6.6.1. So, suppose that M′ is of quaternionic type. Consider A ∈ B(HJ), then there
exists a unique Â ∈ B(H) such that A = ÂJ (this is trivial if H is real, since AJ = A

and so it suffices to take Â = A, while in the quaternionic Hilbert space case the
thesis follows from Proposition 3.2.20). Moreover Â commutes with J1, J2 and J3.
Since M′ = {aI + bJ1 + cJ2 + dJ3}, it immediately follows that Â ∈ M′′ = M, i.e.,
A ∈ MJ. This means MJ ⊃ B(HJ) and thus MJ = B(HJ) because the converse
inclusion is obvious. The map A 7→ AJ is also a norm-preserving weakly-bicontinuous,
strongly-bicontinuous ∗-isomorphism of unital ∗-algebras in view of Proposition 3.1.16
and Proposition 3.2.20. Finally, from the same propositions it can be easily proved
that LM(H) 3 P 7→ PJ ∈ L(HJ) is an isomorphism of orthocomplemented lattices. The
only pair of properties to be proved concerns completeness of the involved lattices of
orthogonal projectors and are the following ones. (1) Given a family {Pa}a∈A ⊂ LM(H)

such that Ma := Pa(H) defining P = infa∈A Pa – in other words P is the orthogonal
projector onto M := ∩a∈AMa – it turns out that PJ = infa∈A(Pa)J. Regarding the fact
that PJ is well defined, observe that P ∈ LM(H) because LM(H) is complete and thus
P commutes with J since LM(H) ⊂ M. (2) Given a family {Pa}a∈A ⊂ LM(H) such
that Ma := Pa(H) defining Q = supa∈A Pa – in other words Q ∈ M is the orthogonal
projector onto N := [∪a∈AMa] – it turns out that QJ = supa∈A(Pa)J. Regarding the
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fact that QJ is well defined, observe that Q ∈ LM(H) because LM(H) is complete and
thus Q commutes with J since LM(H) ⊂ M. To prove (1), observe that PJ is the
orthogonal projector onto M∩HJ because x = PJx if and only if both x ∈ HJ (because
PJ is a projector in B(HJ)) and x = Px, which means x ∈ M. We conclude that PJ

is the orthogonal projector onto M ∩ HJ = (∩a∈AMa) ∩ HJ = ∩a∈A (Ma ∩ HJ). The
orthogonal projector onto the last space is infa∈A(Pa)J by definition. We have obtained
PJ = infa∈A(Pa)J. Property (2) is an immediate consequence of (1) and De Morgan’s
rule, valid for any family orthogonal projectors {Qb}b∈B ⊂ B(K) with K real, complex
or quaternionic, supb∈B Qb =

(
infb∈B Q

⊥
b

)⊥, where Q⊥ := I − Q is the orthogonal
projector onto Q(K)⊥.

6.7 Gleason’s Theorem on Irreducible von Neumann Algebras

Theorems 6.5.1 and 6.6.2 have remarkable consequences. First of all they allow us to
import the important result due to Gleason (Theorem 4.4.17) also to irreducible von
Neumann algebras on real or quaternionic Hilbert spaces.

Theorem 6.7.1 (Gleason’s Theorem for irreducible von Neumann algebras). Let M be
a von Neumann algebra over an infinite-dimensional separable real, complex or quater-
nionic Hilbert space, then the following statements hold:

(a) if T ∈ D(H) then the function µT : LM(H)→ [0, 1] defined by

µT (P ) := tr(TP ) for all P ∈ LM(H) (6.15)

is a σ-probability measure on LM(H);

(b) if M is irreducible, then for every σ-probability measure µ on LM(H) there exists a
unique density operator T ∈ D(H) ∩M such that µ = µT , where µT is defined as
in (6.15).

Proof. Point (a). Notice that the function L(H) 3 P 7→ tr(TP ) with T ∈ D(H)∩M is a
σ-probability measure on L(H) as proved in Theorem 4.4.17. By taking its restriction
to LM(H) we have a σ-probability measure on LM(H). Point (b). Suppose on the
contrary that we are given some σ-probability measure µ : LM(H) → [0, 1]. If H is
complex or if H is real or quaternionic and M′ ∼= R, then Theorem 4.4.17 together
with the fact that LM(H) = L(H) concludes the proof. So, suppose that H is real or
quaternionic and M′ ∼= C or H. Thus M ∼= B(HJ) and LM(H) ∼= L(HJ). The latter
isomorphism, as better specified stated in Theorem 6.6.2, guarantees that a σ-additive
probability measure over LM(H) corresponds to a σ-additive measure µJ over L(HJ)

defined by
µJ : L(HJ) 3 PJ 7→ µJ(PJ) := µ(P ) ∈ [0, 1]
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Since we are on the entire lattice L(HJ), we can apply the Gleason-Varadarajan theo-
rem (Theorem 4.4.17) proving that there is a density operator T0 ∈ D(HJ) such that
µJ(PJ) = tr(T0PJ) with PJ ∈ L(HJ). Take T ∈ M such that TJ = T0, which is
still self-adjoint and positive. Proposition 4.4.9 assures that T ∈ B1(H) ∩M and that
tr(T ) = (dK+1)tr(T0) = (dK+1) if H is real and tr(T ) = tr(TJ) = 1 if H is quaternionic.
Thus if we define S ∈M as S := T in the quaternionic case and S := (dK + 1)−1T in
the real case, it holds that tr(S) = 1, more precisely S ∈ D(H) ∩M. Similarly, since
SP ∈ B1(H), exploiting again Proposition 4.4.9, we have

µ(P ) = µJ(PJ) = tr(T0PJ) =

{
(dK + 1)−1tr(TP ) = tr(SP ) H real

tr(TP ) = tr(SP ) H quaternionc
(6.16)

If we manage to prove that this operator is uniquely defined within M then the proof
is complete. So, suppose that there exists S ′ ∈M∩D(H) such that tr(S ′P ) = tr(SP )

for all P ∈ LM(H). Exploiting again the isomorphism LM(H) ∼= L(HJ) and Proposition
4.4.9 we see that tr(S ′JPJ) = tr(SJPJ) for all PJ ∈ L(HJ). At this point (after a suitable
normalisation) Theorem 4.4.17 assures that SJ = S ′J. The isomoprhism M ∼= B(HJ)

gives S = S ′ concluding the proof.

Remark 6.7.2. Notice that the uniqueness in point (b) of Theorem 6.7.1 concerns the
density operators which belong to M. If T ∈ D(H) \M then, as stated in point (a),
the map tr(T ·) still defines a σ-probability measure on LM(H), but, according to point
(b), the same measure can be realised by means of a density operators that belongs to
M and this one is unique.

6.8 Wigner’s Theorem on Irreducible von Neumann Algebras

As we did in the previous section for σ-probability measures we can now discuss the
consequences of irreducibility on the automorphisms of the complete orthocompleted
lattice LM(H).

Remark 6.8.1. The following theorem is an improved version of the corresponding
statement in Proposition 8.2 - (b) of [26]. The central idea of this improvement comes
from Theorem 3.15 of [13], though the calculation slightly differs from the original one.

Theorem 6.8.2. Let M be a von Neumann algebra over an infinite-dimensional sep-
arable real, complex or quaternionic Hilbert space, then the following statements hold:

(1) let U be a unitary, or possibly anti-unitary in the complex case, operator on H such
that UPU−1 ∈M for all P ∈ LM(H), then the function

h : LM(H) 3 P 7→ UPU−1 ∈ LM(H) (6.17)
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defines an automorphism of LM(H);

(2) if M is irreducible, then any automorphism of LM(H) is of the form (6.17) where
U satisfies the following properties:

(a) if H is complex, then U is unitary (thus U ∈M) o anti-unitary (and U 6∈M);

(b) if H is real or quaternionic then U is unitary, more precisely:

(i) if M′ ∼= R or H then U ∈M,
(ii) if M′ ∼= C then UJ = JU (thus U ∈M) or UJ = −JU (and U 6∈M).

Moreover, suppose U, V are two operators as in (a) or (b) satisfying (6.17), then
they are of the same kind (either both belong to M or they do not) and differ only
by elements of U(ZM).

Proof. Point (1) follows immediately by direct inspection, so let us prove point (2).
Suppose first that H is complex, then the irreducibility of M together with Schur’s
Lemma assures that M = B(H) and so, in particular, LM(H) = L(H). Theorem 5.4.9
gives point (a). Let us pass to (b) and so suppose that H is real or quaternionic. Suppose
M′ ∼= R first, then M = B(H) and LM(H) = L(H). Again, Theorem 5.4.9 gives the
first half of point (i). If M′ ∼= H, then (thanks to Theorem 6.6.2), referring to the
structure J induced by the commutant, it holds that M ∼= B(HJ) and LM(H) ∼= L(HJ),
where HJ is a quaternionic or a real Hilbert space depending whether H is, respectively,
real or quaternionic. Exploiting the latter isomorphism, any automorphism h of the
(complete orthocomplemented) lattice LM(H) translates into an automorphism hJ of
the (complete orthocomplemented) lattice L(HJ) simply by defining hJ(PJ) := h(P )J
for all P ∈ LM(H). Theorem 5.4.9 gives the existence of a unitary operator V over the
(respectively quaternionic or real) Hilbert space HJ such that hJ(PJ) = V PJV

∗. Thanks
to the isomorphism M ∼= B(HJ), there exists a unique unitary operator Ṽ ∈ M such
that ṼJ = V (remember that ṼJ = Ṽ in the real Hilbert space case and ṼJ = Ṽ |HJ

in the quaternionic one). Moreover, (V PV ∗)J = VJPJ(VJ)
∗ = hJ(PJ) = h(P )J, i.e.

V PV ∗ = h(P ). Point (i) is completed. Now, suppose that M′ ∼= C. Again, referring to
the complex structure J induced by the commutant, we can perform the isomorphisms
M ∼= B(HJ) and LM(H) ∼= L(HJ) on the complex Hilbert space HJ. As above any
automorphism h on LM(H) translates into an automorphism hJ on L(HJ). At this
point Theorem 5.4.9 assures the existence of a unitary or anti-unitary operator V on
HJ such that hJ(PJ) = V PJV

−1 for all P ∈ LM(H). If V is unitary we can proceed
as in the quaternionic commutant case and find a unitary operator Ṽ ∈ M such that
ṼJ = V and h(P ) = V PV ∗. So, suppose that V is anti-unitary, thus V (ui1) = −(V u)i1
for all u ∈ HJ. If H is real, then HJ = H as sets and their norms coincide, thus the
function V defines a real-linear norm-preserving bijective function on H, thus a unitary
operator on H (thanks to the polarisation identity (2.4)) generating h. In particular
V Ju = V (ui1) = −(V u)i1 = −JV u, i.e. V J = −JV . Now, suppose that H is
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quaternionic and, referring to the decomposition (3.32), define the function Ṽ : H→ H

by
Ṽ (x+ yi3) := −V y + (V x)i3 for all x, y ∈ HJ.

This is clearly real-linear and preserves the norm as follows from (3.33) and the fact
that V preserves the norm on HJ. As a corollary, the function Ṽ is injective. Let us
prove the surjectivity. Consider a vector u+ vi3 ∈ H with u, v ∈ HJ, then, the function
V being a bijection, there must exit some x, y ∈ HJ with u = V x and v = V y. Thus
Ṽ (y+(−x)i3) = V x+(V y)i3 = u+vi3 and so the function Ṽ is surjective. It is easy to
prove that the inverse V −1 on HJ is itself an anti-linear function preserving the norm.
Reasoning as we did for V , the function Ṽ −1 : H→ H defined by

Ṽ −1(u+ vi3) := V −1v − (V −1u)i3 for all u, v ∈ HJ

is a real-linear norm-preseving bijective function on H. Moreover, by direct inspection,
it holds that Ṽ −1Ṽ = Ṽ Ṽ −1, thus Ṽ −1 truly defines the inverse of Ṽ . Now, consider
any vector x+ yi3 ∈ H, then, exploiting the definition of Ṽ and the anti-linearity of V
we have

Ṽ ((x+ yi3)i1) = Ṽ (xi1 + (−yi1)i3) = −V (−yi1) + (V (xi1))i3 =

= −(V y)i1 − (V x)i1i3 = [−V y + (V x)i3]i1 = Ṽ (x+ yi3)i1

Ṽ ((x+ yi3)i3) = Ṽ (−y + xi3) = −V x+ (V (−y))i3 = [−(V y) + (V x)i3]i3 =

= Ṽ (x+ yi3)i3

Ṽ ((x+ yi3)i2) = Ṽ ((x+ yi3)i3i1) = Ṽ ((x+ yi3))i3i1 = Ṽ ((x+ yi3))i2.

(6.18)

This proves that Ṽ is a linear (norm-preserving invertible) function H. At this point,
exploiting the polarisation identity (2.4), we can easily prove that the operator Ṽ is
actually a unitary operator on H. Everything that has been done so far can be repeated
for the inverse Ṽ −1.

Now, let us prove that Ṽ J = −JṼ where by hypothesis M′ = {Ia+ Jb | a, b ∈ R}.
So, take x+ yi3 ∈ H, then

Ṽ J(x+ yi3) = Ṽ (Jx+ (Jy)i3) = Ṽ (xi1 + (yi1)i3) = −V (yi1) + (V (xi1))i3 =

= (V y)i1 − (V x)i1i3 = J(V y)− J(V x)i3 = −J [−V y + (V x)i3] =

= −JṼ (x+ yi3).
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The vector x+ yi3 being arbitrary, we have the thesis. So, to conclude this part, take
any P ∈ LM(H) and any x+ yi3 ∈ H, then

Ṽ P Ṽ −1(x+ yi3) = Ṽ P (V −1y − (V −1x)i3) = Ṽ (PJV
−1y − (PJV

−1x)i3) =

= (V PJV
−1x) + (V PJV

−1y)i3 = hJ(PJ)x+ hJ(PJ)yi3 =

= h(P )(x+ yi3).

(6.19)

The operator Ṽ satisfies the thesis of the theorem. Concerning the last statement,
we prove only the case of quaternionic Hilbert space with complex commutant, the
other ones being trivial (exploit the corresponding statement in Theorem 5.4.9 and use
again the isomorphism LM(H) = L(HJ) when necessary). So, suppose that we have
two unitary operators U, V on H which generates the automorphism h, i.e.

h(P ) = UPU−1 = V PV −1 for any P ∈ LM(H)

and suppose first that UJ = JU and V J = −JV . Exploiting the isomorphism
LM(H) = L(HJ), as already seen above, we can consider the automorphism hJ on
L(HJ) defined through hJ(PJ) := h(P )J The operator U is equivalent to its restriction
UJ ∈ B(HJ) while the restriction VJ := V |HJ

defines a Ci1 linear operator VJ : HJ →
HJi3. (HJi3 is a Ci1-linear space, check Lemma 3.2.15). Indeed notice that, V being
linear, for any x ∈ HJ

J((VJx)i3) = (J(VJx))i3 = −(V (Jx))i3 = −(V (xi1))i3 = −(V x)i1i3 = ((VJx)i3)i1

and so (VJx)i3 ∈ HJ which is equivalent to VJx ∈ HJi3. Exploiting the unitariness of V
and (3.31) it is easy to see that such a function is a norm-preserving bijective Ci1-linear
operator. At this point we can define the function

WJ : HJ 3 x 7→ (VJx)i3 ∈ HJ,

which turns out to be a Ci1-anti -linear isomorphism which preserves the norm (i.e. an
anti-unitary operator) with W−1

J (y) = −V −1
J (yi3) for y ∈ HJ and

WJPJW
−1
J y = −WJPJV

−1
J (yi3) = −(VJPJV

−1
J (yi3))i3 = −(V PV −1(yi3))i3 =

= (−h(P )(yi3))i3 = h(P )y = hJ(PJ)y.

Thus, we end up with a unitary operator UJ and anti-unitary operator WJ on the
complex Hilbert space HJ, both generating the automorphism hJ. This is not possible,
since, as stated by Theorem 5.4.9, two operators generating the same automorphism
must be both linear o both anti-linear. So, either both U, V commutes with J or both
anti-commute with it. The fact that they must differ by a unitary element in U(ZM) is
left as an exercise.
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Remark 6.8.3. Notice that, regardless of whether U ∈ M or U 6∈ M, it holds that
U2 ∈M and this generates the automorphism h2. This feature will become important
when dealing with projective unitary representations of connected Lie groups G 3 g 7→
Ug in Chapter 9, where every Ug turns out be necessarily unitary, i.e. an element of
M.

6.9 Excursus on Quaternionic von Neumann Algebras

In the previous sections, we defined a von Neumann algebra over a quaternionic Hilbert
space H as a real ∗-subalgebra of B(H). This was the best we could do without forcing
the given setting by introducing additional axioms into the theory. Nevertheless there
is an annoying dissimilarity in the definition of von Neumann algebra between the
quaternionic case on one side and real and complex ones on the other side.1 Indeed,
while in the latter situation the ∗-subalgebra is to be taken with respect to the same
division algebra of the corresponding Hilbert space, in the former this is not the case
because, as already said above, quaternionic linear combinations of quaternionic-linear
operators are ill-defined and it is mandatory to restrict to the reals.

Things change if on the quaternionic Hilbert space we consider also the action of a
left-multiplication

L : H 3 q 7→ Lq ∈ B(H) (6.20)

as in Definition 2.2.42.
In Section 2.2.3 we saw how this makes B(H) a (two-sided) unital by defining

C∗-algebra over H by

qA := LqA and Aq := ALq for all q ∈ H. (6.21)

Thus we may consider unital ∗-subalgebras of B(H) referring to this structure instead
of limiting ourselves to the q ∈ R case.

Just to fix the notation and not make confusion with the concept of subalgebra
encountered so far we give the following definition where the terms quaternionic is
explicitly written. We keep the name unital ∗-subalgebra when referring to the R-
algebra structure of B(H).

Definition 6.9.1. Let H be a quaternionic Hilbert space equipped with a left multiplica-
tion L. A unital quaternionic ∗-subalgebra of B(H) is a subset U ⊂ B(H) which contains
the identity and is closed under addition, left and right multiplication by quaternions
as in (6.21), Hermitean conjugation and composition.

Remark 6.9.2. Some remarks on this definition.

(a) In other words U is a unital C∗-subalgebra of B(H), the latter interpreted as a
unital C∗-algebra over H as in Proposition 2.2.64.
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(b) One may be more cautious and define a unital ∗-algebra just as a unital real ∗-
algebra which is closed under either the left or the right multiplication by quater-
nions. Anyway this would not make any difference since we require ∗-closedness:
indeed (qA)∗ = A∗q and (Aq)∗ = qA∗.

First notice the following useful trivial characterisation.

Proposition 6.9.3. A unital ∗-subalgebra M ⊂ B(H) is a unital quaternionic ∗-
subalgebra if and only if Lq ∈M for all q ∈ H.

Proof. The proof follows immediately by noticing that M is closed with respect to the
composition and I ∈M.

Now, in a complete naive try, we can try to develop the standard theory of von
Neumann algebras. As are going to see, several issues arise and make the entire attempt
worthless.

As usual, if S ⊂ B(H) is any set of operators, then S′ denotes the set of all the
operators on H which commute with all the elements of S.

A first difference arises immediately. As seen at the beginning of this chapter, if the
setS is closed under the Hermitean conjugation, thenS′ turns out to be a ∗-subalgebra
with unit of B(H). Unfortunately this is no longer the case in the actual situation.
Indeed, take for example S = B(H), then S′ = {aI |a ∈ R} which is clearly not closed
under the left and right multiplication by quaternions. More precisely the following
result holds.

Proposition 6.9.4. Let S ⊂ B(H) be closed under the Hermitean conjugation, then
S′ is a unital quaternionic ∗-subalgebra of B(H) if and only if Lp ∈ S′ for every p ∈ H.

Proof. We already know thatS′ is a unital ∗-subalgebra ofB(H). The closedness under
quaternionic linear combinations follows immediately from Proposition 6.9.3.

Nevertheless, despite every difficulty, we can go ahead in the usual way.
First, notice that every unital quaternionic ∗-subalgebra U is, first of all, a unital

∗-subalgebra. In particular Theorem 6.1.8 immediately applies and can be restated in
the following form.

Theorem 6.9.5. Let M be a unital quaternionic ∗-subalgebra of B(H), then it holds
that M′′ = M

s
= M

w. Moreover the following statements are equivalent:

(a) M = M′′,

(b) M is weakly closed,

(c) M is strongly closed.

Again, we can give the following definition.

Definition 6.9.6. A quaternionic von Neumann algebra is a unital quaternionic ∗-
subalgebra M ⊂ B(H) such that M′′ = M.
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Remark 6.9.7. Notice that, since every unital quaternionic ∗-algebra is, first of all,
a unital real ∗-algebra, a quaternionic von Neumann algebra is also a von Neumann
algebra in the meaning of Definition 6.1.3.

Example 6.9.8. The full unital quaternionic ∗-algebra B(H) is a quaternionic von
Neumann algebra. Indeed, as already seen above, it holds that B(H)′ = {aI | a ∈ R}
and so B(H)′′ = B(H). Notice that B(H)′ is not a quaternionic von Neumann algebra,
for it is not closed under the multiplication by quaternions.

Of course we have the following result.

Proposition 6.9.9. A von Neumann algebra M is a quaternionic von Neumann al-
gebra if and only if Lq ∈M for every q ∈ H.

Concluding we can see the following no-go result

Proposition 6.9.10. Let M be a quaternionic von Neumann algebra, then M′ cannot
be a unital quaternionic ∗-algebra, in particular it can never be a quaternionic von
Neumann algebra.

Proof. Thanks to Proposition 6.9.4 we know that in order for both M and M′ to be
unital quaternionic ∗-subalgebras it is necessary that Lq belongs to both of them for any
q ∈ H which is impossible due to the non commutativity of the quaternions. Indeed,
take p, q ∈ H such that pq 6= qp, then Lq ∈ M and Lp ∈ M′ and so we would have
Lqp = LqLp = LpLq = Lpq which is impossible, the map L being injective.

Corollary 6.9.11. If M is a quaternionic von Neumann algebra, then there exists
A ∈M and q ∈ H such that LqA 6= ALq.

Proof. The proof is straightforward. Suppose that LqA = ALq for every q ∈ H and for
all A ∈ M, then we would have Lq ∈ M′ for all q ∈ H. Since M′ is a von Neumann
algebra, Proposition 6.9.9 makes it a quaternionic von Neumann algebra. Proposition
6.9.10 concludes the proof.

The few results discussed so far, in particular Proposition 6.9.10, shows how tricky
and weak a theory of quaternionic von Neumann algebras would be in the quaternionic
setting. For example the ability of getting von Neumann algebras out of the commutant
of given sets is one of the simplest and at same time most powerful properties of these
algebraic objects, but not even this is guaranteed to hold in this case.

Nevertheless, even though it will not carried out here, a deeper analysis of these
objects may be worth a try.

Complex von Neumann Algebras as Real Ones

We can try to get rid of this lack of consistency in a completely different way. As
discussed in the previous chapter the difference between the real and complex cases
on one side and the quaternionic one on the other side lies in the fact that, while in
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the former situation unital ∗-subalgebras can be considered with respect to the same
division algebra of the corresponding Hilbert space, this cannot be done in the latter.
We tried to solve this "asymmetry" by equipping H with a left-multiplication, this way
being able to perform quaternionic linear combinations of operators. Unfortunately
this approach did not take us very fay.

Thus, we could try to change point of view and move the asymmetry to another
place. Indeed notice that, even if not coinciding with the corresponding division alge-
bra, R is the only set of scalars that can be used from both the real and quaternionic
cases to perform linear combinations of operators. The anomaly can then be ascribed
to the complex case, where the scalars are taken out of C. So, we can try to consider
only real linear combinations of operators on complex Hilbert spaces, i.e. real unital
∗-subalgebras of B(H).

We can then define a complex von Neumann algebra as a real unital ∗-subalgebra
M ⊂ B(H) such that M = M′′. Given this definition, it is clear that M turns out to be
closed under complex combinations, i.e. it is also a complex unital ∗-subalgebra, hence
a von Neumann algebra in the usual sense. Of course the contrary is always true: a
von Neumann algebra in the usual sense is also a real unital ∗-subalgebra satisfying
M′′ = M.

Unfortunately not all that glitters is gold. Indeed the double commutant theorem
fails to hold under this weaker hypothesis. For example let H be a complex Hilbert
space and M := {aI |a ∈ R}. This is clearly a real unital ∗-subalgebra of B(H) and it is
closed in the strong topology as a direct check shows. Nevertheless M′ = B(H) and so
M′′ = B(H)′ = {aI+ biI |a, b ∈ R}. Hence, while of course M = M′′ implies M = M

s,
the opposite is no longer true for real unital ∗-subalgebras on complex Hilbert spaces.
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Chapter 7

Lie Group Representations in Hilbert Spaces

In this chapter we give a basic introduction to the Gårding and Nelson theories on
unitary representations of Lie groups, which are of absolute importance for the de-
velopment of Chapter 9. This chapter is based upon Chapter 10 of [35] and Section
12.2.11 of [24] where most of the definitions and results can be found for the special
case of complex Hilbert spaces. The real and quaternionic Hilbert space cases are car-
ried out here exploiting the corresponding complex ones and the techniques discussed
in Chapter 3.

7.1 Induced Lie Algebra Representations on Gårding Domain

Consider a finite dimensional real Lie group G and the real linear space

C∞0 (G) := {f ∈ C∞(G,R) | suppf is compact}. (7.1)

Definition 7.1.1. Let G be a Lie group and H a real, complex or quaternionic Hilbert
space. A unitary representation of G on H is a function

U : G 3 g 7→ Ug ∈ B(H)

such that every Ug is unitary and Ugh = UgUh together with Ue = I holds for every
g, h ∈ G. The representation is said to be strongly-continuous if it is continuous with
respect to the strong topology of B(H).

Remark 7.1.2. Some remarks on this definition.

(a) The strong-continuity can be restated as limg→e Ugx = x for every x ∈ H. The
continuity at every other point g0 ∈ G follows easily from the group properties of
G.

(b) From the unitariness of the operators Ug and the group properties of U it is easy
to derive (Ug)

∗ = Ug−1 for all g ∈ G.
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(c) If H is a real or quaternionic Hilbert space and U : g 7→ Ug ∈ B(H) a strongly-
continuous unitary representation, then the map

UK : G 3 g 7→ (Ug)K ∈ B(HK) (7.2)

is a strongly-continuous unitary representation.

(d) If H is a real or quaternionic Hilbert space equipped with a K-structure J and
U : G 3 g 7→ Ug ∈ B(H) is a strongly-continuous unitary representation, then the
map

UJ : G 3 g 7→ (Ug)J ∈ B(HJ) (7.3)

is a strongly-continuous unitary representation of G on HJ, provided that Ug ∈ J′

for every g ∈ G.

(e) The one-parameter groups of unitary operators R 3 t 7→ Ut ∈ B(H) provides the
simplest examples of strongly-continuous unitary representations.

Now, fix a generic continuous function u : G 3 g 7→ ug ∈ H such that ‖ug‖ ≤ C
uniformly for some C ≥ 0 and consider any f ∈ C∞0 (G). Since the function f is
compactly supported and the function g 7→ (y|ug) is continuous for any y ∈ H then the
integral ∫

G

f(g)(y|ug) dg

(where dg is the left-invariant Haar measure on G) is a well-defined element of F. Thus
we can consider the functional

φ(u, f) : H 3 y 7→
∫
G

f(g)(y|ug) dg ∈ K.

This is clearly linear and also continuous, indeed

|φ(u, f)y| =
∣∣∣∣∫
G

f(g)(y|ug) dg
∣∣∣∣ ≤ ∫

G

|f(g)||(y|ug)| dg ≤
(∫

G

|f(g)| dg
)
C‖y‖. (7.4)

Exploiting Riesz’s Representation Theorem we are given a unique vector uf such that
(y|uf ) = φ(u, f)y for any y ∈ H. The definition of this vector suggests the following
notation

uf =:

∫
G

f(g)ug dg ∈ H. (7.5)

By direct inspection, exploiting Corollary 2.1.12, the following inequality can be easily
proved ∥∥∥∥∫

G

f(g)ug dg

∥∥∥∥ ≤ ∫
G

|f(g)|‖ug‖ dg. (7.6)
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The situation of our main interest is when ug = Ugx for some strongly-continuous
unitary representation G 3 g 7→ Ug ∈ B(H) and x ∈ H. More precisely we define

x[f ] :=

∫
G

f(g)Ugx dg ∈ H for f ∈ C∞0 (G) and x ∈ H. (7.7)

These vectors are referred to as the Gårding vectors of the representation U .
For h ∈ G define the displacement operator Lh : C∞0 (G)→ C∞0 (G) as the function

Lh(f)(g) := f(h−1g) for all g ∈ G.

Some properties of the Gårding vectors follow.

Proposition 7.1.3. The following statements hold:

(a) if q ∈ F then (x[f ])q = (xq)[f ] for any x ∈ H and f ∈ C∞0 (G);

(b) if f, g ∈ C∞0 (G), then x[f + g] = x[f ] + x[g] for all x ∈ H;

(c) if B ∈ B(H) then B(x[f ]) =
∫
G
f(g)BUgx dg for any x ∈ H and f ∈ C∞0 (G);

(d) if B ∈ B(H) and BUg = UgB, then B(x[f ]) = (Bx)[f ] for any x ∈ H and f ∈
C∞0 (G);

(e) Uh(x[f ]) = x[Lh(f)] for every h ∈ G, x ∈ H and f ∈ C∞0 (G).

Proof. Let us prove point (a). Consider any y ∈ H, then

(y|x[f ]q) = (y|x[f ])q =

(∫
G

f(g)(y|Ugx) dg

)
q =

∫
G

f(g)(y|Ugx)q dg =

=

∫
G

f(g)(y|Ug(xq)) dg = (y|(xq)[f ]),

which immediately gives point (a). The proof of the other points is similar, in particular
point (e) follows from the left-translation-invariance of the Haar measure dg.

Definition 7.1.4. Let U be a strongly-continuous unitary representation of a Lie group
G on a real, complex or quaternionic Hilbert space H. The linear subspace of H spanned
by all of the Gårding vectors x[f ] (7.5) is called the Gårding Domain associated with
U and denoted by D(U)

G .

Remark 7.1.5. Actually D
(U)
G coincides with the real span of the vectors x[f ] as

immediately follows from Proposition (7.1.3), point (a). Thanks to the same result
we are actually even allowed to consider only finite sums of elements x[f ], with no
multiplications by scalars involved.

Theorem 7.1.6. Referring to Definition 7.1.4 the following statements hold:
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(a) D(U)
G is dense in H;

(b) Ug(D
(U)
G ) ⊂ D

(U)
G for all g ∈ G.

Proof. Let us start with (a). Consider a sequence of positive functions fn ∈ C∞0 (G)

such that
∫
G
fn(g) dg = 1 and suppfn → {e}. Take x ∈ H, then it holds that

‖x[fn]− x‖ =

∥∥∥∥∫
G

fn(g)(Ugx− x) dg

∥∥∥∥ (∗)
≤
∫
G

fn(g)‖Ugx− x‖ dg ≤

≤
(

sup
g∈suppfn

‖Ugx− x‖
)∫

suppfn

fn(g) dg = sup
g∈suppfn

‖Ugx− x‖,

where the inequality (∗) follows from (7.6). Since the support of fn shrinks to the
singleton {e}, the strong-continuity of U assures that ‖x[fn] − x‖ → 0. Point (b)
follows immediately from Proposition 7.1.3, point (e).

Now consider the Lie algebra g associated with the Lie group G. Take any A ∈ g
and consider the one-parameter subgroup R 3 t 7→ exp(tA) ∈ G. As U is strongly-
continuous, Stone’s Theorem assures the existence of a unique anti-self-adjoint operator
A on H such that

Uexp(tA) = etA for all t ∈ R.

On the other hand, define the vector field XA : C∞0 (G)→ C∞0 (G) by

XA(f)(g) := lim
t→0

Lexp(tA)(f)(g)− f(g)

t
for all g ∈ G. (7.8)

A direct calculation shows that the map

g 3 A 7→ XA ∈ X(G)

is a faithful Lie-algebra representation of g in terms of vector fields on C∞0 (G).
Consider the following technical lemma - the proof can be found in Section A.4 of

[41] and works on real, complex and quaternionic Hilbert spaces.

Lemma 7.1.7. Let A be an anti-self-adjoint operator and D ⊂ D(A) be a dense
subspace of H such that etA(D) ⊂ D for all t ∈ R, then D is a core for A.

Theorem 7.1.8. The following statements hold:

(a) if A ∈ g, then D(U)
G ⊂ D(A) and furthermore A(D

(U)
G ) ⊂ D

(U)
G , more precisely

A(x[f ]) = x[XA(f)] for all f ∈ C∞0 (G);

(b) the linear map defined by
u : g 3 A 7→ A|

D
(U)
G
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is a Lie algebra representation in terms of anti-symmetric operators on H defined
on the common dense invariant domain D(U)

G so that, in particular,

[u(A), u(B)] = u([A,B]g) for all A,B ∈ g;

(c) D(U)
G is a core for every anti-self-adjoint generator A with A ∈ g, that is

A = u(A) for all A ∈ g;

(d) take B ∈ B(H) and consider the following statements:

(i) BUg = UgB for all g ∈ G,

(ii) Bu(A) ⊂ u(A)B for all A ∈ g,

(iii) Bu(A) ⊂ u(A)B for all A ∈ g,

then (i) ⇒ (ii) ⇒ (iii). If, furthermore, G is also connected then (iii) ⇒ (i). If
(i) is satisfied, then B(D

(U)
G ) ⊂ D

(U)
G .

Proof. Let us start with point (a) and consider any Gårding vector x[f ]. Exploiting
Proposition 7.1.3 we have etAx[f ] = Uexp(tA)x[f ] = x[Lexp(tA)f ], hence

x[XA(f)] = lim
t→0

x

[
Lexp(tA)f − f

t

]
= lim

t→0

x[Lexp(tA)f ]− x[f ]

t
= lim

t→0

etAx[f ]− x[f ]

t

from which x[f ] ∈ D(A) follows. In particular Ax[f ] = x[XA(f)] ∈ D(U)
G . Since D(U)

G

is generated by this kind of vectors, point (a) is proved. Point (b) immediately follows
from the analogous properties of the vector field A 7→ XA, the definition of u and point
(a). Point (c) is an immediate consequence of Lemma 7.1.7 once we notice that D(U)

G ⊂
D(A) (point (a)) and etA(D

(U)
G ) = Uexp(tA)(D

(U)
G ) ⊂ D

(U)
G (Theorem 7.1.6). To conclude

let us prove (d). If (i) holds, then B(D
(U)
G ) ⊂ D

(U)
G follows from Proposition 7.1.3.

Furthermore, we have in particular that Betu(A) = BUexp(tA) = Uexp(tA)B = etu(A)B for
every A ∈ g and t ∈ R. Exploiting Proposition 4.2.3 we get Bu(A) ⊂ u(A)B. Since
B(D

(U)
G ) ⊂ D

(U)
G and D(u(A)) = D

(U)
G we have point (ii). Now suppose that (ii) holds

true, then since B is bounded and u(A) is closable, Proposition 2.2.58 gives (iii). At this
point, suppose that G is connected and let (iii) be satisfied, that is Bu(A) ⊂ u(A)B.
Lemma 4.2.3 gives Betu(A) = etu(A)B for all t ∈ R. Since the group is connected, every
element g ∈ G can be written as the product of a finite number of one-parameter
subgroup elements of G and so the thesis of (i) holds true.

Now, focus on the real or quaternionic Hilbert space case. As already observed
in Remark 7.1.2 the map G 3 g 7→ (Ug)K ∈ B(HK) is a strongly-continuous unitary
representation of G on HK. Denote by uK the Lie algebra representation associated with
UK as in Theorem 7.1.8. Similarly, if H is equipped with a K-structure J and Ug ∈ J′
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for all g ∈ G, then g 7→ (Ug)J ∈ B(HJ) is a strongly-continuous unitary representation
over HJ. Again, denote by uJ the Lie algebra representation associated with UJ as in
Theorem 7.1.8.

Proposition 7.1.9. Let H be real or quaternionic and U a strongly-continuous unitary
representation of a Lie group G, then the following statements hold:

(a) D(UK)
G = (D

(U)
G )K,

(b) uK(A) = (u(A))K for all A ∈ g.

Proof. Let us start with point (a). Suppose first that H is quaternionic and take any
x ∈ H = HK and f ∈ C∞0 (G). Let x(f) denote the Gårding vector defined with respect
to UK, while keep the notation x[f ] for the one referred to H. If we manage to prove
that x(f) = x[f ], Remark 7.1.5 concludes the proof. The vector x[f ] is defined as the
only vector of H such that (z|x[f ]) =

∫
G
f(g)(z|Ugx) dg for all z ∈ H. Exploiting (3.17)

we have

(z|x[f ])K =

dK∑
α=0

<[(z|x[f ])iα]iα =

dK∑
α=0

<
[(∫

G

f(g)(z|Ugx) dg

)
iα

]
iα =

=

dK∑
α=0

<
[(∫

G

f(g)(z|Ugx)iα dg

)]
iα =

dK∑
α=0

∫
G

f(g)<[(z|Ugx)iα]iα dg =

=

∫
G

f(g)

dK∑
α=0

<[(z|Ugx)iα]iα dg =

∫
G

f(g)(z|Ugx)K dg = (z|x(f))K,

where in the last equality we exploited the definition of x(f). Since z ∈ HK is arbitrary
it must be x[f ] = x(f). So, suppose now that H is real and let x(f) ∈ D

(UK)
G with

x ∈ HK denote a Gårding vector of UK and u[f ] ∈ D(U)
G with u ∈ H a Gårding vector of

U . So, take x ∈ HK and f ∈ C∞0 (G), then thanks to (3.1) we can always develop x as
x =

∑dK
α=0 xα⊗ iα for some xα ∈ H and x(f) as x(f) =

∑dK
α=0 ωα⊗ iα for some ωα ∈ H.

Take z ∈ H, then

dK∑
α=0

(z|ωα)iα = (z ⊗ 1|x(f))K =

∫
G

f(g)(z ⊗ 1|(Ug)Kx)K dg =

=

dK∑
α=0

∫
G

f(g)(z ⊗ 1|(Ug)Kxα ⊗ iα) dg =

dK∑
α=0

∫
G

f(g)(z|Ugxα)iα dg =

=

dK∑
α=0

(∫
G

f(g)(z|Ugxα) dg

)
iα.

(7.9)
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Since the terms in brackets is real, it easily follows that

(z|ωα) =

∫
G

f(g)(z|Ugxα) dg = (z|xα[f ])

for any 0 ≤ α ≤ dK, where the last equality follows from the definition of Gårding
vector on H. This implies that

x(f) =

dK∑
α=0

xα[f ]⊗ iα ∈ (D
(U)
G )K.

Let us prove the opposite inclusion. Take any x ∈ (D
(U)
G )K and suppose first that

x = u[f ]⊗ iβ for some u ∈ H, f ∈ C∞0 (G) and 0 ≤ β ≤ dK. Suppose z =
∑dK

α=0 zα ⊗ iα,
then

(z|u[f ]⊗ iβ)K =

dK∑
α=0

(zα|u[f ])iαiβ =

dK∑
α=0

(∫
G

f(g)(zα|Ugu) dg

)
iαiβ =

=

∫
G

f(g)

dK∑
α=0

(zα|Ugu)iαiβ dg =

∫
G

f(g)(z|(Ug)K(u⊗ iβ))K dg =

= (z|u⊗ iβ(f))K,

where y(f) denotes the Gårding vectors on HK. The arbitrariness of z gives

x = u[f ]⊗ iβ = (u⊗ iβ)(f) ∈ D(UK)
G .

In the general case it holds that x =
∑dK

α=0 xα ⊗ iα with xα ∈ D
(U)
G , i.e. xα =∑Nα

hα=1 uhα [fhα ] for any 0 ≤ α ≤ dK, hence

x =

dK∑
α=0

Nα∑
hα=1

uhα [fhα ]⊗ iα.

By the special case just proved, each vector uhα [fhα ]⊗ iα belongs to D(UK)
G and so does

the entire vector x. To conclude let us prove point (b). Point (a) assures that the
domain of uK(A) and u(A)K is the same. If H is quaternionic then the thesis follows
immediately by means of the definition of the representation u and (3.21). Suppose that
H is real then and suppose x =

∑dK
α=0 xα ⊗ iα ∈ (D

(U)
G )K = D

(UK)
G for some xα ∈ D(U)

G .
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It holds that

(u(A))Kx =

dK∑
α=0

u(A)xα ⊗ iα =
d

dt

∣∣
0

dK∑
α=0

Uexp(tA)xα ⊗ iα =

=
d

dt

∣∣
0
(Uexp(tA))K

dK∑
α=0

xα ⊗ iα =
d

dt
|0(Uexp(tA))Kx = uK(A)x,

(7.10)

where we used (3.4).

The following result follows immediately from Proposition 7.1.9.

Corollary 7.1.10. Let H be a real or quaternionic Hilbert space and A and anti-self-
adjoint operator, then (etA)K = etAK for all t ∈ R.

Proof. Let U : t 7→ etA be the strongly-continuous unitary representation of R on H

induced by A. As stated in Remark 4.1.2 the map UK : t 7→ (etA)K is a strongly-
continuous unitary representation of the group R on HK. Let B be its anti-self-adjoint
generator. Exploiting Proposition 7.1.9 we see that D(UK)

G = (D
(U)
G )K and that the

restriction of B to this domain equals the restriction of AK on the same domain. Since
D

(U)
G is a core for A and (D

(U)
G )K is a core for B, Propositions 3.1.4, 3.2.5 immediately

give B = AK, concluding the proof.

Similarly we have the following result.

Proposition 7.1.11. Let H be real or quaternionic, U a strongly-continuous unitary
representation of a Lie group G and J a K-structure over H such that Ug ∈ J′ for all
g ∈ G, then J(D

(U)
G ) ⊂ D

(U)
G and Ju(A) ⊂ u(A)J for any A ∈ g and J ∈ J. Moreover

(a) D(UJ)
G = (D

(U)
G )J,

(b) uJ(A) = (u(A))J for all A ∈ g.

Proof. First notice that the identity UgJ = JUg implies J(D
(U)
G ) ⊂ D

(U)
G and Ju(A) ⊂

u(A)J as explained in Proposition 7.1.8. In particular we can consider the operator
u(A)J on HJ. Let us start with the proof of point (a). Suppose first that H is real and
take some u ∈ HJ = H and f ∈ C∞0 (G). Denote by x(f) the Gårding vector defined
through UJ and by x[f ] the one defined for U . If we manage to prove that x(f) = x[f ],
then Remark 7.1.5 concludes the proof. So, by definition we have

(v|u(f)) = <[(v|u(f))J] = <
[∫

G

f(g)(v|(Ug)Ju)J dg

]
=

∫
G

f(g)<[(v|(Ug)Ju)J] dg =

=

∫
G

f(g)(v|Ugu) dg = (v|u[f ]).

(7.11)
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The arbitrariness of v gives u(f) = u[f ] ∈ D(U)
G and the proof is complete. So, suppose

that H is quaternionic. Again we keep the notation u(f) for UJ and w[f ] for U . So,
take x ∈ D(UJ)

G ⊂ HJ and suppose first that x = u(f) for some u ∈ HJ and f ∈ C∞0 (G).
Take any z =

∑
α∈AK

zαiα ∈ H with zα ∈ HJ, then

(z|u(f)) =
∑
α∈AK

iα(zα|u(f))J =
∑
α∈AK

iα

∫
G

f(g)(zα|(Ug)Ju)J dg =

=

∫
G

f(g)
∑
α∈AK

iα(zα|Ugu)J dg =

∫
G

f(g)(z|Ugu) dg = (z|u[f ]).

(7.12)

The arbitrariness of z gives u(f) = u[f ]. Since any vector of D(UJ)
G is a finite sum of

elements of the type u(f) this concludes the proof of D(UJ)
G ⊂ D

(U)
G ∩ HJ = (D

(U)
G )J.

Let us prove the opposite inclusion. So, consider any u ∈ D
(U)
G ∩ HJ and suppose

u =
∑N

h=1 uh[fh] for some uh ∈ H and fh ∈ C∞0 (G). Notice that, even though u ∈ HJ,
the same is not guaranteed to hold for the individual addends uh[fh]. However it surely
holds that uh =

∑
α∈AK

(uh)αiα for some (uh)α ∈ HJ and so

u =
N∑
h=1

uh[fh] =
N∑
h=1

(∑
α∈AK

(uh)αiα

)
[fh] =

N∑
h=1

∑
α∈AK

((uh)α[fh])iα =

=
∑
α∈AK

N∑
h=1

((uh)α[fh])iα =
∑
α∈AK

(
N∑
h=1

(uh)α[fh]

)
iα,

(7.13)

where we exploited Proposition 7.1.3. Since (uh)α ∈ HJ for every α ∈ AK we know
from the first part of the quaternionic Hilbert space case of this proof that (uh)α[fh] =

(uh)α(fh) ∈ D(UJ)
G and so also

∑N
h=1(uh)α[fh] ∈ D(UJ)

G . Bearing in mind that u ∈ HJ, it
must be

∑N
h=1(uh)α[fh] = 0 for α 6= 0 and so u =

∑N
h=1(u0)α[fh] ∈ D(UJ)

G . The proof of
point (b) can be carried out with little effort.

As above we can state the following result.

Corollary 7.1.12. Let H be real or quaternionic Hilbert space with K-structure J and
A an anti-self-adjoint operator such that etA ∈ J′ for all t ∈ R, then JA ⊂ AJ for all
J ∈ J and (etA)J = etAJ for all t ∈ R.

Proof. Let U : t 7→ etA be the strongly-continuous unitary representation of R on H

induced by A. First notice that etAJ = JetA implies JA ⊂ AJ for all J ∈ J as follows
from Proposition 4.2.3. Thus we can consider the operator AJ on HJ which is still
anti-self-adjoint. As stated in Proposition 4.1.2 the map UJ : t 7→ (etA)J is a strongly-
continuous unitary representation of R on HJ and thus it admits a unique anti-self-
adjoint generator B on HJ. Exploiting Proposition 7.1.11 we see that D(UJ)

G = (D
(U)
G )J

and that the restriction of B to this domain equals the restriction of AJ on the same
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domain. Since D(U)
G is a core for A and D(UJ)

G is a core for B, then Propositions 3.1.16
and 3.2.20 gives B = AJ, concluding the proof.

The following result is very important and was proved in the complex setting by
Dixmier-Malliavin [8]. The elements of D(U)

G coincide with the smooth vectors of the
representation.

Theorem 7.1.13 (Dixmier-Malliavin). Let H be a real, complex or quaternionic Hilbert
space and U a strongly-continuous unitary representation over it, then x ∈ D(U)

G if and
only if the map G 3 g 7→ Ugx ∈ H is infinitely differentiable at every point g ∈ G with
respect to the smooth atlas of G.

Proof. If the Hilbert space is complex, the proof of this theorem is part of the content
of the original Dixmier-Malliavin paper [8]. So, suppose that H is real and consider its
complexification HC. As discussed before the statement of this theorem, if we consider
the representation UC, then D

(UC)
G = (D

(U)
G )C. Now, take any x ∈ H. The notion of

differentiability looks only at the norm and R-linearity of the Hilbert space, so it is
easy to see that g 7→ Ugx is smooth if and only if g 7→ (UC)gx⊗ 1 = Ugx⊗ 1 is smooth.
Thanks to the Dixmier-Malliavin theorem for complex Hilbert spaces, this is equivalent
to x⊗1 ∈ D(UC)

G = (D
(U)
G )C which is equivalent to x ∈ D(U)

G (see (3.5)). The quaternionc
case is even easier to prove.

7.2 The Enveloping Algebra and Its Properties

A very useful notion in quantum physical applications is the concept of universal en-
veloping algebra associated with a Lie algebra g. To introduce this notion we observe
that any real unital algebra can be turned into a Lie algebra simply by taking the
natural commutator [a, b] := ab − ba. There exists also an inverse procedure which
allows us to canonically embed a given Lie algebra g into a suitable real unital algebra
E(g) with product ◦ such that [A,B]g identifies with A ◦ B− B ◦ A for any A,B ∈ g.

Let us construct this space. In order to do this, recall the definition of tensor algebra
of a given real linear space V, defined as

T (V) =
∞⊕
n=0

V⊗n.

This space is a real unital algebra where the product is given by ⊗ among the ele-
ments of T (V). The space V naturally embeds into T (V) as a real linear subspace, the
identification being given by the identity function ι : V→ T (V).

This space satisfies the so-called universal property : for every real unital algebra A
and linear map φ : V→ A, there exists a unique homomorphism of real unital algebras
φ̃ : T (V) → A such that φ = φ̃ ◦ ι. The dimension of T (V) is of course not finite, no
matter what the dimension of V is. If {e1, . . . , en} is an algebraic basis for V , then the
set containing 1 and all the possible products ei1 ⊗ · · · ⊗ eik is a basis for T (V ).
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Now, take as V a Lie algebra g. The idea is to "get rid" of the elements

A⊗ B− B⊗ A− [A,B]g ∈ g ⊂ T (g)

through a quotient procedure. Consider the two-sided ideal I(g) of T (g) generated by
these elements, then the following result holds.

Definition 7.2.1. Let g be a Lie algebra. The universal enveloping algebra E(g) of g
is the quotient real unital algebra

E(g) := T (g)/I(g).

whose product is denoted by ◦.

The quotient map πg : T (g) → E(g) is a real unital algebra homomorphism and
πg(1) is the unit of E(g). Define ιg := πg ◦ ι : g → E(g). This is a Lie algebra
homomorphism because

ιg(A) ◦ ιg(B)− ιg(B) ◦ ιg(A) = πg(A) ◦ πg(B)− πg(B) ◦ πg(A) = πg(A⊗ B− B⊗ A) =

= πg([A,B]g) = ιg([A,B]g) if A,B ∈ g.

Even though the enveloping algebra was defined by means of a particular proce-
dure it is a canonical object because of the following universality result which is a
consequence of the universal property of the tensor algebra.

Theorem 7.2.2 (Universal Property). Let A be any real unital algebra and ψ : g→ A
a Lie algebra homomorphism. Then there exists a unique homomorphism of real unital
algebras ψ̃ : E(g)→ A such that ψ = ψ̃ ◦ ιg.

Exploiting this result it is immediate to see that (E(g), ιg) is the only couple of real
unital associative algebra and Lie algebra homomorphism from g to E(g) satisfying this
property, up to isomorphisms.

Let {E1, . . . ,En} be an algebraic basis for g, then the set containing π(1) and all the
products π(Ei1⊗· · ·⊗Eik) spans the quotient E(g) but they are not linearly independent.
In order to get an algebraic basis we invoke the following (see [43]).

Theorem 7.2.3 (Poincaré–Birkhoff–Witt Theorem). Let g be a Lie algebra of dimen-
sion n and {E1, . . . ,En} an algebraic basis of g. An algebraic basis of E(g) is made of
πg(1) and all products

πg(Ei1) ◦ · · · ◦ πg(Eik)

where k ∈ N and im ∈ {1, . . . , n} with the constraints i1 ≤ · · · ≤ ik.

As a corollary, the Lie algebra homomorphism ιg : g → E(g) is injective since,
evidently, the kernel of πg does not contain elements of g \ {0}. Thus g turns out to be
naturally isomorphic to the Lie subalgebra of E(g) given by ιg(g).
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Due to the afore-mentioned canonical isomorphism, we will simply denote πg(1) by
1 and πg(A) by A for any A ∈ g. In particular we can write the generic pure product
as

A1 ◦ · · · ◦ An = πg(A1 ⊗ · · · ⊗ An) (7.14)

for Ai ∈ g and n ≥ 1.
Notice that, as any unital algebra, E(g) comes with a natural commutator [·, ·],

which reduces to the one originally defined on g when restriced to the Lie algebra
itself:

A ◦ B− B ◦ A = [A,B]g (7.15)

for any A,B ∈ g.
The last notion we want to introduct is the idea of a symmetric element of E(g).

Exploiting the universal property of the tensor product on any factor g⊗n ⊂ T (g) with
n ≥ 1 we see that there exists a unique linear map pn : gn⊗ → gn⊗ such that

pn(A1 ⊗ · · · ⊗ An) = (−1)nAn ⊗ · · · ⊗ A1

for any choice of Ai ∈ g. So, if p0 = idR we can define

p :=
∞⊕
n=0

pn : T (g)→ T (g).

Notice that this map is involutive, i.e. pp = idT (g), so that it is a linear space automor-
phism, and also fulfill the crucial property

p(A⊗ B− B⊗ A− [A,B]g) = B⊗ A− A⊗ B− [B,A]g

for any A,B ∈ g which means tha the ideal I(g) is invariant under the action of p. At
this point, thanks to the properties of the quotient, there must exist a unique linear
function

+ : E(g) 3 M 7→ M+ ∈ E(g)

such that π ◦ p = + ◦ π. It is easy to see that this map is an automorphism of E(g).
This map satisfies the following properties, making it a involution on the real algebra
E(g):

(aM + bN)+ = aM+ + bN+, (M ◦ N)+ = N+ ◦M+, M++ = M

for all N,M ∈ E(g) and a, b ∈ R.

Definition 7.2.4. Let g be a Lie algebra, the map E(g) 3 M 7→ M+ ∈ E(g) is called
the involution of E(g). An element M ∈ E(g) is said to be symmetric if M+ = M.

Now, let us go back to Theorem 7.1.8. No matter what the division algebra of the
involved Hilbert space is, let L(D

(U)
G ) be the real unital algebra of real linear operator

from D
(U)
G to itself. The function

u : g 3 A 7→ u(A) ∈ L(D
(U)
G )
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is a Lie-algebra homomorphism. So, thanks to Theorem (7.2.2) there must exist a
unique homomorphism of real unital algebras

ũ : E(g) 3 M 7→ ũ(M) ∈ L(D
(U)
G )

which reduces to u when evaluated on g ⊂ E(g).

Proposition 7.2.5. The map u defined in Theorem 7.1.8 uniquely extends to a real
unital algebra representation ũ of the universal enveloping algebra E(g). In particular
it satisfies ũ(1) = I|

D
(U)
G

and

ũ(A1 ◦ · · · ◦ An) = u(A1) · · ·u(An) (7.16)

for all A1, . . . ,An ∈ g and n ≥ 1. Moreover ũ(M+) ⊂ ũ(M)∗ for any M ∈ E(g). In
particular ũ(M) is symmetric if M is symmetric.

Proof. The last two statements follows immediately from the properties of the Her-
mitean conjugation T ∗ + S∗ ⊂ (T + S)∗ and S∗T ∗ ⊂ (TS)∗ and the fact that u(A) is
anti-symmetric for any A ∈ g.

Remark 7.2.6. Some useful remarks follow.

(a) For the sake of simplicity, if there is no need to specify differently, we will denote
ũ simply by u.

(b) From u(M+) ⊂ u(M)∗ it follows that u(M) is closable, its adjoint being densely
defined.

(c) Referring to Proposition 7.1.9, it is immediate to see that

ũK(M) = ũ(M)K for all M ∈ E(g).

(d) Referring to Proposition 7.1.11, it is immediate to see that Jũ(M) ⊂ ũ(M)J for
any J ∈ J and

ũJ(M) = ũ(M)J for all M ∈ E(g).

Now, let us go back to the representation (7.8). The space of vector fields X(G) is
a real unital algebra of real linear operator from C∞0 (G) to C∞0 (G). The function

X : g 3 A 7→ XA ∈ X(G)

is a Lie algebra homomorphism. Thanks to Theorem (7.2.2) there must exit a unique
homomorphism of real unital associative algebras

X̃ : E(g) 3 M 7→ X̃M ∈ X(G)

which reduces to X when evaluated on g ⊂ E(g).
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There exists a particularly interesting kind of objects within the enveloping algebra
E(g), the so-called elliptic elements. An element L ∈ E(g) is said to be elliptic if
the associated vector field X̃L is an elliptic partial differential operator. Remarkable
examples of elliptic symmetric elements are the Casimir elements, i.e. the ones of the
form

∆ :=
n∑
i=1

Ei ◦ Ei ∈ E(g), (7.17)

where {E1, . . . , En} is any algebraic basis of E(g).
These elliptic objects play an important role in determining if a given operator

u(M) is essentially self-adjoint as the following results explain.

Theorem 7.2.7. Suppose that M ∈ E(g) is symmetric and [M, L] = 0 for some elliptic
and symmetric element L ∈ E(g), then u(M) is essentially self-adjoint. In particular,
for any elliptic and symmetric element L, the operator u(L) is essentially self-adjoint.

Proof. The complex version is a subcase of Theorem 10.2.6 of [35]. So, suppose that H
is real or quaternionic and take its complexification HC together with the representation
UC. If uC is the Lie algebra representation associated with UC and ũC its extension to
E(g), the complex version of this theorem assures that ũC(M) is essentially self-adjoint.
Exploiting Remark 7.2.6, point (c) we derive the essential self-adjointness of ũ(M).

Remark 7.2.8. In particular, Theorem 7.2.7 applies to the Casimir elements as in
(7.17).

7.3 The Nelson Domain of Analytic Vectors

There is another important subspace of H made of good vectors associated with a
strongly-continuous unitary representation U of a Lie group G, even better than D(U)

G .
Let H be a real, complex or quaternionic Hilbert space. A function f : Rn ⊃ U → H

is said to be real analytic at s0 ∈ U if there exists a neighbourhood V ⊂ U of s0 where
the function can be expanded as

f(s) =
∞∑
m=0

∑
|α|=m

(s− s0)αvα for all s ∈ V (7.18)

with suitable vα ∈ H for all α ∈ Nn.

Definition 7.3.1. Let H be a real, complex or quaternionic Hilbert space and G 3
g 7→ Ug ∈ B(H) a strongly-continuous unitary representation on H of the Lie group G.
A vector x ∈ H is said to be analytic for U if the function g 7→ Ugx is real analytic at
every point g ∈ G, referring to the analytic atlas of G. The linear subspace of H made
of these vectors is called the Nelson Domain of the representation and denoted by D(U)

N .

Proposition 7.3.2. Let H be a real or quaternionic Hilbert space and U : G → Ug ∈
B(H) a strongly-continuous unitary representation. Then the following statements hold:
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(a) D(UK)
N = (D

(U)
N )K,

(b) D(UJ)
N = (D

(U)
N )J if J is a K-structure on H such that Ug ∈ J′ for all g ∈ G.

Proof. We prove point (a), the other one being analogous. Suppose that H is real and
take x ∈ (D

(U)
N )K, i.e. u =

∑dK
α=0 uα⊗iα with uα ∈ D(U)

N . Fix any g0 ∈ G then, referring
to any chart ψ around g0 of the analytic atlas we can write

s 7→ Uψ(s)uα =
∞∑
m=0

∑
|γ|=m

(s− s0)kvα,γ,

which implies

(Uψ(s))Ku =

dK∑
α=0

Uψ(s)uα ⊗ iα =

dK∑
α=0

∞∑
m=0

∑
|γ|=m

(s− s0)γvα,γ ⊗ iα =

=

dK∑
α=0

 lim
N→∞

N∑
m=0

∑
|γ|=m

(s− s0)γvα,γ ⊗ iα

 = lim
N→∞

dK∑
α=0

N∑
m=0

∑
|γ|=m

(s− s0)γvα,γ ⊗ iα =

= lim
N→∞

N∑
m=0

∑
|γ|=m

(s− s0)γ
dK∑
α=0

vα,γ ⊗ iα =
∞∑
m=0

∑
|γ|=m

(s− s0)γ

(
dK∑
α=0

vα,γ ⊗ iα

)

which, in turn, gives u ∈ D(UK)
N . On the contrary take any u ∈ D(UK)

N and suppose that
u =

∑dK
α=0 uα ⊗ iα with uα ∈ H, then we have

s 7→ (Uψ(s))Ku =
∞∑
m=0

∑
|γ|=m

(s− s0)γvγ. (7.19)

for suitable vγ ∈ HK which can be written as vγ =
∑dK

α=0 vα,γ ⊗ iα. So,

dK∑
α=0

Uψ(s)uα ⊗ iα = (Uψ(s))Ku =
∞∑
m=0

∑
|γ|=m

(s− s0)γvγ

=
∞∑
m=0

∑
|γ|=m

dK∑
α=0

(s− s0)γvα,γ ⊗ iα = lim
N→∞

N∑
m=0

∑
|γ|=m

dK∑
α=0

(s− s0)γvα,γ ⊗ iα =

= lim
N→∞

dK∑
α=0

 N∑
m=0

∑
|γ|=m

(s− s0)γvα,γ

⊗ iα.
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Now, exploiting (3.4), we notice that a sequence
∑dK

α=0 x
m
α ⊗ iα converges within HK if

and only if xmα converges within H for all α = 0, . . . , dK and

lim
m→∞

dK∑
α=0

xmα ⊗ iα =

dK∑
α=0

(
lim
m→∞

xmα

)
⊗ iα.

Putting all together we see that
∑N

m=0

∑
|γ|=m(s−s0)γvα,γ converges within H for every

α = 0, . . . , dK and

Uψ(s)uα =
∞∑
m=0

∑
|γ|=m

(s− s0)γvα,γ.

for every α = 0, . . . , dK, proving that u ∈ (D
(U)
N )K. If H is quaternionic the proof is

even simpler.

There exists another important definition of analyticity on vectors on a Hilbert
space which refers to a given linear operator.

Definition 7.3.3. Let A : D(A) → H be a linear operator over a real, complex or
quaternionic Hilbert space H. A vector x ∈ ∩n∈ND(An) is said to be analytic for A if
there exists some tx > 0 such that

∞∑
n=0

tnx
n!
‖Anx‖ <∞. (7.20)

The linear subspace of analytic vectors is denoted by A(A).

From the elementary theory of power series we know that if such a tx exists, then
the convergence holds also substituting tx by any z ∈ C such that |z| ≤ tx, obtaining
in this way an absolutely convergent series.

Proposition 7.3.4. Let H be real or quaternionic and A : D(A)→ H a linear operator,
then the following statements hold:

(a) A(AK) = A(A)K,

(b) A(AJ) = A(A)J if J is a K-structure such that JA ⊂ AJ for all J ∈ J.

Proof. This is left to the reader, it being analogous to the several ones carried out so
far.

A really important result due to Nelson is the following.

Proposition 7.3.5. Let A : D(A) → H be a linear operator over a real, complex or
quaternionic Hilbert space. Then the following statements hold:
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(a) if A is anti-self-adjoint and x ∈ A(A) then

etAx =
∞∑
n=0

tn

n!
Anx ∀t ∈ R s.t. |t| ≤ tx;

(b) if A is (anti-)symmetric and D(A) contains a set of analytic vectors whose finite
span is dense in H, then A is essentially (anti-)self-adjoint.

Proof. For the complex case we refer to Theorem 5.47 and Proposition 9.25 [24]. The
real and quaternionic cases can be proved by moving to the complexification space HC,
bearing in mind that the generator of (etA)K is given by AK (Corollary 7.1.10) and
reasoning in the usual way.

Theorem 7.3.6. The following statements hold:

(a) D(U)
N ⊂ D

(U)
G ,

(b) Ug(D
(U)
N ) ⊂ D

(U)
N for all g ∈ G,

(c) D(U)
N is dense in H,

(d) D(U)
N ⊂ A(u(A)) for any A ∈ g,

(e) u(A)(D
(U)
N ) ⊂ D

(U)
N for any A ∈ g.

Proof. Point (a) follows from Theorem 7.1.13 and the fact that any real analitic function
f : U → H is also infinitely differentiable. Point (b) follows from the fact that the
multiplication on G is real analytic with respect to the analytic atlas of G. Point (c)-
(d)-(e) can be derived in the complex case and the proof appears in Section 12.2.11 of
[24] (for the original paper see [28]) In the real and quaternionic cases the proof can
be carried out moving to HC and the representation UC and exploiting the complex
version of this result together with Proposition 7.1.9 and Proposition 7.3.2.

A final remarkable consequence of the properties of Nelson’s technology and our
version of Schur’s lemma is the following proposition.

Proposition 7.3.7. Let H be a real, complex or quaternionic Hilbert space and G 3
g 7→ Ug an irreducible strongly-continuous unitary representation of the connected Lie
group G. Take any M ∈ E(g) and suppose that

(a) [M,A] = 0 for all A ∈ g,

(b) u(M) is essentially self-adjoint,

then u(M) = cI|
D

(U)
G

for some c ∈ R.
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Proof. Take x ∈ D(U)
N and A ∈ g. Thanks to Theorem 7.3.6 it holds that x ∈ D(U)

G and
x is analytic for u(A) (hence also for u(A)). Exploiting Proposition 7.3.5, we have that
there exists tA,x > 0 such that

Uexp(tA)x = etu(A)x =
∞∑
n=0

tn

n!
u(A)nx, |t| ≤ tA,x .

Moreover D(U)
N is invariant under the action of u, hence u(M)x ∈ D

(U)
N . Then there

exits tA,u(M)x > 0 such that

Uexp(tA)u(M)x = etu(A)u(M)x =
∞∑
n=0

tn

n!
u(A)nu(M)x, |t| ≤ tA,u(M)x .

Now take a positive real tx < min{tA,x, tA,u(M)x}. Using [u(M), u(A)] = 0 we have

Uexp(tA)u(M)x =
∞∑
n=0

tn

n!
u(M)u(A)nx, |t| ≤ tx .

Since u(M) is closable, it follows directly from the equations above and the invariance
of D(U)

G under the action of U that

Uexp(tA)u(M)x =
∞∑
n=0

tn

n!
u(M)u(A)nx = u(M)Uexp(tA)x

for every |t| ≤ tx. Actually this equality holds for every t ∈ R. Indeed define Z :=

{z > 0 | u(M)Uexp(tA)x = Uexp(tA)u(M)x, |t| ≤ z} and define t0 := supZ. Suppose that
t0 <∞, then it is easy to see that the closability of u(M) ensures that u(M)Uexp(t0A)x =

Uexp(t0A)u(M)x, hence t0 ∈ Z. We know that y := Uexp(t0A)x ∈ D(U)
N , so we can repeat

the above reasoning finding a real ty > 0 such that u(M)Uexp(tA)y = Uexp(tA)u(M)y for
every |t| ≤ ty. Noticing that exp((t + t0)A) = exp(tA) exp(t0A), it straightforwardly
follows that u(M)Uexp(t+t0)Ax = Uexp(t+t0)Au(M)x for |t| ≤ ty, hence t0 + ty ∈ Z, which
is in contradiction with the definition of t0. This proves that t0 = ∞. As is well
known from the elementary theory of Lie group theory, since the G is connected, every
element is the product of a finite number of elements belonging to one parameter
subgroups generated by the elements of g, so that we have actually demonstrated
that u(M)Ug = Ugu(M) on D(U)

N for every g ∈ G. This identity implies Ugu(M)|
D

(U)
N

=

u(M)|
D

(U)
N
Ug on the natural domains thanks to the invariance of the Nelson space under

the action of the group representation. In our hypotheses u(M)|
D

(U)
N

is the restriction
of a closable operator and thus it is closable as well and so Proposition 2.2.58 gives
Ugu(M)|

D
(U)
N

= u(M)|
D

(U)
N
Ug for every g. Using Proposition 4.3.4, the irreducibility of U

gives D(u(M)|
D

(U)
N

) = H and u(M)|
D

(U)
N
∈ B(H), more precisely u(M)|

D
(U)
N

= aI+ bL for
some a, b ∈ R, where L = iI if H is complex, and L is a generic imaginary operator if
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H is real or quaternionic. Since u(M)|
D

(U)
N
⊂ u(M), the maximality of the domain gives

u(M)|
D

(U)
N

= u(M). As the latter is self-adjoint, it follows that b = 0 and u(M) = aI

with a ∈ R ending the proof.
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Chapter 8

Lorentz and Poincaré groups

In this short chapter we give a basic description of the Lorentz and Poincaré groups.

8.1 The Lorentz and Poincaré Groups

Consider the four dimensional Euclidean space R4 and define the metric tensor

η =


−1 0 0 0
0 +1 0 0
0 0 +1 0
0 0 0 +1

 (8.1)

which satisfies ηη = I. Equip R4 with the following pseudo-scalar inner product:

x · y = xtηy =
3∑

µ=0

3∑
ν=0

xµηµνy
ν = −x0y0 + x · y. (8.2)

The setting of special relativity is Minkowski spacetime, a four-dimensional affine
space M4. Fixing an affine frame (O, (e0, e1, e2, e3)), we obtain cartesian coordinate
representation

φ : M4 3 p 7→ (x0,x) ∈ R4.

Similarly, another affine frame (O′, (e′0, e
′
1, e
′
2, e
′
3)) gives rise to a different cartesian

coordinate representation

φ′ : M4 3 p 7→ (x′0,x
′) ∈ R4.

The composition φ′ ◦ φ−1 : R4 → R4 is an invertible affine transformation, that is

φ′ ◦ φ−1 : R4 3 x 7→ Λx+ a ∈ R4 (8.3)

for some Λ ∈ GL(4,R) and a ∈ R4. The transformation can be represented by the
couple (Λ, a).
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Sticking to the affine frames on M4 which represents physical inertial reference
frames and supposing for the moment that O = O′, the principles of special relativity
requires the transformations of coordinates to only those that preserve the pseudo-
scalar product (8.2). i.e. those matrices Λ ∈ G(4,R) such that

(Λx) · (Λy) = x · y

for any choice of x, y ∈ R4. In order to find a vectorless equivalent definition, take any
x, y ∈ R4 and Λ as above, then

xtηy = x · y = (Λx) · (Λy) = xtΛtηΛy.

Since x, y are arbitrary we immediately get the following (equivalent) matrix condition

ΛtηΛ = η. (8.4)

Using the notation Λ = (Λα
β) we have ηαβ = (Λt)αµ ηµν Λν

β = Λµ
α ηµν Λν

β and so

ηαβ = ηµνΛ
µ
αΛν

β, (8.5)

which is an equivalent restatement of expression (8.4).

Proposition 8.1.1. The set of matrices fulfilling (8.4) has the following properties:

(a) defines a closed subgroup of GL(4,R), in particular it is a matrix Lie group;

(b) it is closed under transposition;

(c) its elements satisfy det Λ = ±1 and (Λ0
0)2 ≥ 1.

It is denoted by L and called the Lorentz group.

The sign of det Λ and Λ0
0 distinguish between four disjoint subsets of L.

L↑+ := {Λ ∈ L | det Λ = +1, Λ0
0 ≥ +1}

L↓+ := {Λ ∈ L | det Λ = +1, Λ0
0 ≤ −1}

L↑− := {Λ ∈ L | det Λ = −1, Λ0
0 ≥ +1}

L↓− := {Λ ∈ L | det Λ = −1, Λ0
0 ≤ −1}

(8.6)

which corresponds to the four connected components of L. These subsets are not totally
independent from each other, for they are connected by the so called time and parity
inversion elements of L.

(i) Time inversion: x′0 = −x0

T =


−1 0 0 0
0 +1 0 0
0 0 +1 0
0 0 0 +1

 = η. (8.7)
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(ii) Parity inversion: x′ = −x

P =


+1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 = −η. (8.8)

It can be proved that

L↓+ = TL↑+, L↑− = PL↑+, L↓− = PTL↑+.

Remark 8.1.2. The elements of L↑+ satify the following properties:

(a) they preserve the direction of time: time flows in the same direction in any two
reference frames

∂x′0
∂x0

≥ 0,

which is achieved by requiring Λ0
0 ≥ 0;

(b) they preserve the orientation of space: this is achieved by requiring det Λ > 0.

We are interested in the component L↑+, which, besides all, is the only one giving
rise to a group, the other three of them not even containing the identity element.

Proposition 8.1.3. The subset L↑+ is closed under tranposition and is a both open
and closed subgroup of L, in particular it is a matrix Lie group. It is called the proper
orthochronus Lorentz group.

Now, dropping the condition O = O′, the most general affine transformations be-
tween arbitrary inertial reference frames is given by

L × R4 3 (Λ, a) : R4 3 x 7→ Λx+ a ∈ R4

for some a ∈ R4. The set of these transformations gives rise to a group with respect
to the composition of functions. Let us see this. Take any x ∈ R4, then

(Λ′, a′)(Λ, a)x = (Λ′, a′)(Λx+ a) = Λ′Λx+ (Λ′a+ a′) = (ΛΛ′,Λ′a+ a′)x

which implies (Λ′, a′)(Λ, a) = (Λ′Λ,Λ′a+ a′) ∈ L × R4. Clearly

(I, 0)(Λ, a) = (Λ, a)(I, 0) = (Λ, a)

and so (I, 0) acts as the identity element on L × R4. Finally, notice that

(Λ−1,−Λ−1a)(Λ, a) = (Λ−1Λ,Λ−1a− Λ−1a) = (I, 0)

and similarly (Λ, a)(Λ−1,−Λ−1a) = (I, 0). This shows that (Λ, a)−1 = (Λ−1,−Λ−1a).
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We can reinterpret this group as a matrix group which is more convenient for
calculation purposes. Embedding R4 within R5 by means of the function a 7→ (a, 1), it
is easy to see that the transformation x 7→ Λx+ a can be restated in matrix form as

x′0

x′1

x′2

x′3

1

 =

 Λ
a0

a1

a2

a3

0 0 0 0 1



x0

x1

x2

x3

1

 . (8.9)

We maintain the notation (Λ, a) to denote the matrix (8.9).

Proposition 8.1.4. The set of matrices of the form (8.9) is a closed subgroup of
GL(5,R), in particular it is a matrix Lie group. It is denoted by P and called the
Poincaré group.

Exploiting the definitions (8.6) we have the following corresponding subsets

P↑↓±1 := {(Λ, a) ∈ P | Λ ∈ L↑↓±1}, (8.10)

which, again, correspond to the four connected components of P .
Again, we are interested in the special case of transformations (Λ, a) with Λ pre-

serving the direction of time and the orientation of space.

Proposition 8.1.5. The subset P↑+ forms a both closed and open subgroup of P, in
particular it is a matrix Lie group. It is called the proper orthochronus Poincaré group.

8.2 The Lorentz and Poincaré Lie Algebras

In this section we aim to analyse the Lie algebras of the Lorentz and Poincaré groups.
Remember that the Lie algebra of any matrix Lie group G ⊂ GL(n,R) is given by the
linear space

g := {A ∈M(n,R) | etA ∈ G ∀t ∈ R}.

Consider the Lorentz group first. First notice that the Lie algebras of L and L↑+
are equal to each other, this follows from the fact that the latter is an open subgroup
of the former.

So, a matrix X ∈M(4,R) belongs to the Lie algebra of L if and only if (esX)tηesX =
η for all s ∈ R. Using ηη = I this is equivalent to e−sX = ηesX

t
η = esηX

tη which, in
turn, is equivalent to ηX tη = −X.

Proposition 8.2.1. The Lie algebra of L is given by

l = {X ∈M(4,R) | ηX tη = −X} (8.11)

and coincides with the Lie algebra of L↑+.
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Given this, we can study the Lie algebra p of the Poincaré group P . First of all
notice that, as in the case of the Lorentz group, it coincides with the Lie algebra of
P↑+.

So, consider any X ∈ p, i.e. a matrix X ∈ M(5,R) such that esX ∈ P for every
s ∈ R. Using the matrix form of (Λ, a) it is easy to see that

X =
d

ds

∣∣∣∣
0

esX =

[
Y y
0 0

]
hence Xn =

[
Y n Y n−1y
0 0

]
(8.12)

for some Y ∈M(4,R) and y ∈ R4. This implies that

esX =
∞∑
n=0

sn

n!
Xn =

[
esY z
0 1

]
for some z ∈ R4. In order for this matrix to belong to P it is necessary that esY ∈ L for
every s ∈ R, which implies Y ∈ l. On the contrary, if Y ∈ l and y ∈ R4 then etX ∈ p if
X ∈M(5,R) is defined as in (8.12). Concluding we have the following result.

Proposition 8.2.2. The Lie algebra of P is given by

p =

{[
Y y

0 0

]
∈M(5,R)

∣∣∣∣ Y ∈ l, y ∈ R4

}
(8.13)

and coincides with the Lie algebra of P↑+.

Next step consists in defining the standard basis of p, by finding the generators of
the infinitesimal principal Poincaré transformations. In what follows let eν ∈ R4 be
the standard basis vector in the ν-th direction.

(i) The spacetime displacement along the ν-th axis is given by the one-parameter
subgroup

R 3 s 7→ Tν(s) =

[
I seν
0 1

]
∈ P↑+. (8.14)

The generator associated with this subgroup is

Pµ :=
d

ds

∣∣∣∣
0

Tν(s) =

[
0 eν
0 0

]
∈ p. (8.15)

(ii) The counterclockwise space rotation about the i-th axis is given by the one-
parameter subgroup

R 3 θ 7→ Ri(θ) =

[
R(θ, ei) 0

0 1

]
∈ P↑+, (8.16)
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where the matrices R(θ, ei) ∈ L↑+ are given by

R(θ, e1) =


1 0 0 0
0 1 0 0
0 0 cos θ − sin θ
0 0 sin θ cos θ

 R(θ, e2) =


1 0 0 0
0 cos θ 0 sin θ
0 0 1 0
0 − sin θ 0 cos θ



R(θ, e2) =


1 0 0 0
0 cos θ − sin θ 0
0 sin θ cos θ 0
0 0 0 1

 .

(8.17)

The generators associated with these subgroups are

L3 :=
d

dθ

∣∣∣∣
0

R3(θ) =


0 0 0 0 0
0 0 −1 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 0 0

 L2 :=
d

dθ

∣∣∣∣
0

R2(θ) =


0 0 0 0 0
0 0 0 1 0
0 0 0 0 0
0 −1 0 0 0
0 0 0 0 0



L1 :=
d

dθ

∣∣∣∣
0

R1(θ) =


0 0 0 0 0
0 0 0 0 0
0 0 0 −1 0
0 0 1 0 0
0 0 0 0 0

 .

(8.18)

(iii) The boost along the i-th axis is given by the one-parameter subgroup

R 3 z 7→ Bi(z) =

[
B(z, ei) 0

0 1

]
, (8.19)

where the matrices B(z, ei) ∈ L↑+ are given by

B(z, e1) =


cosh z − sinh z 0 0
− sinh z cosh z 0 0

0 0 1 0
0 0 0 1

 B(z, e2) =


cosh z 0 − sinh z 0

0 1 0 0
− sinh z 0 cosh z 0

0 0 0 1



B(z, e3) =


cosh z 0 0 − sinh z

0 1 0 0
0 0 1 0

− sinh z 0 0 cosh z

 .

(8.20)



8.3. The (Special) Orthogonal Subgroup 163

The generators associated with these subgroups are

K1 :=
d

dz

∣∣∣∣
0

B1(z) =


0 −1 0 0 0
−1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

 K2 :=
d

dz

∣∣∣∣
0

B2(z) =


0 0 −1 0 0
0 0 0 0 0
0 0 0 0 0
−1 0 0 0 0
0 0 0 0 0



K3 :=
d

dz

∣∣∣∣
0

B3(z) =


0 0 0 −1 0
0 0 0 0 0
0 0 0 0 0
−1 0 0 0 0
0 0 0 0 0

 .

(8.21)

Remark 8.2.3. Notice that the generators Li and Ki of g for i = 1, 2, 3 corresponds
to analogous generators of l. Simply, we have to forget the 4-th dimension of the
corresponding matrices. With a little abuse of language we will use the same notation
for them when interpreted on the different spaces.

These generators are clearly linearly independent, more precisely:

Proposition 8.2.4. The Lie algebra p is ten-dimensional and the generators Pµ, Li,Ki
form a basis. In particular the generators Ji,Ki form a basis of the Lie algebra l which
is six-dimensional. In both cases we refer to them as the elements of the canonical
covariant basis.

The elements of the canonical covariant basis satisfy the following commutation
relations:

[Pµ,Pν ] = [Ji,P0] = 0

[Li, Lj] =
3∑

k=1

εijkLk, [Li,Pj] =
3∑

k=1

εijkPk, [Li,Kj] = εijkKk

[Ki,Kj] = −
3∑

k=1

εijkLk

[Ki,P0] = −Pi [Ki,Pj] = −δijP0

(8.22)

where µ, ν = 0, . . . , 3 and i, j = 1, . . . , 3.

8.3 The (Special) Orthogonal Subgroup

The Lorentz group is defined as the set of the linear transformations over R4 which
preserves the inner product (8.2). A special case is given by the transformations which
act trivially on the time-component, i.e. Λ0

α = Λα
0 = δα0 for any α = 0, 1, 2, 3.
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Of course the subset of these matrices is closed under composition and the inverse
operations and it is easy to see that they are in 1-1 correspondence with the matrices
on R3 which preserves the canonical scalar product

Rx ·Ry = x · y. (8.23)

Reasoning as in the case of the whole Lorentz group, it can be proved that these are
exactly the matrices on R3 such that

RtR = I. (8.24)

We can state the following result

Proposition 8.3.1. The set of matrices fulfilling (8.23) has the following properties:

(a) defines a closed subgroup of GL(3,R), in particular it is a matrix Lie group;

(b) it is closed under transposition, more precisely R−1 = Rt;

(c) its elements satisfy detR = ±1.

It is called the orthogonal group and denoted by O(3).

An important role is played by the subset of the matrices with positive determinant,
usually denoted by SO(3). These are the transformations on R3 that preserves the
scalar product and the orientation of the space. Again, the following result can be
proved.

Proposition 8.3.2. The subset SO(3) is a both open and closed subgroup of O(3), in
particular it is a matrix Lie group. It is called the special orthogonal group.

These two groups embed naturally within L and L↑+, respectively, by means of

O(3) 3 R 7→
[
R 0
0 1

]
∈ L, (8.25)

this map being injective and continuous. In particular the matrices defined in (8.18)
fall within this case.

Remark 8.3.3. The elements of SO(3) correspond to the rotations of the Euclidean
space.

Notice that the Lie algebra of SO(3) and O(3) are equal to each other, the former
being a open subgroup of the latter. Let us determine its form. A matrix A belongs
to o(3) if and only if esA ∈ O(3) for every s ∈ R. Exploiting the definition of SO(3),
this is equivalent to

e−sA = (esA)−1 = (esA)t = esA
t

which is equivalent to At = −A.
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Notice that any matrix of this kind can be expressed as a linear combinations of
the matrices (8.18), when understood as matrices on R3 (just forget the 0-th and 4-
th dimension). With a litte abuse of language we will use the same notation when
referring to these matrices on the different spaces. In conclusion we have the following
result.

Proposition 8.3.4. The Lie algebra of O(3) is given by

o(3) = {A ∈M(3,R) | At = −A} (8.26)

and coincides with the Lie algebra so(3) of SO(3). Moreover it is three-dimensional
and a basis is given by the generators Li.

8.4 The Double Covering of the Lorentz and Poincaré groups

Even though the Poincaré group is the actual group of space-time symmetries (if one
does not include gravitational effects), during the development of quantum mechanics
it turned out that it does not suffice to fully describe elementary physical systems. In
fact, in order to encompass particles with half-integer spin a more general group is
required, which essentially consists in substituting the rotation subgroup SO(3) with
its double covering SU(2). Let us see this in detail.

Definition 8.4.1. The unitary group U(2) is the group of matrices U ∈M(2,C) such
that U∗U = I. It has the following properties:

(a) it defines a closed subgroup of GL(2,C), in particular it is a matrix Lie group;

(b) it is closed under the Hermitean adjoint operation, more precisely U∗ = U−1;

(c) its element satisfy detU ∈ S1.

Again, specializing to the matrices with unit determinant we get another group,
denoted by SU(2).

Proposition 8.4.2. The subset SU(2) is a closed subgroup of U(2), in particular it is
a matrix Lie group. It is called the special unitary group.

Attention: In this case, SU(2) is not an open subset of U(2) in that it is not the
inverse image of an open subset. Differentely from the O(3) case, the image of the
determinant function on U(2) ranges over the whole circle S1 ⊂ C. Thus every open
neighbourhood of 1 ∈ C contains the image throught the continuous function det of at
least one element of U(2) \ SU(2).

So, let us determine the expression of their Lie algebras.
An element X ∈M(2,C) belongs to the Lie algebra of U(2) if and only if

e−sX = (esX)−1 = (esX)∗ = esX
∗
, (8.27)
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which is equivalent to X∗ = −X. Consider the matrices of M(2,C) defined by

S0 = − i
2

(
1 0
0 1

)
S1 = − i

2

(
0 1
1 0

)
S2 = − i

2

(
0 −i
i 0

)
S3 = − i

2

(
1 0
0 −1

)
.

(8.28)

Clearly, these elements belong to the Lie algebra of U(2). Moreover they are (real-
)linearly independent, more precisely they provide a basis of the Lie algebra of U(2),
i.e. every element can be written as a real-linear combination of these matrices.

The Lie algebra of SU(2) can be derived similarly. In addition to condition (8.27)
we impose also

1 = det esX = estrX ,

which provides the further condition trX = 0. It follows easily that a basis for the
Lie algebra of SU(2) is provided by the matrices Si with i = 1, 2, 3. These are the
well-known Pauli matrices.

Proposition 8.4.3. The Lie algebra of U(2) is given by

u(2) = {X ∈M(2,C) |X∗ = −X}. (8.29)

It is four-dimensional and a basis is given by the matrices Sµ with µ = 0, 1, 2, 3.
The Lie algebra of SU(2) is given by

su(2) = {X ∈M(2,C) |X∗ = −X, trX = 0}. (8.30)

It is three-dimensional and a basis os given by the matrices Si, with i = 1, 2, 3.

The three matrices Si satisfy the well-known commutation relations

[Si, Sj] =
3∑

k=1

εijkSk i, j = 1, 2, 3. (8.31)

Comparing the Lie algebras of SO(3) and SU(2), together with the commutation
relations of their generators Li and Si, it is evident that the function

ψ : su(2) 3
3∑
i=1

ciSi 7→
3∑
i=1

ciLi ∈ so(3). (8.32)

is an isomorphism of Lie algebras. Exponentiating this map a surjective homomorphism
of groups between SU(2) and SO(3) can be realised, the well-known double covering
map, let us see this.
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Since su(2) is a three-dimensional linear space generated by the matrices Si, the
function

ω : R3 3 x 7→
3∑
i=1

xiSi ∈ su(2) (8.33)

is a real-linear isomorphism. Moreover, notice that for any fixed U ∈ SU(2), the
function

su(2) 3 X 7→ UXU∗ ∈ su(2) (8.34)

is a well-defined real-linear isomorphism. At this point the following result can be
proved.

Theorem 8.4.4. There exists a surjective homomorphism Ψ : SU(2) → SO(3) such
that for all U ∈ SU(2) the following diagram commutes

R3 su(2)

R3 su(2)

ω

Ψ(U) U ·U∗

ω

(8.35)

Moreover N(Ψ) = {±I} and Ψ(eX) = eψ(X) for all X ∈ su(2) where ψ is defined in
(8.32). This is called the double covering of SO(3).

Remark 8.4.5. The term double is appropriate. Indeed the condition N(Ψ) = {±I}
can be interpreted, roughly speaking, as SU(2) consisting in two copies of SO(3).

A similar result holds for the Lorentz and Poincaré groups which follows from
the fact that both L↑+ and P↑+ includes SO(3) as Lie subgroup. Exploiting the above
homomorphism we are able to define a double covering also for the Lorentz and Poincaré
groups. We need to introduce another important matrix Lie group

Definition 8.4.6. The special linear group SL(2,C) is the group of matrices A ∈
M(2,C) such that detA = 1. It satisfies the following properties:

(a) it defines a closed subgroup of GL(2,C) and so it defines a matrix Lie group;

(b) it is closed under the Hermitean adjoint operation;

(c) it contains SU(2) as a subgroup .

Let us discuss the form of its Lie algebra. A matrix X ∈ M(2,C) belongs to the
Lie algebra of SL(2,C) if and only if

1 = det esX = es trX for all s ∈ R,

thus if and only if trX = 0. Consider the matrices of M(2,C) defined by Ni := −iSi
for i = 1, 2, 3:

N1 := −1

2

(
0 1
1 0

)
N2 := −1

2

(
0 −i
i 0

)
N3 := −1

2

(
1 0
0 −1

)
. (8.36)
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These elements, together with the matrices Si belong to the Lie algebra of SL(2,C)
and, evidently, are (real-)linearly independent. More precisely it can be proved that
every element of this Lie algebra can be written as a real combination of these matrices,
i.e. they provide a basis of the Lie algebra of SL(2,C).

Proposition 8.4.7. The Lie algebra of SL(2,C) is given by

sl(2,C) = {X ∈M(2,C) | trX = 0}. (8.37)

It is six-dimensional and it is generated by the matrices Si,Ni for i = 1, 2, 3.

By direct inspection the following commutation relations can be proved to fulfill

[Si,Nj] =
3∑

k=1

εijkNk, [Ni,Nj] = −
3∑

k=1

εijkSk. (8.38)

Comparing the Lie algebra structures of su(2,C) and l, it is immediate to see that
the function

φ : sl(2,C) 3
3∑
i=1

ciSi +
3∑
i=1

diNi 7→
3∑
i=1

ciLi +
3∑
i=1

diKi ∈ l (8.39)

is an isomorphism of Lie algebras. As we did in the case of SU(2) and SO(2) this map
can be exponentiated providing a surjective homomorphism between SL(2,C) and L↑+,
the double covering map of SL(2,C).

Consider the Lie algebra u(2). It is a four-dimensional real-linear space, generated
by the matrices Sµ, µ = 0, 1, 2, 3. Thus the function

Ω : R4 3 x 7→
3∑

µ=0

xµSµ ∈ u(2) (8.40)

is a real-linear isomorphism. Moreover, notice that for any fixed A ∈ SL(2,C), the
function

u(2) 3 X 7→ AXA∗ ∈ u(2) (8.41)

is a well-defined real-linear isomorphism. At this point the following result can be
proved

Theorem 8.4.8. There exists a surjective homomorphism Φ : SL(2,C) → L↑+ such
that for all A ∈ SL(2,C) the following diagram commutes

R4 u(2)

R4 u(2)

Ω

Φ(A) A·A∗

Ω

(8.42)
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Moreover N(Φ) = {±I} and Φ(eX) = eφ(X) for all X ∈ sl(2,C), where φ is defined in
(8.39). This is called the double covering of L↑+.

Remark 8.4.9. Consider A ∈ SL(2,C) and a ∈ R4. Exploiting the isomorphism
(8.40) and the properties of the maps Ω and Φ, then the Poincaré action of (Φ(A), a)

on R4:
R4 3 x 7→ Φ(A)x+ a ∈ R4 (8.43)

is equivalent to the action of (Φ(A),Ω(a)) on u(2):

u(2) 3 X 7→ AXA∗ + Ω(a). (8.44)

At this point everything can be extended to the Poincaré group P↑+. Consider the
set of couples

(A, a) ∈ SL(2,C)× R4

and equip it with the product

(A′, a′)(A, a) = (A′A,Φ(A′)a+ a′). (8.45)

This is a group, with inverse and identity elements given respectively by

(A, a)−1 = (A−1,−Φ(A)−1a) and (I, 0). (8.46)

Theorem 8.4.10. The set SL(2,C) × R4 equipped with the product (8.45) is a Lie
group, denoted by SL(2,C) oR4, or P̃↑+.

As happens for L↑+ and P↑+ the Lie algebra of SL(2,C)oR4 turns out to be generated
by the generators of sl(2,C) plus the generators of R4. More precisely:

Proposition 8.4.11. The Lie algebra of SL(2,C) o R4 is ten-dimensional and is
isomorphic to p.

Again, exponentiation this isomorphism we get a double covering of the correspond-
ing Lie groups, which acts trivially as follows

Theorem 8.4.12. The map Φ̃ : SL(2,C)oR4 → P↑+ defined for all (A, a) ∈ SL(2,C)o
R4 by

Φ̃((A, a)) := (Φ(A), a) (8.47)

is a surjective homomorphism with kernel N(Φ̃) = {±I}. This is called the double
covering of P↑+.

The existence of these double-covering maps is of great importance because of the
following proposition.

Proposition 8.4.13. The following statements hold:

(a) The Lie groups SO(3), L↑+ and P↑+ are not simply connected;
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(b) The Lie groups SU(2), SL(2,C) and SL(2,C) oR4 are simply connected.

This becomes useful when dealing with projective unitary representations G 3 g 7→
Ug ∈ B(H) on Hilbert spaces (see Definition 2.2.31). The simple connection of the
Lie group plays a fundamental role in the process of removing the multipliers of U .
Thus, in case G is not simply connected, a chance is given by composing the projective
representation with the double covering map and work on the covering group.
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Chapter 9

Elementary Relativistic Systems

9.1 General Formalism

In Chapter 5 we saw how any elementary physical system is described in terms of
its lattice of elementary observables. Thanks to the results of Piron and Solèr we
saw that (under suitable technical hypotheses) any one of these lattices turns out to
be isomorphic to the lattice of the orthogonal projectors of some real, complex or
quaterinionic Hilbert space H.

Despite its power, this approach is still debated and not fully accepted by the
community, for it relies on some assumptions which are quite strong and difficult to
justify on a purely physical point of view (see for example the axiom of covering law
or the ad hoc hypotheses of Solèr Theorem). Nevertheless it gives a deep insight on
the weird and elusive nature of the quantum world.

Even though several assumptions may seem to be deliberately taken, the pillars of
the theory which are the result of decades of both mathematical and physical analysis,
are pretty solid. For example, for evey physical system we accept the existence of
a complete orthocomplented lattice L describing its set of elementary observables,
together with its logic interpretation given in Chapter 5. In particular, given any
property P ∈ L, we require that the subset LP describes the lattice of the system once
the property P has been measured, found positive and kept true (see Section 5.1). As
stated in Proposition 5.2.13, this is equivalent to requiring the orthomodularity of the
lattice L. Finally, in full generality, states will be considered as σ-probability measures
over L.

Moreover, we relieve this structure of the duty of carrying the entire information
about the system, leaving open the possibility that other mathematical structures are
needed to fully characterise the system.

So, the theses of the Piron and Solèr theorems may be seen just as a hint on the
nature of the lattice of elementary propositions. Fixing a real, complex or quaternionic
Hilbert space H, the requirements listed so far are fulfilled by the projector lattice of
any von Neumann algebra over H, as guaranteed by Proposition 6.3.3. As shown in the
same result, this lattice is not generally capable of describing the entire von Neumann
which we may suppose to be associated with the system as well. This is in line with
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the assumption that the lattice is not necessarily able to fully characterise the system.
Coherently with this and the interpretations of Chapter 5 we give the following:

Assumption 9.1.1 (Observables algebra and states). With every physical system a
von Neumann algebra M over an infinite-dimensional separable real, complex or quater-
nionic Hilbert space H is associated. Moreover

(a) the observables - i.e. the measurable quantities - of the system are in one-to-one
correspondence with the self-adjoint operators on H whose PVM belongs M;

(b) for any observable A the possible outcomes - i.e. the values that A may attain when
measured - are in one-to-one correspondence with the elements of the spectrum
σ(A);

(c) the quantum propositions (or properties, statements, . . . ) of the system - i.e. the
questions that may be asked about it - are in one-to-one correspondence with the
elements of LM(H);

(d) the states of the system are in one-to-one correspondence with the σ-probability
measures µ over LM(H).

The set of the self-adjoint elements of M will be denoted by Mh and the set of its states
by S.

Assumption 9.1.2 (Lüders-von Neumann post measurement axiom). If the measure-
ment of the property P ∈ LM(H) on the state µ ∈ S has a positive outcome, then the
state immediately after the measurement is given by

µP (·) :=
µ(P · P )

µ(P )
.

Assumption 9.1.3 (Compatible propositions). Two observables that can be measured
simultaneously are said to be compatible and are represented by strongly-commuting
self-adjoint operators. In particular, the properties belonging to LM(H) ∩ LM(H)′ are
called the classical properties of the system.

Remark 9.1.4. We will sometimes refer to the von Neumann algebraM as the physical
system itself.

These assumptions require some clarifications. Given a physical system, the von
Neumann algebra and its relative properties are defined regardless the chosen reference
frame. When dealing with different reference frames the only difference will concern
the physical interpretation or meaning of the elements of M,Mh,LM(H) and S. More
precisely we assume that Mh contains all the (bounded) observables for the system,
LM(H) all the elementary observables of the system and S all the states of the system,
but the physical meaning of all of them depends on the chosen reference frame. For
example, if the operator P denotes the elementary observable "the momentum of the
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system falls within [a, b]" with respect to a given reference frame, from the point of
view of another frame the same property may be interpreted as "the momentum of the
system falls within [a+ δ, b+ δ]".

Regardless the various interpretations, the general structure must be the same and
this will concern the entire structure, not only the lattice of elementary observables.
So, suppose I and I ′ are two reference frames connected by a Poincaré transformation
g, then there must exist some bijective function hg : M → M which sends bijectively
observables to observables, elementary observables to elementary observables and such
that the correspondence µ→ µ(hg(·)) sends bijectively states to states.

The best way to do this is by requiring the map hg to be linear (or anti-linear in the
complex case), to preserves the Hermitean adjoint and the product between operators.
In general we can define:

Definition 9.1.5. A weak symmetry of the system is a C∗-algebra automorphism (or
possibly anti-automorphism in the complex case) h : M→M.

Such a symmetry reduces to an automorphism of lattices when restricted to LM(H),
in this way being in line with the vision of quantum logic.

Proposition 9.1.6. If h is a weak symmetry for the system, then its restriction to
LM(H) is an automorphism of complete orthocomplemented lattices.

Proof. For the sake of simplicity we will omit the subscript g from hg in this proof.
First notice that if P ∈ LM(H) then h(P ) ∈ LM(H). Indeed h(P )∗ = h(P ∗) = h(P ) and
h(P )h(P ) = h(PP ) = h(P ). Now, suppose P ≤ Q, which is equivalent to PQ = P .
Thus h(P ) = h(PQ) = h(P )h(Q), which, in turns, is equivalent to h(P ) ≤ h(Q). Now
we have h(P⊥) = h(I − P ) = h(I) − h(P ) = I − h(P ) = h(P )⊥. All the calculation
carried out so far holds also for the inverse map h−1. It remains to prove that h preserves
the join and the meet of any subset of elements of LM(H). So, take (Pi)i∈I ⊂ LM(H),
then of course h(∧i∈IPi) ≤ h(Pj) for any j ∈ I. Suppose there exists some R ∈ LM(H)

such that R ≤ h(Pj) for any j ∈ I, then applying h−1 to both the inequalities we get
h−1(R) ≤ Pj for any j ∈ I, i.e. h−1(R) ≤ ∧i∈IPi. Finally, applying h to both sides we
get R ≤ h(∧i∈IPi). By the definition of infimum we see that ∧i∈Ih(Pi) = h(∧i∈APi).
The De Morgan laws conclude the proof.

Given a physical system M, the objects LM(H) and LM(H)′′ carry the same physical
information, in that each one of them can be derived (uniquely) from the other as
follows from Proposition 6.3.3, point (g). Thus it is natural to suppose that two given
symmetries coincide on LM(H) if and only if they coincide on LM(H)′′. Since LM(H)′′

equals the (weak-) strong-closure of the unital ∗-algebra generated by the elements
of LM(H), such a condition can be achieved by assuming that the symmetry h is
continuous with respect to the (weak) strong topology of M.

Definition 9.1.7. A strongly-continuous weak symmetry is called a symmetry. Their
set is denoted by Sym(M).
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Proposition 9.1.8. Let h, h′ ∈ Sym(M) be of the same type (both linear or both anti-
linear) and such that h(P ) = h′(P ) for all P ∈ LM(H), then they coincide on the von
Neumann algebra LM(H)′′.

Proof. Consider the von Neumann algebra LM(H)′′ ⊂ M and the unital ∗-algebra
〈LM(H)〉 generated by the orthogonal projectors of M, i.e. the algebra containing the
linear combinations and products of elements of LM(H). Proposition 6.1.14 assures
that LM(H)′′ = 〈LM(H)〉

s
. Thus, if h, h′ are strongly-continuous, of the same type and

coincide on LM(H), they coincide on the entire generated algebra.

Remark 9.1.9. How discussed in Chapter 6, if the space H is real or quaternionic,
then the von Neumann algebra M generally does not coincide with the one generated
by the orthogonal projectors:

LM(H)′′ ( M.

In order to get the equality we have to add to the generating set the family

IM = {J ∈M | J∗ = −J, −JJ ∈ LM(H)}.

More precisly we have
M = LM(H)′′ + IMLM(H)′′.

This implies that, even if two symmetries are supposed to coincide on the von Neumann
algebra LM(H)′′, they may be different on the remaining operators. More precisely they
may assume different values when evaluated on IM.

A particularly important example of symmetries is provided by the so-calledWigner
symmetries.

Definition 9.1.10. A symmetry h : M→M is said to be a Wigner symmetry if

h(A) = UAU−1 for all A ∈M (9.1)

for some unitary (or possibly anti-unitary in the complex case) operator on B(H).

Remark 9.1.11. Some remarks on this definition.

(a) In the complex case, h is linear or anti-linear if U is, respectively, linear or anti-
linear.

(b) In general, given a von Neumann algebra M ( B(H) and a (anti-)unitary operator
U on H, then it is not guaranteed that UAU−1 ∈ M if A ∈ M. A sufficient
condition is U ∈M.

(c) It is immediate to see that, if well-defined, the function U · U−1 truly defines a
weak symmetry in the sense of Definition 9.1.5 and that it is strongly-continuous.
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(d) If M = B(H) on some real, complex or quaternionic Hilbert space, then Theorem
5.4.9 and Proposition 9.1.6 assure that any two different operators U as in (9.1)
differ by a phase: eiφ in the complex case, ±1 in the real and quaternionic cases.

In our situation we are given a family of symmetries P↑+ 3 g → hg. It is natural to
assume that the group structure of the Poincaré group is preserved in this action, i.e.
that the function g 7→ hg is a group homomorphism: he = id and hfg = hf ◦ hg for any
g, f ∈ P↑+.

Another important feature we can impose on h is to preserve the continuous nature
of P↑+ in some preferably weak and operational manner. A physically reasonable way
to achieve this is to assume that what changes continuously is the probability µ(hg(P ))
when some state µ and property P are fixed.

We extend these assumptions to the wider universal covering group P̃↑+. This is
always possible, thanks to Theorem 8.4.12, by composing the homomorphism over P↑+
with the covering map Φ̃.

Assumption 9.1.12 (Poincaré invariance). The system is Poincaré invariant, i.e.
there exists a group homomorphism

P̃↑+ 3 g 7→ hg ∈ Sym(M)

such that, for every state µ ∈ S and property P ∈ LM(H) the function

P̃↑+ 3 g 7→ µ(hg(P )) ∈ [0, 1]

is continuous. Finally, the one-parameter representation

R 3 t 7→ hexp(−ctP0) ∈ Sym(M) (9.2)

represents the time-evolution when restricted to the family of (bounded) observables.

Proposition 9.1.13. Referring to the homomorphism h of Assumption 9.1.12, each
representative hg is linear.

Proof. The thesis follows immediately from the fact that P̃↑+ is connected. The con-
nectedness assures that every element of the group can be written as a finite prod-
uct of elements of the type exp(tA). Each one of these, in turn, can be rewritten
as exp(t/2A) exp(t/2A). Since h is a group representation we have that hexp(tA) =

hexp(t/2A) ◦ hexp(t/2A). So, whether hexp(t/2A) is linear or anti-linear, its squared hexp(tA)

must be linear.

Two useful definitions follow. The first one concerns the existence of some properties
in LM(H) which are classical, in the sense that they commute with every other element
of LM(H) (see Assumption 9.1.3):

P ∈ LM(H)′ ∩ LM(H)
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and which are left invariant under the action of the Poincaré group:

hg(P ) = P for all g ∈ P̃↑+.

The objects must behave like classical labels of the system as they assume the same
value with respect to any reference frame (think of the electric charge or the spin for
instance). As we will see later on, a particularly important subcase is given by the
elements of M′ ∩ LM(H) (⊂ LM(H)′ ∩ LM(H)), which we refer to as the superselection
projectors of the system.

Definition 9.1.14. A superselection projector of the system is an element P ∈ LM(H)∩
M′ such that hg(P ) = P for all g ∈ P̃↑+.

A more detailed discussion on these operators, with a focus on the consequences of
their existence, will be carried out in the section on relativistic elementary systems.

The second definition concerns the existence of physical quantities which do not
change in time. In this sense they consist in converved quantities, or constants of
motion:

Definition 9.1.15. An observable A is said to be a costant of motion if

hexp(−tcP0)(P
(A)(E)) = P (A)(E)

for all t ∈ R and E ∈ B(R), where P (A) ∈M is the PVM associated with A.

Definition 9.1.16. A relativistic system is a couple (M, h) satisfying Assumptions
9.1.1, 9.1.2, 9.1.3 and 9.1.12.

Of course the system could support other symmetries than the Poincaré one. In
general we can give the following definition:

Definition 9.1.17. Let M be a physical system and G a connected Lie group. A group
symmetry is a group representation

G 3 r 7→ sr ∈ Sym(M).

It is said to be continuous if, for every state µ ∈ S and property P ∈ LM(H), the
function

G 3 r 7→ µ(sr(P )) ∈ [0, 1]

is continuous. The symmetry is said to be dynamical if

sr ◦ hexp(−tcP0) = hexp(−tcP0) ◦ sr

for every r ∈ G and t ∈ R.

Reasoning as in Proposition 9.1.13 the following result follows directly from the
connectedness of the group.
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Proposition 9.1.18. The representatives of any group symmetry are linear.

A particularly important role is played by those group symmetries which are gen-
erated in terms of Wigner symmetries. More on this will be discussed later, for the
moment being we state the following result.

Proposition 9.1.19. Suppose that M is irreducible and G is a connected Lie group,
then every strongly-continuous unitary representation

G 3 g 7→ Ug ∈M

gives rise to a continuous group symmetry in terms of Wigner symmetries.

The proof follows immediately from Theorem 6.7.1 and the following Lemma.

Lemma 9.1.20. Let H be a real, complex or quaternionic Hilbert space, T ∈ D(H)

and G 3 g 7→ Ug ∈ B(H) a strongly-continuous unitary representation, then

lim
g→e

tr(TUgPU
∗
g ) = tr(TP )

for any choice of P ∈ L(H).

Proof. Take P ∈ L(H) and write T =
√
T
√
T which is always possible, the operator T

being positive and self-adjoint. Let N be a Hilbert basis for H, then

tr(TUgPU
∗
g ) = tr(

√
T
√
TUgPU

∗
g ) = tr(

√
TUgPU

∗
g

√
T ) =

=
∑
z∈N

<[(z|
√
TUgPU

∗
g

√
Tz)] =

∑
z∈N

<[(U∗g
√
Tz|PU∗g

√
Tz)]. (9.3)

Now, define the positive functions w, fg : N→ R by w(z) := <[(z|Tz)] and by fg(z) :=

<[(U∗g
√
Tz|PU∗g

√
Tz)]. Of course w, fg ∈ L1(N,R, ν), where ν is the counting measure.

Moreover, exploiting the strong-continuity of U and P ≤ I we have

fg(z) = <[(U∗g
√
Tz|PU∗g

√
Tz)]→ <[(

√
Tz|P

√
Tz)] = fe(z),

fg(z) = <[(U∗g
√
Tz|PU∗g

√
Tz)] = (U∗g

√
Tz|PU∗g

√
Tz) ≤ (U∗g

√
Tz|U∗g

√
Tz) =

= (
√
Tz|
√
Tz) = (z|Tz) = <[(z|Tz)] = w(z).

(9.4)

Thus we can apply the Lebesgue dominated convergence theorem and get∑
z∈N

<[(U∗g
√
Tz|PU∗g

√
Tz)]︸ ︷︷ ︸

tr(TUgPU∗g )

=

∫
N

fg(z) dν →
∫
N

fe(z) dν =
∑
z∈N

<[(
√
Tz|P

√
Tz)]︸ ︷︷ ︸

tr(TP )

,
(9.5)

concluding the proof.
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Projective Unitary Representations

A natural question concerns the possibility of realising a given continuous group sym-
metry in terms of some suitable strongly-continuous unitary representation as in Propo-
sition 9.1.19. A partial but crucial results is the following.

Consider an irreducible von Neumann algebra M on some infinite-dimensional sep-
arable real, complex or quaternionic Hilbert space H and take any group symmetry
s : G 7→ Sym(M) defined on some connected Lie group G. We already know from
Proposition 9.1.18 that each sg is a linear automorphism on M

Now, Proposition 9.1.6 and Theorem 6.8.2 assure that sg(P ) = UgPU
−1
g for any

P ∈ LM(H) for some operator Ug on H. In the complex Hilbert space case this operator
may be unitary (thus belong to M) or anti-unitary (thus not belong to M). In the
real or quaternionic Hilbert space cases it is surely unitary, but while for a real or
quaternionic type commutant it always belongs to M, for a complex-type commutant
it may either commute or anti-commute with J (thus belong or not belong to M,
respectively) (see the conditions of Theorem 6.8.2). Moreover if Vg is another similar
operator such that sg(P ) = VgPV

−1
g for any P ∈ LM(H), then Ug, Vg are of the same

kind and differ by an element of U(ZM).
So, take p, q ∈ G, then since

(UpUq)P (UpUq)
−1 = UpUqPU

−1
q U−1

p = sp ◦ sq(P ) = spq(P ) = UpqPU
−1
pq ,

thanks to what just pointed out, UpUq and Upq are of the same kind and UpUq =
Ω(p, q)Upq for some Ω(p, q) ∈ U(ZM). Again, the connectedness of the group implies
the existence of a neighbourhood Ae of the identity which is made of elements of the
type exp(tA) with t ∈ R and A ∈ g. Also, any other element is given as a finite product
of elements of this neighbourhood. In particular we have for any g = exp(tA) that
g = exp(t/2A) exp(t/2A) and so Ug = χ(Uexp(t/2A))

2 for some χ ∈ U(ZM). Whatever
the type of Uexp(t/2A) is, its square must be a unitary element of M. As a consequence,
since any other g ∈ G can be written as a finite product of elements of Ae, we see that
any operator Ug must be a unitary element of M.

Summing up we have just found what is generally called a projective unitary repre-
sentation.

Definition 9.1.21. Let M be an irreducible von Neumann algebra over a real, com-
plex or quaternionic Hilbert space and G a connected Lie group. A projective unitary
representation is a map G 3 g 7→ Ug ∈M such that each Ug is unitary and

UgUh = Ω(g, h)Ugh for all g, h ∈ G (9.6)

for some function Ω : G×G 7→ U(ZM) which is called the multiplier of the representa-
tion.

To conclude, we want to show that sg(A) = UgAU
∗
g actually holds for every A ∈M,

not only for the elements of the lattice LM(H). Suppose first that H is complex or that
H is real or quaternionic and M′ ∼= R. In all these cases it holds that M = B(H) and
so also LM(H) = L(H). In particular LM(H)′′ = L(H)′′ = B(H) = M (see Proposition
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5.3.3). At this point, since both sg and Ug · U∗g define linear automorphisms on B(H)
and they coincide on the lattice LM(H) = L(H), Proposition 9.1.8 gives the thesis.

So, suppose that H is real or quaternionic and M′ ∼= C or M′ ∼= H. In both cases
we know from Theorem 6.6.2 that M ∼= B(HJ) and LM(H) ∼= L(HJ). Exploiting the
first isomorphism we see that sg translates into the following linear automorphism

(sg)J : B(HJ) 3 AJ 7→ sg(A)J ∈ B(HJ). (9.7)

Proposition 9.1.6 assures that its restriction to L(HJ) is a (complete orthocomple-
mented) lattice automorphism.

Similarly, since Ug ∈ M we can consider the unitary operator (Ug)J ∈ B(HJ) and
consider the automorphism

B(HJ) 3 AJ 7→ (Ug)JAJ(Ug)
∗
J ∈ B(HJ). (9.8)

Again, its restriction to L(HJ) gives rise to a (complete orthocomplemented) lattice
automorphism.

Now, notice that for any PJ ∈ B(HJ), it holds that

(Ug)JPJ(Ug)
∗
J = (UgPU

∗
g )J = (sg(P ))J = (sg)J(PJ). (9.9)

Since the isomorphismM ∼= B(HJ) is (in both directions) strongly-continuous (see The-
orem 6.6.2) the map (sg)J turns out to be strongly-continuous as well as sg. Putting all
together and exploiting again Proposition 9.1.8 we see that (sg)J(AJ) = (Ug)JAJ(Ug)

∗
J

for any AJ ∈ B(HJ). This equality lifts immediately to the algebra M, proving the
thesis.

In summary we have just proved the following result.

Proposition 9.1.22. Let M be an irreducible von Neumann algebra over a real, com-
plex or quaternionic Hilbert space, G a connected Lie group and G 3 g 7→ sr ∈
Sym(M)) a group symmetry, then there exists a projective unitary representation
G 3 g 7→ Ug ∈M such that

sg(A) = UgAU
∗
g for all A ∈ B(H).

The existence of these phases Ω(g, h) prevent the function g 7→ Ug from being a
proper group representation. Moreover, for any function χ : G 7→ U(ZM), the map
g 7→ χ(g)Ug generates s as well and its multipliers are given by

Ωχ(g, h) = χ(g)χ(h)χ(gh)−1Ω(p, q). (9.10)

Now the question is: is there a function χ such that Ωχ = I identically? so that
we can get rid of the multipliers? It turns out that under suitable hypotheses on G
and assuming some properties on U this can be done. In particular this holds for
the universal covering of the Poincaré group. The first proof of this was provided by
Bargmann in 1954 in the framework of complex Hilbert spaces (see [3]). Basing upon
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this, in 1963 Emch succeeded in extending this result to the quaternionic setting (see
[12]). The solution for the real case is given here, and is based upon some techical
results that can be found in [24] and [31].

Let us see this in detail. So, suppose that G = P̃↑+ and that s is also continuous, i.e.
g 7→ µ(sg(P )) is continuous for every state µ and property P . Again, if H is complex
or if H is real or quaternionic and M′ ∼= R, then M = B(H) and LM(H) = L(H).
The states on L(H) reduce to the ones given by tr(T ·) with T ∈ D(H) as stated by
Theorem 4.4.17. In particular consider the states for which T = Pu (the projector
on the one-dimensional subspace generated by u) and take P = Pv ∈ L(H) for some
unit-norm vectors u, v. It holds that

µ(sg(P )) = tr(PuUgPvU
∗
g ) = (u|UgPvU∗gu) = (u|Ugv)(v|U∗gu) = |(u|Ugv)|2.

If H is real or quaternionic and M′ ∼= C or M′ ∼= H, then M ∼= B(HJ) and LM(H) ∼=
L(HJ). By means of the latter isomorphism, any state µ : LM(H) → [0, 1] defines a
σ-probability measure on L(HJ) by

µJ : L(HJ) 3 PJ 7→ µ(P ) ∈ [0, 1]. (9.11)

The fact that this actually defines a σ-probability measure can be proved easily. Ex-
ploiting (9.7), (9.8) and (9.9), the continuity condition on µ translates into the conti-
nuity of the map g 7→ µJ((sg)J(PJ)). At this point Theorem 4.4.17 applies, stating that
any σ-probability measure on L(HJ) is given by tr(A ·) for some A ∈ D(HJ). Thus,
we can repeat the argument done above and take A = Px and PJ = Py ∈ L(HJ) with
x, y ∈ HJ and prove that

µJ((sg)J(PJ)) = tr(Px(Ug)JPy(Ug)
∗
J) = |(x|(Ug)Jy)J|2. (9.12)

Of course, notice that the map g 7→ (Ug)J defines a projective unitary representation
also on HJ. So, in all cases we fall within the hypotheses of the following important
Lemma.

Lemma 9.1.23 (Bargmann, Emch, Pontrjagin). Let U : P̃↑+ → B(H) be a projective
unitary representation over an infinite-dimensional separable real, complex or quater-
nionic Hilbert space H such that

G 3 g 7→ |(u|Ugv)|2 ∈ R (9.13)

is continuous for all u, v ∈ H. Then there exists a function χ : g 7→ U(Fc) such that
the map

G 3 g 7→ Wg := χgUg ∈ B(H) (9.14)

is a strongly-continuous unitary representation of G.

Proof. The proof for the complex case can be found in [3] or [24] (see Theorem 12.72
and Remarks 12.73 therein), while the quaternionic case can be found in [12]. So, let
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us discuss the real case. We affirm that there always exists an equivalent representative
P̃↑+ 3 g 7→ Vg (necessarily made of unitary operators as assured by Theorem 5.4.9) such
that Ve = I, it is strongly continuous over an open neighborhood of the identity Ae and
its multiplier (g, h) 7→ ω(g, h) is continuous over A′e×A′e with A′e ⊂ Ae, a smaller open
neighborhood of e which can always be assumed to be connected (P is a Lie group and
as such it is locally connected). The proof of this fact can be found within the proof
of Proposition 12.44 in [24] which is valid for both complex and real Hilbert spaces
since there is no distinctive role played by the imaginary unit. Since in the real case
U(Fc) = {±1} (which is not connected if equipped with the topology induced by R),
ω(g, h) ∈ U(Fc) and ω(e, e) = (Ve)

2V −1
e = Ve = I, the continuity of ω guarantees that

ω(g, h) = I for every g, h ∈ A′e. In other words VgVh = Vgh for every g, h ∈ A′e. The
group U(H) of unitary operators over H is a topological group with respect to the strong
topology, thus the continuous function G 3 g 7→ Vg ∈ U(H) is a local homomorphism
of topological groups according to Definition B, Chapter 8, Par.47 of [31]. Since, as
established in [32], U(H) is connected, the space H being infinite-dimensional and the
group P̂↑+ simply connected, we can apply Theorem 63 of [31] proving that there exists
a strongly-continuous unitary representation G 3 g 7→ Wg ∈ U(H) such that Wg = Vg
on some open neighborhood of the identity A′′e ⊂ A′e. To conclude, we observe that
since the Lie group G is connected, every g ∈ P can be written as g = g1 · · · gn for
some g1, . . . , gn ∈ A′′e . So, Wg = Wg1 · · ·Wgn = Vg1 · · ·Vgn = χ′gVg = χgUg for some
phases χ, χ′ ∈ U(Fc).

So, let us go back to our continuous group symmetry s : P̃↑+ → Sym(H) and apply
the above lemma to the projective unitary representation U (when H is complex, or
real and quaternionic with M′ ∼= R) or UJ (in the remaining cases). Exploiting the
(strongly-continuous) isomorphism M ∼= B(HJ) where needed, the following corollary
follows immediately

Theorem 9.1.24. Let M be an irreducible von Neumann algebra over an infinite-
dimensional separable real, complex or quaternionic Hilbert space and s : P̃↑+ → Sym(M)

a continuous group symmetry, then there exists a strongly-continuous unitary represen-
tation P̃↑+ 3 g 7→ Wg ∈M such that

sg(A) = WgAW
∗
g for all A ∈M. (9.15)

The existence of a strongly-continuous unitary representation generating a given
continuous symmetry is of remarkable importance, in that it allows us to apply Stone’s
Theorem and define the anti-self-adjoint generators of the one-parameter subgroups
t 7→ Uexp(tA) (where A belongs to the Lie algebra of G). This turns out to be crucial in
the last section.

Gauge Symmetries

In this last paragraph we discuss briefly the concept of a gauge symmetry.
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Consider a physical system with von Neumann algebra M and let U ∈ U(M′) be
any unitary operator in the commutant. This gives rise to a trivial Wigner symmetry

UAU∗ = A for all A ∈M

and as such, the action of U may appear not to be interesting from a physical point
of view. Nevertheless the existence of these unitary operators in the commutant is a
significant consequence of the nature of the von Neumann algebra M. Their existence
introduces some degree of redundance in the actual description. Consider for instance
any unit-norm vector v ∈ H, then for any U ∈ U(M′) it holds that

tr(PvQ) = (v|Qv) = (Uv|UQv) = (Uv|QUv) = tr(PUvQ) for all Q ∈ LM(H)

(where Px is the projector over the one-dimensional subspace generated by x ∈ H).
Thus there is no way to distinguish between the vectors v and Uv: the states defined
by the trace-class operators Pu, PUv (which do not necessarily belong to M, see Remark
6.7.2) are equal to each other.

In this sense the unitary operators of M′ define a new type of symmetry, which
is not to be confused with the one introduced in Definition 9.1.7: a symmetry as
a redundancy in the Hilbert space description of the system. These are called gauge
symmetries.

Definition 9.1.25. The commutant M′ is referred to as the gauge algebra of the
system. Its unitary group is called the gauge group.

As shown in Proposition 6.3.3, while in the complex Hilbert space the projectors
generate the algebra, in the case of a real or quaternionic Hilbert space the lattice
of projectors is not able to completely determine the structure of its von Neumann
algebra. In particular this applies to the commutant M′:

LM′(H)′′ ( M′ and M′ = LM′(H)′′ + IM′LM′(H)′′.

We see that M′ is determined by LM′(H)′′ up to elements of IM′ , which is made of the
anti-self-adjoint partial isometries whose square belong to LM′(H).

We give the following definition:

Definition 9.1.26. The von Neumann algebra LM′(H)′′ is referred to as the restricted
gauge algebra of the system. Its unitary group U(LM′(H)′′) is called the restricted gauge
group.

Remark 9.1.27. As proved in Proposition 6.1.9, differentely from the case of the logic
of projectors, the unitary operators of a von Neumann algebra are able to reconstruct
the entire algebra. Thus there is no loss of information in focusing our attention to the
unitary groups of M′ and LM′(H)′′, rather then to the algebras themselves.

In the standard treatment of quantum theories, the Poincaré group and the gauge
group U(M′) play two distinct but equally important roles in characterising the physical
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system. Its total physical symmetry group involves the action of both of them. In the
next section, where we focus on the specific case of Poincaré group asmaximal symmetry
group, some restrictions on the gauge group becomes necessary.

Complete Sets of Commuting Observables (CSCO)

Even if less significant, another important concept in quantum theories is the idea of
complete sets of commuting observables.

The idea of these objects traces back to Dirac’s Principle. Driven by operational
needs, in his analysis of quantum theories, Dirac discussed the necessity for the exis-
tence of a finite family of compatible observables whose simultaneous measure would
be able - by means of the collapse of the state - to provide the experimenter with a
uniquely defined physical state.

An equivalent statement consists in assuming that there exists a finite family of
compatible observables which is maximal, in the sense that any self-adjoint operator
commuting with all of them is necessarily a function of them.

Let us try to make this more appealing from a mathematical point of view. So,
consider a family of (generally unbounded) compatible observables {A1, . . . , An}, i.e.
such that their PVM commute with each other. This is equivalent to requiring that
the operators are strongly-commuting with each others.

As seen in Theorem 2.2.61 we can (uniquely) define a joint PVM P : B(Rn)→ L(H)
such that

P (∆1 × · · · ×∆n) = P1(∆1) · · ·Pn(∆n)

for any Borel subsets ∆n ∈ B(R).

Remark 9.1.28. For any fixed ∆ ∈ B(Rn), the physical interpretation of P (∆) is: "a
simultaneous measurement of A1, . . . , An gives an element of ∆".

The possible simultaneous outcomes are naturally given by the elements of

σj(A1, . . . , An) := suppP. (9.16)

Consider the set A ⊂M containing all the projectors P (∆), with ∆ ∈ B(Rn). This
is clearly Abelian and made of self-adjoint operators. We say that A is maximal if it
satisfies

A′ ∩ L(H) ⊂ A′′

i.e. if any projector commuting with all the elements of A belongs to (at least) the von
Neumann algebra generated by A (this resemble the idea that any self-adjoint operator
commuting with the Ai is function of them). The von Neumann algebra A := A′′ is
Abelian (see Proposition 6.1.14) and from A′ = (A′′)′ it also follows that A′∩L(H) ⊂ A.

Notice that, differentely from the complex case, on real and quaternionic Hilbert
spaces the algebra A is still made of self-adjoint operators (see Proposition 6.3.5). Thus
in particular we have U = LU(H)′′ in all cases (see Proposition 6.3.3 for the complex case
and Proposition 6.3.5 for the real and quaternionic ones). We can give the following
definition
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Definition 9.1.29. Let M be a von Neumann algebra. A complete set of commuting
observables (CSCO) of M is a von Neumann subalgebra A ⊂M such that

(a) (self-adjoint) A = LA(H)′′,

(b) (Abelian) A ⊂ A′,

(c) (maximal) A′ ∩ L(H) ⊂ A.

Remark 9.1.30. As a consequence of points (a) and (b), in the real and quaternionic
cases such an algebra A is necessarily made of self-adjoint operators. Indeed point (b)
implies that LA(H) is made of commuting self-adjoint operators. Proposition 6.3.5 as-
sures that its generated von Neumann algebra LA(H)′′ is made of self-adjoint operators
as well. Point (a) concludes the proof.

We have the following characterisation.

Theorem 9.1.31. Let M be a von Neumann algebra. If there exists a CSCO A, then
the following statements hold:

(a) LM(H)′ ∩ L(H) ⊂ LM(H),

(b) LM′(H) ⊂M,

(c) LM′(H) is a Boolean algebra.

Proof. Suppose that M admits a CSCO A and take P ∈ LM(H)′∩L(H). Since A ⊂M

we have LM(H)′ ∩ L(H) ⊂ LA(H)′ ∩ L(H) = U′ ∩ L(H) ⊂ U ⊂ M. In particular
LM(H)′ ∩ L(H) ⊂ M ∩ L(H) = LM(H), thus point (a). Point (b) immediately follows
from point (a) by noticing that M′ ⊂ LM(H)′ and LM(H) ⊂ M. Now suppose that
point (b) is fulfilled, then LM′(H) ⊂ M′ ∩M and so the elements of LM′(H) must
commute with each other, i.e. the lattice is Boolean.

Remark 9.1.32. The key property in Definition 9.1.29 is point (c). Indeed it can
be proved that a von Neumann subalgebra A ⊂ M satisfying points (a) and (b) and
which is maximal with respect to M, i.e. A′ ∩ LM(H) ⊂ A always exists, as a direct
consequence of Zorn’s lemma. The proof of this is a readaptation of the one for complex
Hilbert spaces carried out in [40].

Proof. First we want to prove that there always exists a von Neumann subalgebra A ⊂
M satisfying point (a) and point (b) of Definition 9.1.29 and A′∩LM(H) ⊂ A. Consider
the class A of all the (not necessarily von Neumann) Abelian unital ∗-subalgebras of
M which are also made of self-adjoint operators if H is real or quaternionic. This class
is clearly not empty, as, for instance, the trivial subset {aI, | a ∈ Fc} fulfills all the
requirements. This family is partially ordered by inclusion. If As is any linearly ordered
subclass of A, then its union ∪As is still an Abelian unital ∗-subalgebra of M which
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is made of self-adjoint operators if H is real or quaternionic and as such it is an upper
bound for As. Zorn’s Lemma assures that A admits a maximal element Am. Notice
that (Am)′′ is still a unital ∗-subalgebra of M; moreover it is Abelian and also made of
self-adjoint operators if H is real or quaternionic (see Proposition 6.1.14 and Proposition
6.3.5). Thus, since (Am)′′ ⊃ Am, the maximality of Am implies Am = (Am)′′, i.e. Am

is a von Neumann subalgebra of M. In particular Am satisfies Point (a) and Point (b)
(Proposition 6.3.3 and 6.3.5). It remains to prove that (Am)′ ∩ LM(H) ⊂ Am. So, take
any P ∈ (Am)′∩LM(H) and consider the unital ∗-algebra 〈Am∪{P}〉. This is of course
a unital ∗-subalgebra of M. Moreover, since P is self-adjoint and commutes with all the
elements of Am, then the algebra 〈Am ∪ {P}〉 is Abelian and also made of self-adjoint
operators if H is real or quaternionic and so it must be 〈Am ∪ {P}〉 ∈ A. Since Am

is a maximal element of A and Am ⊂ 〈Am ∪ {P}〉, it must be Am = 〈Am ∪ {P}〉, in
particular P ∈ Am, concluding the proof.

One may wonder if such maximal algebras always exists. The answer is negative as
the following proposition shows (see again [40]).

Proposition 9.1.33. If H is complex, then a CSCO exists if and only if M′ ⊂M.

Proof. Suppose that a CSCO exists. Since H is complex, then point (c) implies A′ =

LA′(H)′′ = (A′ ∩ L(H))′′ ⊂ A. Thus we have M′ ⊂ A′ ⊂ A ⊂ M. Suppose on
the contrary that M′ ⊂M and take any A maximal with respect to M as in Remark
9.1.32. Exploiting M = LM(H)′′, the maximality can be easily rewritten as A′∩M ⊂ A.
We want to prove that it is actually maximal with respect to B(H), i.e. A′∩L(H) ⊂ A

or, equivalently, A′ = A′ ∩ B(H) ⊂ A. So, since M′ ⊂ A′ and M′ ⊂ M we have
M′ ⊂ A′ ∩M ⊂ A. This implies M′ ⊂ A, and so A′ ⊂ M′′ = M. To conclude notice
that A′ = A′ ∩M ⊂ A.

Remark 9.1.34. Some remarks follow.

(a) We see that not all the von Neumann algebras admit complete sets of commuting
observables. In particular, in the complex case, a physical system admits a CSCO
if and only if its gauge algebra is Abelian (M′ ⊂ M = (M′)′) or, equivalently, if
and only if its gauge group is Abelian (see Propositions 6.1.14 and 6.2.2).

(b) In the case of complex Hilbert spaces, any von Neumann algebra A satisfying points
(a)-(c) in Definition 9.1.29 is known in the mathematical literature by the name
of MASA (maximal Abelian subalgebra) of B(H). So, the statement "M admits a
CSCO" can be restated as "M contains a MASA of B(H)".

From now on we will focus on elementary systems with Poincaré group as maximal
symmetry group. This will require further assumptions on the couple (M, h) in order
to mathematically characterise all this. As we will see, this will traduce into some
irreducibility mathematical conditions.
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9.2 Wigner Elementary Relativistic Systems

In the common theoretical framework over complex Hilbert spaces elementary rela-
tivistic particles with no non-trivial gauge symmetries are described by choosing as
von Neumann algebra M the whole B(H) and as Poincaré action a locally-faithful
irreducible strongly-continuous unitary representation U of the Poincaré group. This
idea traces back to the fundamental classification carried out by Wigner in the late
thirties [46] and other important works like the analysis of Bargmann on projective
unitary representations [3]. Of course such a definition fulfills all the requirements we
gave above for a relativistic system as we will see shortly.

An important remark concerns the relation between the von Neumann algebra and
the Poincaré representation. Indeed notice that the irreducibility of U together with
Schur’s lemma assures that

{Ug | g ∈ P̃↑+}′′ = B(H) = M. (9.17)

This can be interpreted as the fact that the Poincaré group fully characterises the
system, in that it generates the algebra of observable and thus all the derived physical
objects. This is in line with our idea of P̃↑+ as the maximal symmetry group of the
system.

In this first part of the discussion we try a naive approach, by merely taking the
complex standard theory and exporting it as it is to the more general case of a Hilbert
space with arbitrary division algebra. This is not a compelling way to face the is-
sue of real and quaternionic relativistic systems, in that we are just applying blindly
the axioms of the complex theory, without caring about their validity in these exotic
frameworks. Be aware that the definition we are giving next in the complex case is the
result of several physical and mathematical considerations which may apply only on
complex Hilbert spaces.

In any case, despite the strength of these assumptions, this is a valuable way to
define an elementary relativistic system and, most of all, it will reveal itself as an
essential tool when we will discuss a more solid approach to the problem later on.

9.2.1 General Description
Bearing in mind the previous discussion we can go ahead with our naive approach and
give the following definition

Definition 9.2.1. A real, complex or quaternionic Wigner elementary relativistic sys-
tem (WERS) is a relativistic system (M, h) such that

M = {Ug | g ∈ P̃↑+}′′ and hg = Ug · U∗g for all g ∈ P̃↑+

where
U : P̃↑+ 3 g 7→ Ug ∈ B(H)
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is a strongly-continuous unitary representation of the (universal covering of the) proper
orthochronus Poincaré group over an infinite-dimensional separable real, complex or
quaternionic Hilbert space, respectively, which is locally-faithful and irreducible.

Remark 9.2.2. Notice that M is irreducible because of the irreducibility of U .

This definition is coherent with the mathematical definition of a relativistic system
given in the previous section. Indeed notice that, as pointed out in Remark 9.1.11, h
is a group representation in terms of automorphisms of M and that g 7→ µ(hg(P )) is
continuous for any state µ and proposition P as follows from the irreducibility of M,
Theorem 6.7.1 and Proposition 9.1.20.

Let us fix an inertial reference frame in Minkowski spacetime M4. Basing upon this
choice, the canonical covariant basis of p and its commutation relations as given in
Chapter 8, Propositions 8.2.4 and (8.22) refer to the axes of this reference frame.

Exploiting the strong-continuity of U and Stone’s Theorem we have the following
set of strongly-continuous one-parameter groups:

Uexp(tPµ) = etPµ , Uexp(tLi) = etLi , Uexp(tKi) = etKi . (9.18)

for some anti-self-adjoint generators Pµ,Li,Ki with µ = 0, 1, 2, 3 and i = 1, 2, 3.
In Chapter 7 we saw how every strongly-continuous unitary representation U of P̃↑+

gives rise to an associated Lie algebra representation u of the corresponding Lie algebra
p in terms of essentially anti-self-adjoint operators on the Gårding domain D(U)

G . In
particular we have the following result.

Definition 9.2.3. The basic anti-self-adjoint generators are given by

Pµ := u(Pµ), Li := u(Li), Ki := u(Ki) (9.19)

where µ = 0, 1, 2, 3 and i = 1, 2, 3. They satisfy the following commutation rules:

[Pµ,Pν ] = [Li,P0] = 0,

[Li,Lj] = εijkLk, [Li,Pj] = εijkPk, [Li,Kj] = εijkKk,
[Ki,Kj] = −εijkLk,
[Ki,P0] = −Pi [Ki,Pj] = −δijP0.

(9.20)

The proof of this is a direct consequence of (8.22) and the fact that u is a Lie-algebra
representation.

The Noether Principle

In the standard formulation of quantum mechanics on complex Hilbert spaces a very
important role is played by the so-called Noether Theorem.

Consider a complex WERS (M, h) and a continuous dynamical group symmetry
generated by a strongly-continuous unitary representation R 3 s 7→ Vs ∈ B(H) (check
Proposition 9.1.19). Stone’s Theorem guarantees that Vs = esA for some (uniquely
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defined) anti-self-adjoint operator A on H. It can be proved (see Theorem 13.5 of [24])
that, since the symmetry is dynamical:

e−tP0esA = esAe−tP0 for all t, s ∈ R (9.21)

from which, applying Stone’s Theorem, we get

e−tP0AetP0 = A for all t ∈ R. (9.22)

So, if we define the self-adjoint operator A := iA on H it follows that

e−tP0AetP0 = A for all t ∈ R.

Theorem 4.2.3 assures that

hexp(−tP0)(P
(A)(∆)) = e−tP0P (A)(∆)etP0 = P (A)(∆), (9.23)

which means that A is constant of motion. This is the content of Noether’s Theorem
which states that conserved quantities are associated with continuous dynamical group
symmetries of the system.

Unfortunately this does not hold in the real and quaternionic cases. Indeed one
may still manage to get to identity (9.22), but the procedure for getting a self-adjoint
operator out of the anti-self-adjoint generator can no longer be carried out, for in the
former case no imaginary units exist, while in the latter the operator iA is not well-
defined (we are not given any preferred left-scalar multiplication L). A solution to this
problem may be given by substituing the imaginary unit i by an imaginary operator
J (see Definition 3.1.6) which commutes with the generators A and P0, i.e. A := JA.
Indeed in this case we would have (see Proposition 2.2.13)

A∗ = (JA)∗ = A∗J∗ = AJ = JA = A

and the conservation follows from

e−tP0AetP0 = e−tP0JAetP0 = Je−tP0AetP0 = JA = A.

Of course the existence of such an operator is not guaranteed from the start. Moreover
there could exist more than one of them, in which case the physical meaning of the
association generator-observable would not be much clear. Finally, notice that such an
imaginary operator may generally depend on the generator A.

The ideal situation would be the existence of an imaginary operator J commuting
with the entire algebra of observables M, even if this would necessary rule out the case
M = B(H) because of B(H)′ = RI (see Proposition 6.3.4). Anyway notice that the
maximality of the algebra is never assumed to be a necessary condition.

Even though there still is not a well-defined way to define an observable out of the
anti-self-adjoint space-time generators Pµ, notice that the operator P∗µPµ = −(Pµ)2,
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which is self-adjoint, is an observable of the system, i.e. it is affiliated to the von
Neumann algebra M. In order to prove this consider any B ∈ M′, then in particular
etPµB = BetPµ for all t ∈ R. Proposition 4.2.3 assures that BPµ ⊂ PµB. In particular
B(Pµ)2 ⊂ (Pµ)2B, which, thanks again to Proposition 4.2.3 is equivalent to requiring
that the PVM of (Pµ)2 commutes with B. The arbitrariness of B implies that this PVM
belongs to M, concluding the proof. Thus we may make the following assumption:

Assumption 9.2.4 (4-momentum square observable). The observable P∗µPµ repre-
sents the square of the µ-th component of the (covariant) 4-momentum of the system.

Of course, once this has been taken for granted, then the following definition follows
naturally.

Definition 9.2.5 (Squared-mass operator). Let U be a WERS on a real, complex or
quaternionic Hilbert space and Pµ defined as in (9.19), then the symmetric operator

M2
U :=

(
−(P0)2 +

3∑
i=1

(Pi)2

)∣∣∣∣
D

(U)
G

(9.24)

is called the squared-mass operator associated with U .

Remark 9.2.6. Of course in order to fully interpretM2
U as the squared-mass observable

of the system we need to show that this operator is at least essentially self-adjoint on
its domain. Once this is proved, then its affiliation with M comes naturally from the
same property shared by all the operators P∗µPµ. This will be proved shortly.

Consider the generator of the time-displacements P0, thanks to the Polar Decom-
position theorem this can be decomposed as P0 = J0|P0|. The self-adjoint positive
operator |P0| is affiliated with the algebra M and so represents an observable of the
system. Indeed, take B ∈ M′, then in particular etP0B = BetP0 for all t ∈ R. Propo-
sition 4.2.3 then assures that B|P0| ⊂ |P0|B and furthermore that B commutes with
the PVM of |P0|, concluding the thesis. Coherently with the interpretation of Pµ as
related to the (covariant) 4-momentum of the particle (the correspondence still to be
determined) and with Assumption 9.2.4, the observable H := c|P0| = c

√
P∗0P0 has the

physical dimensions of energy. Moreover, since it is physically reasonable to assume
the energy of an elementary relativistic free particle to be positive, we may make the
following assumption.

Assumption 9.2.7. The observable H := c|P0| represents the energy of the system.

Remark 9.2.8. Notice that this Assumption is indeed coherent with Assumption 9.2.4.
Indeed

H2 = c2|P0|2 = c2P∗0P0

and P∗0P0 is the square of the 0-th component of the (covariant) 4-momentum.
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9.2.2 Emergence of the Complex Structure
We are close to state and prove the main theorem of this work, but we need some
techical lemmata first. In particular we prove the essential self-adjointness of M2

U .

Lemma 9.2.9. Consider a WRES on a real, complex or quaternionic Hilbert space,
then the following statements hold:

(a) ezKieaP0e−zKi = ea(cosh z)P0e−a(sinh z)Pi for all a, z ∈ R;

(b) ezKiP0e
−zKix = (cosh z)P0x− (sinh z)Pix for all x ∈ D(U)

G , z ∈ R.

Proof. Take z, a ∈ R, then a straightforward calculation with the one-parameter sub-
groups R 3 s 7→ exp(sA) of P gives (see Chapter 8, Section 8.2):

exp(zKi) exp(aP0) exp(−zKi) = exp(a(cosh z)P0) exp(−a(sinh z)Pi) .

Applying the representation U to both the sides of this identity we have the first
equality. Now, take u, v ∈ D(U)

G . Since the Gårding domain is invariant under U , it is
easy to see that

(
ezKiP0e

−zKiv
∣∣u) =

d

da

∣∣∣
a=0

(
ezKieaP0e−zKiv

∣∣u) =

=
d

da

∣∣∣
a=0

(
ea(cosh z)P0e−a(sinh z)Piv

∣∣u) =

=
d

da

∣∣∣
a=0

(
e−a(sinh z)Piv

∣∣ e−a(cosh z)P0u
)

=

= (−(sinh z) Piv|u) + (v |−(cosh zP0 )u) =

= (((cosh z)P0 − (sinh z)Pi)v|u) .

Since D(U)
G is dense, we conclude the proof.

Now, consider the element of the enveloping algebra of P̃↑+ defined by

E := −P0 ◦ P0 +
3∑
i=1

Pi ◦ Pi ∈ E(p). (9.25)

It is clear that this is a Casimir element of E(g) and that M2
U = u(E).

Lemma 9.2.10. The following statements hold:

(a) M2
U = µI|

D
(U)
G

for some µ ∈ R;

(b) if M2
U ≥ 0 then N(P0) = {0}.

In particular M2
U is essentially self-adjoint.
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Proof. Let us start with (a). Take the element E ∈ E(p) defined in (9.25) with u(E) =

M2
U . Exploiting the commutation relations in (8.22) it is easy to see that [E,A] = 0 for

any A ∈ p, hence in particular [E,N] = 0 for any Casimir element N of E(p). Exploiting
Theorem 7.2.7 and Proposition 7.3.7 we see that M2

U = µI|
D

(U)
G

for some real number

µ. Now, let us prove (b) and take x ∈ N(P0). Since D(U)
G is a core for P0, then there

must exist a sequence D(U)
G 3 xn → x such that P0xn → P0x = 0. As a consequence,

taking advantage of the definition of M2
U ,

3∑
k=1

(Pkxn|Pkxn) = −µ(xn|xn) + (P0xn|P0xn).

In the limit n→∞ the right-hand side converges to −µ‖x‖2, so that

lim
n→∞

3∑
k=1

‖Pkxn‖2 = −µ‖x‖2. (9.26)

Since the right-hand side is non-positive whereas the left-hand side is non-negative, we
conclude that limn→∞

∑3
i=1 ‖Pixn‖2 = −µ‖x‖2 = 0. If µ > 0, we find x = 0 and thus

N(P0) = {0}. So, suppose that µ = 0. In this case (9.26) gives limn→∞
∑3

i=1 ‖Pixn‖2 =

0 and therefore limn→∞ ‖Pixn‖2 = 0 for every i = 1, 2, 3. Since Pi is closed, D(Pi) 3
xn → x and Pixn → 0, we conclude that N(P0) ⊂ D(Pi) and, more precisely,

N(P0) ⊂ N(Pi) i = 1, 2, 3. (9.27)

To go on observe that from Stone’s theorem we get

N(P0) = {x ∈ H | etP0x = x ∀t ∈ R} = {x ∈ H | Uexp(tP0)x = x ∀t ∈ R}. (9.28)

Since P0 commutes with the one-parameter groups generated by Pi and Li, we get
from (9.28) that N(P0) is invariant under the corresponding one-parameter subgroups
unitarily represented through U . However from (9.27), which immediately implies

ebPix = x for every x ∈ N(P0) and b ∈ R, (9.29)

we also conclude that N(P0) is invariant under the unitary representation of the one-
parameter group generated by every Ki. Indeed, from Lemma (9.2.9) and (9.29) we see
that for any x ∈ N(P0) it holds that

eaP0e−zKix = e−zKiea(cosh z)P0e−a(sinh z)Pix = e−zKiea(cosh z)P0x = e−zKix ∀z, a ∈ R,

hence ezKix ∈ N(P0), in accordance with (9.28). Since P̃↑+ is a connected Lie group,
then every g ∈ P̃↑+ is the product of a finite number of elements of the one-parameter
subgroups generated by the vectors of any basis of p. Lifting this result to the Hilbert



192 Chapter 9. Elementary Relativistic Systems

space H by means of the representation U , we conclude that the closed subspace N(P0)

is invariant under U . At this point, because U is irreducible, either N(P0) = H or
N(P0) = {0}. In the first case we would have P0 = 0 (and more strongly Pi = 0

for all i = 1, 2, 3 from (9.27)). In this case Uexp(tP0) = I for every t ∈ R and thus
P̃↑+ 3 g 7→ Ug would not be locally-faithful contrarily to the hypotheses on U . We
conclude that N(P0) = {0} also if µ = 0.

Remark 9.2.11. Once the (essential) self-adjointness of M2
U has been proved the

interpretation of the operator as the observable representing the squared mass of the
system is complete. At this point the condition M2

U ≥ 0 is obliged.

We are ready to state the main theorem.

Theorem 9.2.12. Let (M, h) be a WERS on a real, complex or quaternionic Hilbert
space, P0 = J0|P0| the polar decomposition of P0 and suppose that M2

U ≥ 0, then the
following statements hold:

(i) J0 is an imaginary operator on H;

(ii) J0 ∈M ∩M′, in particular M′ = {aI + bJ0 | a, b ∈ R};

(iii) J0Ug = UgJ0 for all g ∈ P̃↑+, so in particular J0(D
(U)
G ) ⊂ D

(U)
G ;

(iv) J0u(A) = u(A)J0, more precisely J0u(A) ⊂ u(A)J0 for all A ∈ p;

(v) the operator J0u(A) is self-adjoint and its PVM belongs to M, i.e. it is an ob-
servable of the system;

(vi) if J1 is an imaginary operator such that either J1Ug = UgJ1 for all g ∈ P or
J1u(A) ⊂ u(A)J1 for all A ∈ p, then J1 = ±J0;

(vii) if F = C, then J0 = ±i.

Proof. Let us start with point (i). Thanks to Lemma 9.2.10 we know thatN(P0) = {0},
hence Proposition 4.2.1 gives N(J0) = {0}. Exploiting Proposition 4.2.3 we get that J0

is an anti-self-adjoint unitary operator, i.e. an imaginary operator. Next step consits
in proving that J0 ∈ M. So, take A ∈ M′, then in particular AetP0 = etP0A for all
t ∈ R. Proposition 4.2.3 implies that AP0 ⊂ P0A and so AJ0 = J0A in view of the
same proposition. This means that J0 ∈ M′′ = M. At this point, if we manage to
prove point (iii), then the definition of M gives J0 ∈M′, which together with J0 ∈M

just proved gives J0 ∈M ∩M′, hence the first part of (ii). Still assuming (iii), if H is
complex, then the irreducibility of U together with Schur’s Lemma and the fact that
J0 is an imaginary operator immediately gives J0 = ±i - thus point (vii) - and so also
the second part of (ii) for the complex case - again from the irreducibility of M and
Schur’s Lemma. If, instead, H is either real or quaternionic, then the second part of (ii)
relative to these cases follows from Theorem 6.6.2, (i) and the first part of (ii) (again,
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notice that M is irreducible, it including the irreducible representation U). Finally,
notice that, thanks to Theorem 7.1.8 - (d), points (iii) and the two parts of (iv) are
equivalent to each other. Concluding, if we manage to prove (iii) we get points (ii),(iv)
and (vii) as a direct consequence.

So, let us prove point (iii). Let A ∈ p be any basis element such that [A,P0] = 0.
This can be translated in group terms as exp(tP0) exp(sA) = exp(sA) exp(tP0) for all
s, t ∈ R. At this point the action of U implies esAetP0 = etP0esA for all s, t ∈ R, where
A is the anti-self-adjoint generator associated with s 7→ Uexp(sA). Let A = JA|A| be the
polar decomposition of A, then Propositions 4.2.3 and 4.2.4 ensures that (1) J0e

sA =

esAJ0, (2) J0A = AJ0, (3) J0|A| = |A|J0, (4) J0

√
|A| =

√
|A|J0 and (5) J0JA = JAJ0.

Notice in particular that, thanks to point (1), J0 commutes with the one-parameter
subgroups generated by P0,Pi, Li. All these identities will be exploited shortly.

Now let us focus on the boost generators Ki, their associated one-parameter unitary
subgroups and their anti-self-adjoint generators Ki. We want to prove that, exactly as
happens for the already discussed one-parameter subgroups, J0e

zKi = ezKiJ0 for any
z ∈ R. If this is proved to hold, then the thesis follows easily from the connectedness of
P̃↑+. Indeed, since J0 commutes with the unitary representations of the one-parameter
subgroups generated by each element of the canonical basis, it therefore commutes with
every Ug of the representation: J0Ug = UgJ0 concluding the proof of (iii). So, let us go
back to the proof of J0e

zKi = ezKiJ0.
We assume first that H is complex. Observe that the polar decomposition of the

closed operator X := ezKiP0e
−zKi is trivially constructed out of the polar decomposi-

tion of P0 and reads X = [ezKiJ0e
−zKi ][ezKi |P0|e−zKi ] since the two factors satisfy the

requirements listed in the polar decomposition theorem fixing the polar decomposition
of X. However it also holds that X = [J0][−J0e

zKiP0e
−zKi ], hence if we succeed in

proving that also the couple U := J0 and B := −J0e
zKiP0e

−zKi satisfies the conditions
of the polar decomoposition theorem and therefore defines another polar decomposi-
tion of X, then by uniqueness of the polar decomposition we get in particular that
J0 = ezKiJ0e

−zKi which is the thesis. Item (1) is true by construction. Item (3) is
trivial, since J0 is unitary. Item (4) is equivalent to N(B) = {0} which is immediate
because J0, e

±zKi ,P0 are all injective. It remains to prove (2), i.e. that B is positive
and self-adjoint.

Consider the generator of the space-displacements Pi = JPi |Pi|, then it holds that
JPi
√
|Pi| ⊂

√
|Pi|JPi thanks again to Proposition 4.2.3. Furthermore, since [Pi,P0] =

0, the identities established in the first part of this proof hold for A = Pi. So, thanks
to Lemma 9.2.9 we get for any u ∈ D(U)

G .

(u|Bu) =
(
u| − J0e

zKiP0e
−zKiu

)
= (u|(−J0P0)u) cosh z − (u|(−J0Pi)u) sinh z =

=
(
(u||P0|u)−

(
u
∣∣(−J0Pi)u

)
tanh z

)
cosh z.

(9.30)
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Since cosh z > 0 and | tanh z| < 1 for every z ∈ R, in order to prove that (u|Bu) ≥ 0

for u ∈ D(U)
G it suffices to prove that (u||P0|u) ≥ |(u|(−J0Pi)u)|. Define the operator

S := −J0JPi , which is clearly self-adjoint thanks to point (5) above and the anti-self-
adjointness of both J0 and JPi . Since both of them are partial isometries it holds
that

|(x|Sx)| = |(J0x|JPix)| ≤ ‖J0x‖‖JPix‖ ≤ ‖x‖2 = (x|x).

Now, thanks to point (4) above, we have J0JPi
√
|Pi| ⊂ J0

√
|Pi|JPi =

√
|Pi|J0JPi from

which it follows that S
√
|Pi| ⊂

√
|Pi|S. Now, take u ∈ D(U)

G ⊂ D(Pi) = D(|Pi|), then
from |Pi| =

√
|Pi|
√
|Pi| we have in particular u ∈ D(

√
|Pi|) and

√
|Pi|u ∈ D(

√
|Pi|).

Thus

|(u| − J0Piu)| = |(u| − J0JPi |Pi|u)| = |(u|S|Pi|u)| = |(u|S
√
|Pi|
√
|Pi|u)| =

= |(u|
√
|Pi|S

√
|Pi|u)| = |(

√
|Pi|u|S

√
|Pi|u)| ≤ (

√
|Pi|u|

√
|Pi|u) =

= (u||Pi|u).

(9.31)

Thanks to this inequality, it sufficies to prove that

(u||P0|u) ≥ (u||Pi|u) ∀u ∈ D(U)
G (9.32)

to conclude from (9.30) that B ≥ 0 on D(U)
G . The proof of positivity of B on its full

domain will follow by extending this result.
Thanks to Lemma 9.2.9, with µ ≥ 0 we have −P2

0u = µu −
∑3

i=1P2
i u for any

u ∈ D(U)
G , from which

(P0u|P0u) = (u| − P2
0u) = µ−

3∑
i=1

(u|P2
i u) = µ+

3∑
i=1

(Piu|Piu) ≥ (Pku|Pku) (9.33)

for any k = 1, 2, 3 where we supposed, without loss of generality, that ‖u‖ = 1. In
other words,

‖P0u‖ ≥ ‖Pku‖ ∀u ∈ D(U)
G , ∀k = 1, 2, 3. (9.34)

Our next step consists in proving that (9.34) extends to the whole D(P0) ∩ D(Pi),
which is actually equal to D(P0). Let us prove this last statement. We know that
P0 and Pi are the closures of their restrictions to D(U)

G . So, if v ∈ D(P0), then there
exists (vn)n ⊂ D

(U)
G such that vn → v and P0vn → P0v. Thanks to (9.34), we see

that (Pkvn)n is a Cauchy sequence in H, thus converging to some y ∈ H. Since Pk is
closed it holds that v ∈ D(Pk) and y = Pkv. This gives D(P0) ⊂ D(Pk). Now, we
have ‖Pkv‖ = limn→∞ ‖Pkvn‖ ≤ limn→∞ ‖P0vn‖ = ‖P0v‖, hence (9.34) is valid also on
D(P0) ∩D(Pk) = D(P0). This result implies (9.32), hence the positivity of B on the
Gårding domain, as we are going to prove.

Notice that the spectral measures of iP0 and iPk commute with each other. This
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follows by the identity etP0esPk = esPketP0 together with Stone’s Theorem and Lemma
4.2.3. As H is separable, this guarantees the existence of a joint spectral measure E on
R2 (see Theorem 2.2.61) such that

f(iP0) =

∫
R2

f(λ1)dE(λ) f(iPk) =

∫
R2

f(λ2)dE(λ)

for every measurable function f on R2 where λ = (λ1, λ2) ∈ R2. Moreover E(∆)P0 ⊂
P0E(∆) for every Borelian ∆ ⊂ R2, hence in particular it holds that E(∆)(D(P0)) ⊂
D(P0).

Now, if v ∈ D(iP0) = D(P0), exploiting (9.34) which is valid on the whole D(P0) =

D(P0) ∩D(Pk) as proved above, we get E(∆)v ∈ D(P0) and

∞ >

∫
∆

|λ1|2dµv(λ) =

∫
R2

|λ1|2dµE∆v(λ) = ||iP0E(∆)v||2 ≥ ||iPkE(∆)v||2 =

=

∫
R2

|λ2|2dµE∆v(λ) =

∫
∆

|λ2|2dµv(λ) ,

(9.35)

for every Borelian ∆ ⊂ R2. So that
∫

∆
(|λ1|2 − |λ2|2)dµv ≥ 0 for every Borelian ∆. As

a consequence |λ1|2 − |λ2|2 ≥ 0 almost everywhere R2 with respect to the measure µv,
which implies |λ1| ≥ |λ2| almost everywhere on R2 with respect to µv. As an immediate
consequence, if v ∈ D(U)

G ⊂ D(|P0|),

(v||P0|v) = (v|i|P0|v) =

∫
R2

|λ1|dµv ≥
∫
R2

|λ2|dµv = (v||iPk|v) = (v||Pk|v) . (9.36)

This proves that B ≥ 0 on D
(U)
G . Let us finally extend this property to the en-

tire domain of B. The operator B is the composition of −J0, which is unitary, and
ezKiP0e

−zKi , which is easily seen to be the closure of its restriction to the Gårding
domain (ezKi is a bijection of D(U)

G to itself and this domain is a core for P0). The op-
erator B is then closed with D(U)

G as a core (see Proposition 2.2.58). This immediately
implies that B is positive on its domain, it being positive on a core.

To conclude let us prove that B is self-adjoint. The symmetry is a direct con-
sequence of the positivity of B and Proposition 2.2.27: B ⊂ B∗. Now, since J0 is
bounded, from B = −J0e

zKiP0e
−zKi we get (see Proposition 2.2.13)

B∗ = ezKiP∗0e−zKi(−J0)∗ = −ezKiP0e
−zKiJ0

so that B ⊂ B∗ can be rephrased as

−J0e
zKiP0e

−zKi ⊂ −ezKiP0e
−zKiJ0.

Applying J0 on the left and−J0 on the right one of both the sides of the above inclusion,
we find −ezKiP0e

−zKiJ0 ⊂ −J0e
zKiP0e

−zKi , that is B∗ ⊂ B and thus B = B∗. We
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have so far established that U,B satisfy the requirement listed in requirements (1)-(4)
of Theorem 4.2.1, so that J0 commutes with the unitary representation of the one-
parameter groups generated by Ki. This concludes the proof for the complex case.

Now, suppose that H is real or quaternionic and move to the complexified space HC.
The representation U gives rise to a strongly-continuous unitary representation UC by
(UC)g = (Ug)C. The anti-self-adjoint generators of the one-parameter subgroups are
given by the complexification of the corresponding anti-self-adjoint generators of U on
H, in particularD(UC)

G = (D
(U)
G )C (see Proposition 7.1.9 and Corollary 7.1.10). Moreover

remember that f(|AC|) = f(|A|C) = f(|A|)C for any anti-self-adjoint generator A and
real-valued measurable function f and that the polar decomposition of AC corresponds
to the complexification of the polar decomposition of A (see Proposition 4.2.2). Finally,
notice that

− (P0)2
C +

3∑
i=1

(Pi)2
C = µIC on D(UC)

G . (9.37)

Of course, the complexified representation UC is not necessarily irreducible if U
is. This hypothesis was important in order to prove that P0 is injective, that J0 is
a unitary operator and that −P2

0 +
∑3

i=1P2
i = µI for some µ ∈ R. Anyway in the

case of UC, referring to (P0)C, to (J0)C, which is the partial isometry appearing in
the (complex) polar decomposition of (P0)C, and to (9.37), these three hypotheses
are fulfilled from the start as they follow from the relative ones of U and this holds
regardless the irreducibility of UC. Thus we can apply the entire calculation carried
out above for the complex case to the relevant complexified operators and prove that
(J0)C(etKi)C = (etKi)C(J0)C which immediately translates into J0e

tKi = etKiJ0 for all
t ∈ R, concluding the proof.

So, let us prove point (v) now. As already said above, the fact that J0u(A) = u(A)J0

is equivalent to the already proved statement in (iii). Since J0 is bounded, it holds that
(J0u(A))∗ = u(A)

∗
J∗0 = u(A)J0 = J0u(A): this proves that J0u(A) is self-adjoint. It

remains to prove that its PVM is contained in M. Take B ∈ M′, then Betu(A) =

BUexp(tA) = Uexp(tA)B = etu(A)B, from which it follows that Bu(A) ⊂ u(A)B thanks to
Proposition 4.2.3. This inclusion, together with J0 ∈M, gives B[J0u(A)] ⊂ [J0u(A)]B

and so, Proposition 4.2.3 guarantees that the PVM of J0u(A) commutes with B. The
operator B ∈M′ being generic and M = M′′ we have the thesis.

To conclude, let us prove (vi). First of all, notice that, in view of Proposition 7.1.8,
J1u(A) ⊂ u(A)J1 implies J1Ug = UgJ1 for every g ∈ P̃↑+. So, in any case it holds that
J1 ∈ M′. Thanks to point (ii) it must be J1 = a + bJ0 for some a, b ∈ R. Since J1 is
anti-self-adjoint and unitary it is a simple matter to prove that a = 0 and b = ±1.

Remark 9.2.13. Sticking to the interpretation of M2
U as the self-adjoint operator

representing the squared mass of the system, the condition M2
U ≥ 0 encompasses also

the case of massless particles. Thus, in our framework this possibility is naturally
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taken into account, bypassing the issues about the existence of the position observable
discussed in the introduction.

Corollary 9.2.14. In the same hypotheses of Theorem 9.2.12, it holds that J0(D
(U)
G ) =

D
(U)
G and J0(u(M) + J0u(N)) = (u(M) + J0u(N))J0 for all M,N ∈ E(p). More strongly

J0u(M) + J0u(N) = u(M) + J0u(N)J0 for all M,N ∈ E(p).

Moreover if u(M) + J0u(N) is self-adjoint, then it is an observable of the system.

Proof. Thanks to point (iii) of Theorem 9.2.12 we already know that J0(D
(U)
G ) ⊂ D

(U)
G .

Since J0J0 = −I we immediately see that actually J0(D
(U)
G ) = D

(U)
G . The property

J0u(A) ⊂ u(A)J0 which is valid for any A ∈ p immediately extends to any element M ∈
E(p) thanks to the definition and properties of the representation u. Exploiting J0J0 =

−I again, the inclusion in J0u(M) ⊂ u(M)J0 can be replaced by an equality. With a
trivial extension of this argument we get J0(u(M) + J0u(N)) = (u(M) + J0u(N))J0.
Taking the closures of both sides, since J0 is unitary, we get J0u(M) + J0u(N) =

u(M) + J0u(N)J0. Regarding the last sentence suppose that u(M) + J0u(N) is self-
adjoint. Since, as just proved, it commutes with J0, the same does its PVM thanks
to Proposition 4.2.3 and thus the latter belongs to {aI + bJ0 | a, b ∈ R}′ = M′′ = M,
where we used point (ii) of Theorem 9.2.12.

Theorem 9.2.12, in particular point (v), gives a definitive answer to the question
concerning the association of conserved observables to one-parameter symmetries. As
desired we found an imaginary operators commuting with the entire algebra M. In
particular we can give the following interpretation.

Assumption 9.2.15 (4-momentum, angular momentum, boost observables). The self-
adjoint operators defined by

Pµ := J0Pµ, Li := J0Li, Ki := −J0Ki

correspond to the (covariant) 4-momentum, angular momentum and boosts observables,
respectively, associated with the system.

Remark 9.2.16. The definitions in Assumption 9.2.15 are coherent with Assumptions
9.2.4 and 9.2.7. Indeed, exploiting the properties of J0 and Proposition 2.2.13 we see
that

(Pµ)2 = P ∗µPµ = (J0Pµ)∗(J0Pµ) = P∗µJ∗0J0Pµ = P∗µPµ

and clearly
cP0 = cJ0P0 = cJ0J0|P0| = −c|P0| = −H

as should be (Pµ is the covariant 4-momentum).

Of course, the existence of such an imaginary operator J0 prevents the algebra
M from being maximal on B(H). Anyway something similar holds, as the following
corollary of Theorem 9.2.12 shows.
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Corollary 9.2.17. Referring to Theorem 9.2.12 the following statements hold:

(a) if H is complex, then M = B(H) and LM(H) = L(H);

(b) if H is real or quaternionic, then referring to the identifications of Theorem 6.6.2,
it holds that

M ∼= B(HJ) and LM(H) ∼= L(HJ) (9.38)

where J = {I, J0} is the complex structure associated with M′.

Proof. The proof is immediate from Theorem 9.2.12 and Theorem 6.6.2.

We see that, even if we start from a real or quaternionic Hilbert space, we necessarily
end up with an equivalent description in terms of a maximal operator algebra over a
complex Hilbert space. More precisely notice that the representation P̃↑+ 3 g 7→ Ug ∈
M is in unquely determined by

P̃↑+ 3 g 7→ (Ug)J ∈ B(HJ), (9.39)

which is a strongly-continuous unitary representation (see Remark 7.1.2). Moreover
the representation (9.39) is clearly locally-faithful and irreducible on HJ as follows from
Proposition 4.3.6. At this point Schur’s Lemma for complex Hilbert spaces assures that

{(Ug)J | g ∈ P̃↑+}′′ = B(HJ).

Finally, the representation of h : P̃↑+ → Sym(M) generated by U is uniquely determined
by the the analogous representation

hJ : P̃↑+ 3 g 7→ (Ug)J · (Ug)∗J (9.40)

on B(HJ) induced by UJ.

Corollary 9.2.18. Let H be real or quaternionic, then, referring to Corollary 9.2.17
and (9.40), any WERS (M, h) is equivalent to the WERS (B(HJ), hJ) on the complex
Hilbert space HJ.

9.3 A Physically More Accurate Approach

In the previous section we gave a definition of elementary relativistic system over a real
or quaternionic Hilbert space just by mimicking the standard formulation on complex
Hilbert spaces. However this approach is pretty naive under different perspectives.
Consider for instance the assumed existence of a strongly-continuous unitary represen-
tation U of P̃↑+ as in the definition of WERS. In the general situation one would like to
start with an abstract definition of Poincaré symmetry, given by a group representa-
tion in terms of automorphisms of some von Neumann algebra M associated with the
system as in Assumption 9.1.12 and eventually recover it as a corollary of the basic
assumptions of the theory.
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In this section we want to develop a more meticulous and solid approach. In order
to characterise the elementariness of the system we will put some further conditions on
(M, h) which, again, will eventually lead us to an equivalent description in terms of a
complec WERS.

9.3.1 General Description
In this part we stick to the general framework assumed in Section 9.1 for general
relativistic systems and try to better characterise it in order to encompass the concept
of an elementary system. This can be done by looking at how a relativistic system
(M, h) may decompose into relativistic subsystems and prevent this from happening
by putting suitable conditions on the algebra and/or the group representation. Further
requirements will descend from the assumption that the Poincaré group acts asmaximal
symmetry group for the system.

Superselection Rules

The first important constraint on the system concerns the existence of superselection
projectors (see Definition 9.1.14).

As a fist characterisation of elementary systems, we can suppose that for such
objects, every element of LM(H) ∩M′ is necessarily a superselection projector, i.e. it
is left invariant by the action of the Poincaré group. Indeed, in the attempt to outline
the features of elementary quantum systems, it is reasonable to assume that such an
object will show classical features which are as much elementary as possible. Thus the
only classical observables we may allow to exist are the classical labels, in that they are
invisible from the perspective of both M and h.

Assumption 9.3.1. Any element of LM(H) ∩M′ is a superselection projector, i.e. it
is left invariant by the action of the Poincaré group.

So, suppose such an observable exists, say P ∈ LM(H) ∩M′, and consider the
orthogonal direct sum decomposition H = HP ⊕ HP⊥ . As proved in Proposition 6.4.7
the sets

MP := {AP | A ∈M}, MP⊥ := {AP⊥ | A ∈M}

define von Neumann algebras over the corresponding Hilbert spaces and the sets

LM(H)P := {Q ∈ LM(H) |Q ≤ P}, LM(H)P⊥ := {Q ∈ LM(H) |Q ≤ P⊥}

equal the corresponding logics LMP
(HP ) and LM

P⊥
(HP⊥). Moreover the restrictions

of any automorphism hg to MP or MP⊥ , denoted by (hg)P and (hg)P⊥ , respectively,
give rise to automorphisms of the corresponding restricted von Neumann algebras (see
Theorem 6.4.9).

Finally, referring to the decomposition of Theorems 5.3.5, 5.3.7, 6.4.8, 6.4.9 and
Proposition 6.4.7 we have the following

Proposition 9.3.2. If P ∈ LM(H) ∩M′ and Assumption 9.3.1 is satisfied, then the
following statements hold:
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(a) M = MP ⊕MP⊥;

(b) LM(H) = LMP
(HP )⊕ LM

P⊥
(HP⊥)

(c) hg = (hg)P ⊕ (hg)P⊥

Now, focus on the sublattice LMP
(HP ) and consider any σ-probability measure µ

over it. Define the function

µ′ : LM(H) 3 Q 7→ µ′(Q) := µ(QP ) ∈ [0, 1].

It is easy to see that this defines a state over LM(H). Moreover it clearly satisfies

µ′(Q) = µ(Q) for any Q ∈ LMP
(HP ).

The same can be done for P⊥. In particular notice that

µ((hg)P (Q)) = µ′(hg(Q)) for any Q ∈ LMP
(HP ).

and thus hP : g 7→ (hg)P is continuous with respect to any σ-probability measure and
projector of MP , this holding true for g 7→ hg. Again, the same can be done for P⊥.

Thus the couples (MP , hP ) and (MP⊥ , hP⊥) define relativistic systems themselves
(check Definition 9.1.16) and in some sense can be understood as relativistic subsystems
of (M, h). Another argument supporting this point of view comes next.

Consider a state of the original system µ : LM(H)→ [0, 1] and define

µP : LMP
(HP ) 3 Q 7→ µP (Q) :=

µ(Q)

µ(P )

and similarly

µP⊥ : LM
P⊥

(HP⊥) 3 Q′ 7→ µP⊥(Q′) :=
µ(Q′)

µ(P⊥)
.

Referring to Proposition 9.3.2 every projector Q ∈ LM(H) decomposes into Q =
QP + QP⊥ = QP ∨ QP⊥, since QP,QP⊥ are orthogonal to each other (see Propo-
sition 2.2.32). Exploiting the properties of the σ-probability measures the following
proposition can be easily proved.

Proposition 9.3.3. Referring to Proposition 9.3.2 the following statements hold:

(a) µP , µP⊥ define σ-probability measures on LMP
(HP ) and LM

P⊥
(HP⊥), respectively;

(b) µ(Q) = µ(P ) · µP (QP ) + (1− µ(P )) · µP⊥(QP⊥).

Thus we see that every state on M decomposes as a classical probabilistic mixture of
states of the lattices of the "subsystems". Thus, the systems (MP , hP ) and (MP⊥ , hP⊥)
turn out to be more elementary than (M, h) itself. We can prevent this from happening
by assuming that if such a superselecion projector exists, then it is trivial. More
precisely:
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Assumption 9.3.4 (absence of superselection rules). The system admits no superse-
lection projectors. In particular LM(H) ∩M′ = {0, I}.

Remark 9.3.5. Some remarks follow

(a) Assumption 9.3.4 implies Assumption 9.3.1.

(b) Assumption 9.3.4 is satisfied automatically by any WERS; Indeed in that case, the
algebra M is irreducible by construction and so Lemma 4.3.2 gives the thesis.

(c) The assumption P ∈ LM(H) is stronger than P ∈ L(H) but is necessary in order
to develop the entire analysis above. Moreover notice that an element P ∈ L(H)

would not even be an observable in general, making its physical meaning difficult
to interpret;.

(d) In particular there could still exist some P ∈ L(H) ∩M′ \ LM(H) different from 0

and I.

Gauge and CSCO

At the end of Section 9.1 we discussed the concept of a gauge group and a restricted
gauge groups associated with any physical system M. Now, dealing with elementary
relativistic systems, we can put some restrictions on them.

As already pointed out in the paragraph on gauge symmetries at the beginning
of this chapter, in the usual treatment of quantum elementary particles on complex
Hilbert spaces the Poincaré group and the gauge group U(M′) play two distinct roles,
both of them significant from a physical point of view. The total physical symmetry
group of the system involves the action of both of them. Sticking to the particular
case of Poincaré group as maximal symmetry group of the system, the gauge action is
assumed to be trivial. Thus, one usually requires that M′ = CI which, in particular,
implies M′ ⊂ M. Recall that the latter condition is equivalent to the existence of a
CSCO for M as proved in Proposition 9.1.33. Actually, thanks to Assumption 9.3.4
these three conditions are equivalent to each other, as can be proved immediately.

So, in the real and quaternionic cases we may borrow this idea and try to apply it,
preferably in the weakest and most cautious way possible. Thus, instead of imposing
very strong assumptions like M′ = FcI or M′ ⊂ M which involve the entire gauge
algebraM′, we may focus our attention on the restricted gauge algebra LM′(H)′′, which,
remember, equals M′ in the complex case. (Remember that, as already stated in
Remark 9.1.27, using the restricted gauge algebra LM′(H)′′ or the restricted gauge
group U(LM′(H)′′) is exactly the same)

Thus, bearing this in mind and sticking to the (still vague) idea of Poincaré group
as maximal symmetry group, there may be three different consequent assumptions we
can make on the system (all of them equivalent in the complex settings).

(a) (complex analogous: M′ = CI)
We may assume that the restricted gauge algebra is trivial: more precisely we may
suppose that LM′(H)′′ = FcI, or, equivalently, LM′(H) = {0, I}.
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(b) (complex analogous: M′ ⊂M)

With the same idea in mind, we may be more cautious, and suppose that if some
restricted gauge algebra exists then it is contained within the algebra of the system:
LM′(H)′′ ⊂ M. This in particular implies LM′(H) ⊂ LM(H). Since, of course,
LM′(H) ⊂M′, we get LM′(H) ⊂ LM(H) ∩M′. Assumption 9.3.4 implies LM′(H) =
{0, I}.

(c) (complex analogous: existence of CSCO)

Finally, we could assume that the system admits a CSCO A ⊂ M. If this is the
case, then Theorem 9.1.31 assures that LM′(H) ⊂ LM(H) ∩M′. Again, exploiting
Assumption 9.3.4, we get LM′(H) = {0, I}.

We see that, even if they are different from each other, the three possible assump-
tions above lead to the same conclusion.

Assumption 9.3.6 (triviality of the restricted gauge algebra). It holds that LM′(H) =

{0, I}, in particular the von Neumann algebra M is irreducible.

Remark 9.3.7. Some remarks follows.

(a) Assumption 9.3.6 implies Assumption 9.3.4.

(b) Again, notice that the definition of WERS automatically encompasses this prop-
erty, it being irreducible from the start.

At this point we can exploit Theorems 6.5.1 and 6.6.2 and, referring to the corre-
sponding decompositions, state the following result.

Corollary 9.3.8. Let (M, h) be a relativistic system satisfying Assumption 9.3.6, then

(1) If H is complex, then M = B(H) and LM(H) = L(H);

(2) If H is real or quaternionic then there are two possibilities:

(a) if M′ ∼= R then M = B(H) and LM(H) = L(H),

(b) if M′ ∼= C or H then M ∼= B(HJ) and LM(H) ∼= L(HJ),

where J is the K-structure associated with the commutant M′.

The found form of the algebra of observables has several remarkable consequences.
Let us see them in detail.
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Operatorial Nature of States

As a first consequence we discuss the classification of states. The algebra M being
irreducible, we can apply Proposition 6.7.1 and prove the following result.

Corollary 9.3.9. Let (M, h) be a relativistic system satisfying Assumption 9.3.6, then
the following statements hold:

(a) if T ∈ D(H) then the function µT : LM(H)→ [0, 1] defined by

µT (P ) := tr(TP ) for all P ∈ LM(H) (9.41)

is a state of the system;

(b) for every state µ ∈ S there exists a unique density operator T ∈ D(H) ∩M such
that µ = µT , where µT is defined as in (9.41).

Operatorial Nature of Poincaré Symmetry

In this subsection we want to discuss how the irreducibility of the algebra affects the
form of the representation h : P̂↑+ → Sym(M).

First, some considerations. As already discussed in introducing WERSs., when
dealing with elementary systems with P̂↑+ as maximal symmetry group, we assume that
the physical system is totally characterised by the Poincaré symmetry itself. We think
of such systems as concrete manifestations of the spacetime-symmetries themselves.

In line with this idea we have already put some conditions on h. For instance with
Assumption 9.3.1 we assume that the elements of LM(H) ∩M′ can at most represent
classical labels and as such they are left invariant by the action of h.

Sticking to the same principle we may now assume that, at least locally around
the identity, the features of P̂↑+ are preserved when lifted through the action of the
representation h.

Assumption 9.3.10. The homomorphism h : P̂↑+ → Sym(M) is locally-faithful.

We can now go back to the consequences of irreducibility.

Proposition 9.3.11. Let (M, h) be a relativistic system satisfying Assumptions 9.3.6
and 9.3.10, then there exists a locally-faithful strongly-continuous unitary representa-
tion

P̃↑+ 3 g 7→ Ug ∈M (9.42)

such that hg(A) = UgAU
∗
g for all A ∈M.

Proof. The existence of such a strongly-continuous representation is guaranteed by
Theorem 9.1.24. The local faithfulness is an immediate consequence of Assumption
9.3.10.

Remark 9.3.12. Some remarks follow.
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(a) Assumption 9.3.10 is fulfilled by any WERS by definition.

(b) Remember that the representation (9.42) is not uniquely defined, in that the op-
erators Ug are defined up to elements of U(ZM).

This result gives an important realisation of the abstract representation h. Moreover
it provides us with a really natural way to complete our characterisation of elementary
systems. As already said above, we want the representation h to fully characterise the
system. In particular it should be able to generate the algebra M somehow. Since
the representatives hg are now described by operators, it seems natural to assume that
the elements of M are generated as the result of combining the operators Ug in all the
possible ways: linear combinations, products, strong or weak limits. Of course this
reconstruction should not depend on the particular family of operators {Ug | g ∈ P̃↑+}
representing h. Since two of them differ only by mean of phases, the elements of U(ZM)
must be included in the generating set. Indeed notice that the physical meaning is not
carried by the operators Ug, but by the automorphisms hg, or in other words by "the
operators Ug up to phases".

We can make the following assumption.

Assumption 9.3.13. Referring to any realisation of h as in Proposition 9.3.11 it
holds that

M ⊂
〈
{Ug | g ∈ P̃↑+} ∪ U(ZM)

〉s
=
{
{Ug | g ∈ P̃↑+} ∪ U(ZM)

}′′
. (9.43)

Remark 9.3.14. We could have been more cautious in imposing Assumption 9.3.13,
which is no doubt a really strong requirement. An apparently weaker condition may
be

LM(H) ⊂
〈
{Ug | g ∈ P̃↑+} ∪ U(ZM)

〉s
=
{
{Ug | g ∈ P̃↑+} ∪ U(ZM)

}′′
. (9.44)

Actually the two choices are perfectly equivalent in our framework.

Proof. Of course (9.43) implies (9.44). Let us prove the opposite. If H is complex,
or if it is real or quaternionic but with commutant M′ ∼= R then M = B(H) and
LM(H) = L(H) and so the thesis follows from Proposition 6.3.4. So, suppose that H

is real or quaternionic and M′ ∼= C or H. Let J be the K-structure characterising the
commutant of M. Since U(ZM) ⊂M and Ug ∈M for all g ∈ P̃↑+ then the family

F :=
〈
{Ug | g ∈ P̃↑+} ∪ U(ZM)

〉s
is made of operators commuting with the elements of J. In particular we can consider
the corresponding family FJ ⊂ B(HJ). The condition LM(H) ⊂ F is equivalent to
L(HJ) ⊂ FJ ⊂ B(HJ). Exploiting again Proposition 6.3.4 we immediately see that
FJ = B(HJ) or, equivalently, F = M.
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An immediate consequence follows.

Proposition 9.3.15. Referring to Proposition 9.3.11, if Assumption 9.3.13 holds true,
then the family of operators on H defined by

{Ug | g ∈ P̃↑+} ∪ U(ZM)

is irreducible. In particular if H is complex or if H is real or quaternionic with M′ ∼= R
or H, then

P̃↑+ 3 g 7→ Ug ∈M

is irreducible on H.

Proof. The first part follows from the irreducibility of M and Assumption 9.3.13. The
second part from the fact that U(ZM) = U(FcI) in the considered cases.

Definition 9.3.16. A real, complex or quaternionic elementary relativistic system
(ERS) is a relativistic system (M, h) satisfying assumptions 9.3.6, 9.3.10 and 9.3.13.

Notice that the assumptions made so far give rise to a generalisation of the concept
of a WRES. More precisely:

Proposition 9.3.17. The following statements hold:

(a) every WERS is a ERS;

(b) every complex ERS is a complex WERS;

(c) every real ERS such that M′ ∼= R or H is a real WERS;

(d) every quaternionic ERS such that M′ ∼= R or H is a quaternionic WERS.

Proof. Point (a) was proved throughout the entire discussion. Points (b), (c) and (d)
can be proved in the same way. Indeed in all the three cases U(ZM) = U(FcI) and so,
exploiting Assumption 9.3.13 we have

M ⊂
{
{Ug | g ∈ P̃↑+} ∪ U(ZM)

}′′
= {Ug | g ∈ P̃↑+}′′ ⊂M

and the representation g 7→ Ug is irreducible as stated in Proposition 9.3.15. A check
on the definition of WERS concludes the proof.

9.3.2 Emergence of the Complex Structure
We are in a position to state and prove our second main result, establishing that,
even relying on the more accurate definition of elementary relativistic system given
in Definition 9.3.16, we eventually achieve a complex Wigner elementary relativistic
system. Again the initial theory can be naturally rephrased into a better complex
theory.
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Consider an ERS (M, h) as in Definition 9.3.16 on a real or quaternionic Hilbert
space H. Consider the locally-faithful strongly-continuous unitary representation of
Proposition 9.3.11:

U : P̃↑+ 3 g 7→ Ug ∈M. (9.45)

We can follow the analysis of Section 9.2 (the irreducibility of U is not required for
the next few points). In particular we can consider the one-parameter spacetime-
displacements subgroups:

R 3 t 7→ Uexp(tPµ) ∈M (9.46)

for µ = 0, 1, 2, 3. Stone’s Theorem guarantees the existence of anti-self-adjoint opera-
tors Pµ on H such that

Uexp(tPµ) = etPµ for all t ∈ R. (9.47)

In particular, the polar decomposition of the time-displacement generator

P0 = J0|P0| (9.48)

plays a crucial role. On the Gårding domain D(U)
G of the representation U we can define

the symmetric operator

M2
U = −P2

0 +
3∑
i=1

P2
i , (9.49)

whose physical meaning is still to be intended as the squared mass of the system.
Now focus on the casesM′ ∼= R andM′ ∼= H. In both cases, as stated in Proposition

9.3.17 our real or quaternionic ERS (M, h) is actually a real or quaternionic WERS:
more precisely U is also irreducible. Thus Theorem 9.2.12 applies and imply that, if
M2

U ≥ 0, then J0 of (9.48) is an imaginary operator and

M′ = {aI + bJ0} ∼= C.

This is clearly a contradiction with the hypotheses M′ ∼= R or H. So, the commutant of
M cannnot be of real or quaternionic type. By exclusion we have the following result.

Lemma 9.3.18. Let (M, h) be a real or quaternionic ERS and suppose that, referring
to the unitary representation of Proposition 9.3.11, it holds that M2

U ≥ 0, then M′ ∼= C.

Now, focus on the surviving case M′ ∼= C, more precisely

M′ = {aI + bJ | a, b ∈ R}.

In this case, referring to the complex structure J induced by the commutant

M ∼= B(HJ) and LM(H) ∼= L(HJ). (9.50)

Consider again the representation (9.45). As stated by Proposition 9.3.15 the family
{Ug | g ∈ P̃↑+} ∪ {J} is irreducible on the Hilbert space H. Thus, exploiting Remark
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7.1.2 and the isomorphism M ∼= B(HJ), it is easy to see that the function

P̃↑+ 3 g 7→ (Ug)J ∈ B(HJ) (9.51)

is an irreducible locally-faithful strongly-continuous unitary representation on HJ which
uniquely determine U . It being irreducible, it satisfies (thanks to Schur’s Lemma)

{(Ug)J | g ∈ P̃↑+}′′ = B(HJ). (9.52)

Defining (hJ)g(PJ) := hg(P )J for all g ∈ P̃↑+ and P ∈ LM(H), the function

hJ : P̃↑+ 3 g 7→ (hJ)g ∈ Sym(B(HJ)) (9.53)

is a group symmetry generated by the unitary representation UJ and as such it totally
determines h itself. Moreover such a symmetry is necessarily continuous thanks to
Proposition 9.1.19. Summing up we see that (B(HJ), hJ) is a complex WERS and
that:

Lemma 9.3.19. Any real or quaternionic ERS (M, h) with complex commutant M′ =

{aI + bJ | a, b ∈ R} is equivalent to the complex WERS (B(HJ), hJ) defined in (9.50),
(9.51) and (9.53).

A last comment concerns the nature of the operator J appearing in the equivalence
above.

Consider the one-parameter spacetime-displacements in (9.47). From Proposition
7.1.12 we know that the generators of t 7→ (Uexp(tPµ))J are given by (Pµ)J for any
µ = 0, 1, 2, 3. Moreover from Proposition 7.1.11 we see that D(UJ)

G = (D
(U)
G )J. Putting

all together we get
M2

UJ
= (M2

U)J.

Thus, the operator M2
U being symmetric, Propositions 3.1.16 and 3.2.20 assures that

M2
U ≥ 0 if and only if M2

UJ
≥ 0.

As a final ingredient, referring to (9.48) and exploiting Proposition 4.2.5, the polar
decomposition of (P0)J is given by

(P0)J = (J0)J|P0|J

At this point, since g 7→ (Ug)J is irreducible on HJ, assuming the positivity of the
squared-mass operator M2

U , we have M2
UJ
≥ 0 and thus we can apply Theorem 9.2.12

to UJ and prove that (J0)J = ±i = ±JJ on HJ. Exploiting the isomorphism M ∼= MJ

we see that
J = ±J0,

in particular J0 is an imaginary structure.

Theorem 9.3.20. Let (M, h) be a real or quaternionic ERS and suppose that, referring
to the unitary representation of Proposition 9.3.11, it holds that M2

U ≥ 0, then the
commutant is of complex type. More precisely the following statements hold:
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(1) referring to (9.48), the operator J0 is an imaginary operator;

(2) M′ = {aI + bJ0 | a, b ∈ R}.

Finally, referring to Lemma 9.3.18, the ERS is equivalent to the WERS (B(HJ), hJ),
where J is the complex structure associated with the commutant.

Remark 9.3.21. As happened for the WERSs (see Remark 9.2.13), also in the case
of ERSs the massless case is naturally taken into account.

The analysis is complete. Even starting from a more solid approach for relativistic
elementary systems, we eventually end up with an equivalent description in terms of
complex Hilbert spaces.
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Chapter 10

Conclusions

This work attempts a mathematically solid discussion on the formulation of quantum
theories for elementary relativistic systems. In particular it is established that it is not
physically sustainable to formulate the theory on real or quaternionic Hilbert spaces
because some physical natural requirements give rise to an essentially unique complex
structure which commutes with all observables of the theory. This structure permits us
to reformulate the whole theory in a suitable complex Hilbert space. This formulation
is less redundant than the initial real or quaternionic one, since differently from the
real or the quaternionic case, all self-adjoint operators represent observables. The final
result is in agreement with the final picture of Solèr theorem which however relies on
different physical hypotheses. This complex structure permits also to associate con-
served quantities to the anti-self-adjoint generators of the Poincaré group allowing for
the formulation of a quantum version of Noether’s theorem. The results are valid also
for massless particles where the position observable cannot be defined and the phys-
ical analysis by Stuckelberg, leading to similar conclusions, cannot by applied. The
description of an elementary relativistic system is discussed within two different frame-
works. The former is closely related to the Wigner idea of elementary particle (9.2.1),
the second (9.3.16) is based on a finer analysis and takes several technical subtleties
into account, like the fact that representations of continuous symmetries are in general
merely projective-unitary and not unitary. Both frameworks lead to the identical final
result. It is however necessary to stress that the chosen notion of elementary system
does not encompass relevant physical situations where the commutant of the algebra
of observables is more complicated, as it happens in the description of quarks, since
the commutant includes a representation of SU(3). However this situation is neither
considered by the Wigner notion of elementary particle in complex Hilbert spaces.
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