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Introduction

A scientific or engineer simulation is a way to reproduce a phenomenon of the real world in
order to predict an output given some input of the modeled system. These simulations have
great impact in everyday life as well as in engineering and science itself, e.g. weather forecast
[133], civil engineering [78], biology [119], etc. A huge body of simulations are modeled by
partial differential equations (PDE), which represent a wide variety of phenomena such as
sound, heat, electrostatics, electrodynamics, fluid flow, elasticity, etc. [28, 67, 77, 139].

Nowadays there are diverse successful methods for numerically solving PDEs like finite
element methods (FEM) [52, 132], finite volume methods (FVM) [120], spectral methods [44,
45], among others. Sometimes computing a high-fidelity or full-order approximation of a very
complex PDE through these methods can be very demanding and the computation in supercom-
puters could take from hours to days to finish. Furthermore, in the case of PDEs depending on
parameters, i.e. parameterized PDE, the computation of solutions for many different parameters
may be extremely expensive or even impossible due to time constraint, like for example, in
inverse problems or optimal control where an iterative procedure needs to solve the forward
problem several times [90]. This setting where a PDE has to be solved numerous times with
different configuration of parameters is commonly known as a many-query context.

A simple example of a parametrized PDE is shown by the following equation: Given
u e P c RP, solve

—div(o(n)Vu) = f(u) in Q,
u = 0 on Ip,
ow)Vu-n = 0 on I'y.

where the parameter set P represents a compact subset of R”,p > 1; the domain Q ¢ R4, d > 1,
denotes an open bounded and connected region with Lipschitz boundary, 0Q = I'p U I'y the
boundary of Q and n the outward unit normal vector on 0Q). Here o and f are two parameter-
dependent functions

o,f:P xRS R.

In general, the parameters may lay in any position of the model, i.e. in the domain, bound-
ary or initial conditions, source terms, or in the physical properties.

A way to surpass high computational expenses of a many-query context is to reduce the
complexity of the high-fidelity problem through model order reduction (MOR) [29, 31, 83, 131].
The idea of MOR is to compute an approximation of the full-order problem from a small model
in terms of degrees of freedom while keeping a good input-output accuracy. To take advantage
of this technique the complexity of the reduced-order model (ROM) has to be independent of
the dimension of the original problem.
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MOR is not a new idea, it has been used since the 70s in many-query design evaluation
[70] and parameter continuation methods [6]. Afterwards, they were further developed to
other problems like differential equations through reduced basis (RB) methods [24, 69, 105].
Nevertheless, they did not have strong emphasis in the certification of the error which is very
important because MOR techniques may be susceptible to inaccuracies on the solution. To
bring rigor to these methods, a-posteriori error estimates and effective sampling strategies
were researched and published at the beginning of the 00s [57, 130, 135, 165]. Nowadays,
reduced basis methods are widely applied and very actively researched in numerous fields, e.g.
Maxwell equations [49, 50, 51], Stokes equations [71, 134, 138], homogenization [37, 121],
multi-scale methods [1, 2, 98], parabolic equations [74, 76], nonlinear problems [46, 75, 95],
optimal control [59, 136, 155, 156], uncertainty quantification [38, 87, 122] and many others.

There are two main algorithms to apply RB to PDEs: proper orthogonal decomposition
(POD) and greedy.

The idea of POD is to represent a collection of solutions of the differential equation with
an orthonormal basis which is optimal in a least-square sense. This representation is built from
a small dimensional space and retains the most important information of the solutions. One
of its first application appeared in turbulent flows [11, 12, 147, 148] and nowadays is used in
many other kind of equations [13, 42, 96, 97, 102, 103, 155].

As an alternative to POD we could use greedy algorithms. Differently from POD, a greedy
approach does not need a precomputed collection of solutions, which can save computational
time in many cases. It uses a-posteriori error estimates to select the most meaningful parameters
to construct the reduced model while minimizing the computation of full-order solutions. The
first greedy method was introduced in the 70s [64] and was related to optimization problems.
Later by the 00s greedy methods were studied in the RB context [113, 114, 137, 142, 165],
mainly for a-posteriori error estimation and a-priori convergence.

In general, RB methods use an offline-online approach which means there are two stages:

* offline stage: take advantage of the parametric dependence of the PDE and, for a selection
of parameters p; € P compute the corresponding high-order solutions, also called in this
context snapshots, that will constitute the reduced basis. This stage is done only once.

* online stage: use the small dimension of the RB to compute a fast approximation of the
high-order solution for a given parameter in u € P, u # ;.

The computations in the offline stage are carried out by usual numerical techniques, e.g
FEM. This stage can take a huge amount of time to finish but once done the results are used
and stored to build a reduced model. Then, the offline-online decoupling replaces the large
algebraic system of the legacy methods by a smaller one, whose dimension is controlled by
the dimension of the RB. This approach gives remarkable speedups to the point of real time
evaluation of PDEs [10, 57, 122, 130, 134, 164].

A case in which we can obtain real time computations in the online stage is when we have
an affine representation of the parametric part of the PDE, i.e.

Qs
) =Y OF(u)fq(x). ¢y
q=1



This helps having less computational burden in the online stage because many operations can
be precomputed in the offline stage. For example, given an linear operator A we obtain

Q
Af(xu) =Y Of(w)Afy(x),
q=1

and after we have computed Afy(x) forallq = 1,..., Q¢, evaluating Af for different parameters
is inexpensive.

In the case there is not an affine representation of the parametric part we can return to
that case by using the empirical interpolation method (EIM). It was introduced in [23] and since
then is the standard method for computing affine representations. This method is iterative and
hierarchical, it achieves exponential convergence rate for analytical functions and is applicable
in general domains.

The fast computation in the state of the art of RB methods is outstanding. Nevertheless,
one of the aim of this thesis is to take it further.

Objective 1: Improve computational times in the online stage of reduced basis methods while
retaining good accuracy.

To achieve this objective we propose two ideas: the Fundamental Order Reduction Method
(FOR) and offline error estimators.

In Section 1.5 we propose the fundamental order reduction method for solving PDEs
dependent of parameters. Differently from POD and greedy, the FOR method uses nonlinear
combinations of the snapshots to build the new basis and does not solve the PDE from the
reduced model in the online stage. In the online stage the only operations executed are simple
affine evaluations like in (1).

The FOR method is not completely new, it appears in [131], but not as solver of parametric
PDEs, instead as an estimator on the accuracy we could obtain from a reduced basis in finite
dimensional spaces. We expand all the results found in [131] to infinite dimensional spaces
and introduce new a-priori convergence results.

We also discuss in Section 1.5 some disadvantages, for example, FOR cannot be applied
to all kinds of PDEs so it is not as general as POD and greedy. Also, some of the error estimates
can be difficult to obtain in infinite dimensional spaces, whereas in finite dimensional spaces
they are easy to compute.

For cases where FOR cannot be used, we propose in Section 1.6 some offline error estima-
tors for standard RB techniques. After computing a RB solution the most common procedure
is to estimate an a-posteriori error to certify good accuracy. Offline estimators are a class of
estimators that move a-posteriori operations to the offline stage, reducing in this way the load
of computations in the online stage.

In Section 1.6 we introduce two of them: Lipschitz offline estimator (Loe) and Chebychev
offline estimator (Coe). Both use the regularity of the solution map to compute estimations. Loe
in particular use the Lipschitz constant of the solution map and the distance of the snapshots
to bound the RB error. In the case we have more regularity in the solution map we can prove
that the residual will have the same kind of regularity. Coe exploits this fact to interpolate the
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residual using Chebychev polynomials and obtain in the offline stage an approximant of the
residual.

The rest of Chapter 1 serves as a base for Section 1.5, Section 1.6 and the later Chapter
2. We can find in Section 1.1-1.3 the basic results of the RB methods and the offline-online
decoupling. In Section 1.4 we explain how to obtain Kolmogorov n-width estimates for proving
a-priori convergence from RB spaces. And finally in Section 1.7 we present the EIM algorithm
to compute affine representations. In all these sections we have also obtained some original
results that are strongly interconnected with the main results in Section 1.5 and Section 1.6.

Chapter 2 focus in solving the electroencephalography (EEG) equation

{ div(oVu) = div(ppd,) in Q, (2)

(oVu)-n=0 on 0Q).

One application of this equation is detecting the position where an epilepsy seizure begins
inside the brain. The parameter that controls the solution is the point u where the Dirac delta
function is placed. The only information we have to find p is the electrical potential read by a
collection of electrodes positioned in the head, see Figure 1.

Figure 1: Epileptic spike detected with EEG

In mathematical terms, we know u(x1), ..., u(xq) for q points in the boundary x1,...,xq €
00, and we wish to find the polarization py and the position u that best fits the evaluations
u(xi),i=1,...,q.

Equation (2) is hard to treat because of the singularity of the delta function. Moreover,
the general theory of RB methods do not cover this kind of equation.

Chapter 2 presents two ways to look at the EEG equation: direct approach [9, 163] and
subtraction approach [14, 106, 169]. Two finite element schemes stem naturally from these
formulations. For the direct approach the EEG solution is directly approximated from a finite
dimensional space, while in the subtraction approach one first removes the singularity and
finally has to face a standard PDE.

A significant result of this thesis is the proof that RB methods do not give reasonable
solutions when applied to the direct approach, see Section 2.2.1. This seems to prevent any
possible application of RB methods to the EEG problem. Instead, we show that for the alternative



formulation, the subtraction approach, RB methods furnish a suitable procedure for finding a
solution in an efficient way.

We present theoretical and numerical results of the RB and FOR methods in Sections
2.1.1-2.1.2. Having known that the direct approch is not suitable for these methods, we focus
on the subtraction approach. The numerical results related to it show that FOR is faster and
more accurate than RB and therefore more convenient for solving the inverse problem.

The most common way of solving this inverse problem is to use iterative methods like
simulated annealing. These kind of methods compute the forward problem several times so
we are inside a many-query context. As explained before, we can decrease the computational
effort by using model order reduction techniques. Even if we can run the online stage of RB
methods very fast, we still have to execute many iterations, and therefore the inverse problem
is not solved in real-time.

Another aim of this thesis is therefore to find some new procedures for the following:

Objective 2: Achieve real-time solutions of inverse problems using model order reduction
techniques.

The idea that permits to obtain real-time solutions of inverse problems is avoiding iterative
methods. In Section 2.3 we introduce a general methodology for solving inverse problems like
the EEG using universal approximation theory [79]. This theory is the base of artificial neural
networks and has been successful in numerous fields like supervised learning [68, 81, 101],
reinforcement learning [144, 145, 146], inverse problems in image processing [91, 93, 153],
etc.

Following this methodology we build a map
@:RY— P,

with the property that, given q readings of u on the boundary, it returns a good approximation
of the parameters that generated u. In the same way as RB methods, this methodology has an
offline-online decoupling.

In the offline stage we constructs the map ¢ through an optimization problem that fits
@ to the inverse problem. This step needs many solution of the forward problem, hence we
use a reduced-order model. The function ¢ is given by a simple linear combinations of smooth
functions, therefore the online stage, which is the evaluation of ¢, turns out to be very fast.

Let us come now to the final part of this thesis. There are several software libraries that
we can use to work with RB methods, here is a comprehensive list:

* rbMIT [88]: is a package implemented in Matlab and companion to the book [127].
This library is very complete from the feature point of view and many examples are also
available. Truth solutions are computed with FEM.

* RBmatlab [62, 63]: is another Matlab implementation with methods for linear and non-
linear problems and general parameter dependency. The offline stage can be done with
FEM, FVM or discontinuous Galerkin discretization [128].
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* Dune-RB [63]: is a C++ module of the DUNE library [26, 27] with a strong focus on
parallelism of the offline stage.

* RBniCS [20]: is a package developed in Python and companion to the book [83]. It has
well explained tutorials to get started quickly and use FEniCS [7] as backend to compute
high-order solutions.

* pyMOR [118]: is another Python library with good integration of external Python PDE
solvers like FEniCS and Python bindings of deal.Il [21] and DUNE.

The three main languages where RB has been implemented are Matlab, Python and C++
which are nowadays the most used languages in numerical computations. Nevertheless, we
want to expand the availability of RB packages, as described here below.

Objective 3: Implement an open source RB package in the Julia programming language.

Julia [34, 35, 36] is a recent programming language which has been developed specifically
for scientific computing. It has increased in popularity within the scientific community in the
last years thanks to its C/Fortran level of performance, high-level dynamic programming like
Python, parallelism design and mathematical-like syntax. Moreover, despite of being a new
language, many mathematical packages have been developed with high level of maturity, e.g
numerical optimization [86, 110, 161], numerical linear algebra [92, 126, 170], numerical
quadrature [149, 158].

We have called jMOR [162] the RB package implemented in this thesis. This package has
a black-box philosophy and use FEniCS as default to compute FEM solutions. Julia gives two
advantages to jMOR:

1. High computational speed: Julia rivals the performance of C/Fortran which is very
important for real-time computations. Also, it has metaprogramming [58] capabilities
through macros, which can create specialized code for every problem and help to mitigate
possible speed problems of black-box libraries.

2. Easy to extend: Julia syntax is similar to Matlab which is easy to read and write for
mathematicians. Furthermore, jMOR can be extended easily to use any standard PDE
solver from Python, Fortran or C+ +.

Section 3.1 shows how to use jJMOR through a simple tutorial. This tutorial explains the
most basic commands that are universally applicable to any equation. In Section 3.2 we describe
some functions not included in Section 3.1 which are valuable for every day computations.

The version of jMOR that we present in Chapter 3 is j]MOR vO0.1. It has the whole backend
code and data structures implemented for integrating new MOR methods. This version has
POD and EIM functionality, useful functions for mathematical analysis and a simple macro for
executing online computations.



Chapter 1

Elements of RB and FOR Methods

Reduced basis (RB) and Fundamental Order Reduction (FOR) method are Model Order Reduc-
tion (MOR) algorithms that are built on top of traditional numerical methods for differential
equations to speed up computation times of parameterized problems. This chapter presents
their offline-online methodology, main algorithms and error estimation results.

The organization of the content is divided in seven sections: Section 1.1 introduces a basic
background in variational problems and RB methods; Section 1.2 explains the RB offline stage
and POD specifically; Section 1.3 presents the RB online stage; Section 1.4 presents the theory
behind a-priori estimates; Section 1.5 introduces FOR for solving parameterized equations;
Section 1.6 shows new results in the computation of a-posteriori error estimates; and Section
1.7 presents the EIM algoritm for computing affine representations. The main references for
this chapter are [52, 53, 83, 131, 132].

1.1 Abstract Framework

This section introduces from an abstract perspective the most basic definitions and results of vari-
ational problems which are related with PDEs, thereafter we present the general methodology
of RB methods.

Let V be a real Hilbert space, V' the dual space of V, a a bilinear form a: V x V — R and
f € V/, then we can consider the following variational problem:

Find u € V such that
alu,v) =f(v) Yv e V. 1.1

We obtain the well-posedness of this problem by Lax-Milgram theorem.

Theorem 1 (Lax-Milgram). Suppose a(-,-) is continuous, i.e. there exists y > 0 such that
lafu,V)I <vllullvvily,  Yu,veV,
and coercive, i.e. there exists o« > 0 such that

a(u,u) > «ful?, Yue V. (1.2)
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Iff(-) € V/, then there exists a unique solution for the variational problem (1.1). Furthermore,
the solution satisfies

:
[ullv < —Ifflv. (1.3)
X

Proof. See [132]. O

From a finite-dimensional subspace of V is possible to compute an approximated solution
of (1.1). Let for every h > 0, V}, C V be a subspace of dimension Ny, therefore solving problem
(1.1) in this subspace is equivalent to:

Find uy, € V;, such that
a(uh,vh) = f(vh) Vvh c Vh. (14)

If a(-,-) is continuous and coercive in V and f(-) bounded in V, then we obtain these
properties also in any subspace of V, thus (1.4) has a unique solution in V}, because of Lax-
Milgram theorem.

Let {(pj}}\‘:‘; denote a basis of V},, consequently the variational problem (1.4) is equivalent
to the linear system:
Ahllh = fh) (15)

where
* Ap € RNnXNu g the stiffness matrix with components (An)i; = a(@’, ').

e f, € RNn is the load vector with components (f,); = f(¢!).

¢ uy € RNn is the solution vector with coordinates (u{i1 ), e ,u](mNh))

in Vh.
The convergence of u;, to u when V;, approximate to V is a result of Cea’s lemma:

Lemma 1 (Cea). If a(+,-) and f(-) satisfy the conditions of Lax-Milgram theorem in V and u is
the solution of (1.1), then the following holds for the solution u;, of (1.4),

Y .
[w—unllv < — inf [[u—wn|v,
X vy th
where y and « are the continuity and coercivity constant respectively.
Proof. See [132]. O

It may happen that problem (1.4) belongs to a collection of similar problems indexed by
a parameter p, like for instance, the one described in the Introduction:

—div(h(n))Vu) = s(u) inQ,
u = 0 on Ip,
h(wyVu-n = 0 on I'y.

Variational formulation of a parameterized PDE does not vary from a non-parameterized
one, the procedure to arrive to the variational problem is the same but resulting a parameterized
variational problem instead.
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More concretely, let a parameter set P be a compact subset of RP, p € N, a parametric or
parameterized variational problem is defined by:

Given a parameter p € P, find u(u) € V such that
afu(p)yviw) =f(v;u)  WeWv (1.6)

For a parameter pu € P, Lax-Milgram theorem guarantees again the existence and unique-
ness of a solution if its hypothesis are satisfied for a(-, -; ) and f(+; u). The procedure to compute
an approximation follows as the non-parametric case, i.e. we obtain a discrete approximation
of u(u) with a finite-dimensional subspace of V:

Given u € P, find un(u) € V4, such that
a(up(p)yviy ) = flviyn)  VYvp € Vi (1.7)
In other words, the approximation of each element of the solution manifold
M:={u(u):ne?d
will belong to the computable solution manifold
Mp :={up(pn) :n € P} C Vy.
The discrete problem (1.7) is again equivalent to a linear system like (1.5),

Ap(wup () = fi(u), (1.8)

the only difference resides in the introduction of a parametric dependency in each component
of the equation.

Having parametric problems usually involves constructing the linear system (1.8) for many
parameters and computing its solution. This may take long CPU time when the dimension of
V4, is large. A way to overcome this difficulty is to exploit the parametric dependencies that
could exist between different solutions and reduce the dimension of the problem, this is in fact
the main idea of the RB methods.

Reduced basis methods try to obtain a precise approximation of the elements of My, in a
uniform way from a small subspace Vy C Vi. The subspace V) is built from a set of solutions
{up(pu!), ut € P, i =1,...,ng}. Here the parameters selected should be a good representation
of the whole parameter set P.

In a uniform way means that with a fixed subspace Vy, a RB method has to be able
to compute an element of Vi that approximates precisely uy (u) regardless of the parameter
selected. On the other hand, the requirement of Vi being of small dimension, in the sense
N < Ny, will give the possibility to improve CPU times of computations.

Notice that RB methods do not approximate the elements of M directly but My,. Therefore,
for approximating an element of M from a RB method it is necessary that My ~ M and the
RB algorithm compute approximations of the elements of My, with good accuracy. This is the
reason why the elements in My, are usually named in the literature as truth solutions because
in the context of reduced basis methodology they are considered the “real” solutions.

Reduced basis methods are composed of two stages, one called offline and the other online.
The first stage is the offline which usually consists in two main steps:
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1. Discretization of the parameter set P.
2. Construction of a basis for Vy.

This stage is usually done only one time and is concerned with the preparation and precom-
putations of all the mathematical structures that will be used in the online phase. The second
stage has only one core step and is the final step in a RB method:

3. Computation of the RB solution uy(u) € Vy for a given p € P.

The following sections go in more details on each of these steps. First we describe the
offline stage and later the online stage.

1.2 Reduced Basis Offline Stage

The initial step of the offline stage is the discretization of P. This is because working directly
with My, is difficult if P has infinite elements, which is the usual case.

The discretization of P for ng points will be denoted by the sampling or training set
== {u',...,u™)C P,
and its discrete computable solution manifold by
Mps = {up(p) : p € =g} C My,

In general, the selection of an optimal sampling set is difficult and problem dependent, it
has to be small enough for affordable CPU times of the offline stage and at the same time capture
the parametric dependency of the solutions. One simple strategy to construct = is to choose
the parameters uniformly over the parameter set, which is usually suitable for low-dimensional
P C RP,p < 3. For additional strategies consult [40, 43, 65, 84, 112].

Once P is discretized the second step of the offline phase is to construct Vy. Building
this space vary depending on the algorithm used, but their common ground is that they take a
certain amount of solutions from M;}* and use linear combinations of them to construct Vy.

For example, let

{Uh(H] )) v )uh(uN)} C Mﬁs

be a collection of solutions or snapshots corresponding to a set of N selected parameters
1 Ny — =
Sne={p,..., 0} C .

A possible linear combination of the snapshots could be the outcome of an orthonormalization
process [137] resulting a set of N functions

{Cry-e oy OND

The functions in {(;, ..., {n} are called reduced basis functions and generate the reduced basis
space
Vi = span{{;, ..., {n} = span{un(p'), ..., un (™)} C Vi,
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The offline stage finish at this point and once Vy is defined, the online stage takes care
of computing the elements of this subspace. For each u,,(n), u € P, the online stage compute
an approximation un (i) € VN which belongs to the reduced basis manifold

My ={un(p):n e P} C Wn.

Notice that even if the snapshots belong to M} *, the reduced basis functions do not longer
belong to Mp* after they have been orthonormalized or gone through another kind of linear
combination. Figure 1.1 gives an illustration of the set relations defined until now, note though,

some interceptions between the sets could happen.

4

Figure 1.1: Reduced basis set relations

In order to implement Vy in the computer we manipulate the snapshots in their discrete
representation, i.e. using their coordinates in the basis of V},, and not as real functions. Therefore,
in practical matters, Vy is never explicitly built but actually its reduced basis matrix

UN = [C])---)CN] S RNHXN

C(Nh))T € RN represents the j-th reduced basis function

whereforj=1,...,N, ¢; = (Cm,..., ;

with {¢',..., @"n} the V;, basis.
There are two main algorithms to build Uy, greedy and proper orthogonal decomposition

(POD). The main focus here will be on POD, for more information about greedy consult [83,
131]. Before showing the algorithm we present some preliminary definitions and minor results:

* Let X;, be the matrix built with the scalar product of V
(Xh)ij = ((pi> (pj)V) (19)
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where ¢!, i = 1,..., Ny, are the functions of the basis in V;,. Then we define the Xj,
scalar product and X;, norm for all v,w € RN by

.
(v,w)x, =V Xpw,

Iv]lx, == V'V Xpv.
The X;, norm satisfies
[n|x, = [lunllv (1.10)

when u;, € RN» represents the coordinates of uy, € Vi,.

If a(+, -;u) is symmetric and coercive for all u € P, then
(V)W)u = a(v, Wi ”)) v, wey,

and
IV[lw =1/ (v, V), Yv ey,

will denote the inner product and energy norm induced by the bilinear form a(-, -; u). For
bilinear forms independent of u the notation will be (-,-)q and || - ||4.

The reduced basis matrices considered afterwards will be orthonormal matrices Uy € Vy,
Yy = {W e RNN - WTw =1},
or orthonormal with respect to the X}, scalar product, i.e. Uy € V)]f,h for

VX = (W e RNN WX W = Iy).

Using the standard 1, scalar product
(v, W), :=v'w, v, w e RNr,

then the orthogonal projection of x € RN onto the span of W = [wy,...,wy] € Vy is

equal to
N

Pwx = Z (X, wj)ow; = WW'x.
j=1

Whereas if W € V)Tfjh, the Xj, orthogonal projection onto its span correspond to

T

w; XpX

- . wiix
wa:Z (X,Wj)Xth:ZWthXW]’:W .

j=1 j=1

= WW'X; x. (1.11)

WL XhXx
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In principle, the POD method builds Uy using a truncated SVD representation of the
solution matrix

S:i= [wl---[un,] = [un(ph)] - Jup(u")] € RN,

which has in each column the discrete representation uy, (W) = {ug) (W),..., uﬁN“) (W))T € RNn

of each snapshot w, (W) € Vi,
N,
un(W) =Y wlWlel,  j=1,..m.
i

To show how precise this method performs we use Schmidt-Eckart-Young theorem. This
theorem gives an optimal approximation of a given matrix using sums of rank-1 matrices in
the 1, norm || - || and Frobenius norm || - ||f.

Theorem 2 (Schmidt-Eckart-Young). Let A € R™*™ be a matrix of rank r with SVD decomposition
A=U1Z",
where the left and right singular vectors are respectively
U= (Gl - |Gn] eR™™, Z=[¥] - [W,] € RV,
with singular values
Y =diag(oy,...,0p) eR™™, 07 >0,>...> 0, >0, p=min(m,n).

Then for 1 < k < r, the matrix
k
Ay = Z oiG¥! =UUIA, Up =[Gl 14,
i=1

satisfies
|A=Ad2= min JA=B|=oun,

GR]TL Xn
rank(B)<k

IA—Aylf = min ||A—B|;= (1.12)
BeRan

rank(B)<k

Proof. See [72]. O

The following known result shows that taking the first N left singular vectors of S results
an optimal RB matrix in V. The sense of optimality is for 1, representations in the reduced
basis of all computed snapshots collectively.
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Proposition 1. Let S = [uy]- - - [un, | € RNn*"s a solution matrix of rank r with SVD decomposi-
tion
S=UsZ",
where the left and right singular vectors are respectively
U= [al-lon,] e RM M Z= (W] Wy, ] € RM™,
with singular values

Z:diag(cf],...,ap)GRNhX“S, 0] >02>...20p >0, p=min(Ny,ng).

Then for N <,

Un =[G+ lEn]
gives the following equality
.
Z Ju; — Py w5 = mm Z |u; — Py |3 = Z o7 (1.13)
i=1 i i=N+1

Proof. Proof from [131]. Taking in account that ||A[|2 = ¥, ||ai |3, where a; are the columns of
A results

m1nZ u; — Pyu _mmZ u — WW 'y,
Jnin 3 flu; — Pwui3 Jus il

= min HS —WWTS||F.
WEVN
Since rank(WW'S) = N, using Theorem 2 we achieve the minimum in the last equality

when
WW'S = UyULS,

so taking W = Uy and using (1.12) yields equality (1.13). O
In a analogous way we can prove a similar statement for the X;, norm.

Proposition 2. Let S = |- - - [u,, | € RNw*™s a solution matrix of rank r and S = X:l/ %S, Given
the SVD decomposition S = UZZ" with left and right singular vectors

= [E]‘ te |ENh] € RNhXNh) z = [{[l” - |{I’ns] c Rnsxns)

and singular values
£ = diag(y,...,5) € RN G >5; >...>5, >0, p=min(Np,ny).
the following equality holds for N < r and Uy = X;V 0N = 1/ 2 [C1| IEN],
ns T
Z |lu; — PXh u1\|Xh = min Z |lu; — thulHXh Z o7 (1.14)
i=1 wev i i=N+1
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Proof. Proof from [131]. Taking in account that with the symmetric matrix X, HX] / ZXH 2 =
||x||xh for all x € R¥n ||A||Z = Y, ||ai||3, where a; are the columns of a matrix A and defining

W= X W then

min ZHW Porui%, = min ZHul WW Xpui[%,

WGVN i=1 WGVN i=1
= min Zy\x‘/zul X PWWTX2X 2 |13
WGVN i=1
= min ||S— WW'S|2.
WeVn

Since rank(WW'S) = N, by Theorem 2 the minimum in the last equality is achieved when
WW'S = Uy 03
so taking W = Uy, defining Uy = X}:]/szN and using (1.12) yields equality (1.14). O

These results give a way to build the reduced basis matrix Uy with optimal representation
of the solution matrix S thanks to (1.13) and (1.14), which at the same time are easy to
implement and use. Nevertheless, note that they do not expose how the error behaves when
u € =;. In this case, the usual way to compute error estimates is a-posteriori in the online stage.

Moreover, these propositions provide a way to select the dimension of the reduced basis
which would be to pick the smallest N such that (1.13) or (1.14) is satisfied for a desirable
error €. Other practical way to select N is to use what is called relative information content of
the POD basis [4], i.e. given a desirable error ¢, pick the smallest N such that

N 2
Ny ZE1% 5 - 2, (1.15)
1

The expression I(N) consider the percentage of information retained in Uy with respect
to S. In terms of Proposition 1 and 2, it means what percentage from the whole sum of singular
values is held from the sum of their first N. From here onwards we will call I(N) relative POD
error to differentiate it from (1.13) and (1.14) that we will denote as POD error. For both ways
to pick N applies the same idea, the faster the decay of the singular values is, the smaller will
be N for attaining a prescribed error.

To summarize, POD method gives two possible procedures, we define them as POD2 and
PODXh refering to Proposition 1 and 2 respectively, one which optimize the 1, norm of the error
and the other optimize the X}, norm instead. Their procedure follows as:

1. Construct the solution matrix
S = [un(ph)] - up(p™)] € RN, (1.16)

and make the transformation S = X 2 if the X, norm is desired.
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2. For the 1; norm, compute the SVD decomposition of S and given an error tolerance ¢,
select the smallest N less or equal to the rank of S such that the sum of the singular values
satisfies one of these conditions,

1i=N+1
or N
2
SO
Zl:] i 2
BT
i=1 %1

For the X}, norm applies the same procedure but the SVD is computed to S.

3. For the 1, norm, construct Uy taking the first N left singular vectors of S and for the X,
norm case Uy is the result of multiplying X, /2 with the first N left singular vectors of S.

Once we finish these steps and store the reduced basis matrix we continue with the online
stage to compute RB approximations. The following section explains in details the theorical
results of this stage.

1.3 Reduced Basis Online Stage

There are two main ways to treat the online stage, one is using Galerkin RB (G-RB) and the
other is Least-Square RB. The main focus will be the former because of the existence of optimal
results for the problems in subsequent chapters.

The G-RB procedure is analogous to the usual Galerkin approach (1.7), but on the reduced
basis space:

Given u € P, find un(u) € Vy such that
a(un(p),vn; i) =flvnsn) Vun € W (1.17)

Equally as before, if a(-,-; u) is continuous and coercive in V and f(-; u) is bounded in V,
all these conditions satisfy in Vy, thus (1.17) will have an unique solution in Vy because of
Lax-Milgram theorem. To find the RB solution uy(u) we solve a linear system like (1.5),

An(wun(p) = fn(u),

where its resulting vector

represents uy (1),

un(w) =Y uy (W
i=1

The following classical result asserts that for symmetric and coercive bilinear forms, G-RB
solutions give optimal solutions respect to the energy norm.
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Proposition 3. If a(-,-;u) is symmetric and coercive for all p € P, then the solution of (1.17)
satisfies

un(p) = argmin |jup (1) — vy, Vu e P. (1.18)
vEVN

Proof. Using the p-orthogonality of up (1) — un(p) in VN and the Cauchy-Schwarz inequality

[un(e) —un(Wli = alun(p) —un(w), un(p) — un(p)p)
= alup(pu) —un(p), un(p )—v u
< Jun(p) —un(Wlplun() = vl W e W,

therefore, ||un(p) —un(p)||p < |[un(p) —v||u for all v in Vi, proving that uy (p) is the desired
minimum. ]

In the case of the norm || - ||y, there is also another classical optimal result. Furthermore,
we add an original improvement that connects with POD in Proposition 2.

Proposition 4. If a(-,-;u) is symmetric and coercive for all u € P, then the solution of (1.17)
satisfies

Yn(w) > 2
oon (1)
where vy (1) and on (1) are the continuity constant in Vi, and coercivity constant in Vi of a(+, -; 1)

respectively. Moreover, if u € =5 and Vy is generated by the POD reduced basis matrix Uy built in
Proposition 2, then

ruh(m—uN(mnvs( inf Jun(w) —vlv,  VheD,  (1L19)

[Jun(p) —un(p) U E =g, (1.20)

where oi,1 = 1,...,1, are the singular values different from zero of the solution matrix S with
snapshots up (), u € =s.

Proof. As the bilinear form a(-, -; u) is considered continuous and coercive in V, then there exist
Yr(p) and oy (p) such that

|C1(LL,V; l»l)| < Yh(H)HUHVHVHV) VLL,V € Vh)

alu, ) > on(pluly,  Vue W

Then using Proposition 3,

oon (1) fJun (1) —un ()3 < alun(p) — (u) up () —un ()
= JJun(p) —un (w3
= min a(up( )—v,uh(u) — Vi)
vEVN

<yn(w) inf [un(w) — V|3,
vevn
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The expression (1.19) results from both extremes of the previous inequality,

oon (1) |un (1) —un (W)][3 < va(n) Jnf Jun(w) — V[l (1.21)

Now, suppose Vy is generated by the reduced basis matrix Uy € RN»*N defined in Propo-
sition 2.

First note that even if the infimum at (1.21) is over the elements in Vy, uy(u) is in V;,.
Therefore, to compute ||uy(pn) — v||y from a discrete point of view using the equivalent norm
| - |Ix,,, it is necessary to change the coordinates of v € Vi to V, i.e. Uyv € RN® with v € RN
the coordinates of v in V. Then, from the discrete representation uy(u) of un(u) in V4, and
(1.10) yields

nf un(w) v = inf () — Unvi, (1.22)

for which we obtain the infimum at v = ULXhuh(u) e RN,

inf[[un (1) — Unv, = [[un (k) ~ UNURXntn (), - (1.23)

Vi

This is because Uy ULXhuh( u = Pﬁ; u, (1) which is the projection over the subspace generated
from Uy in the norm || - ||x,,, see (1.11).

Let u € = be an arbitrary parameter and denote u; = un (), p; € =s fori =1,...,n,.
In particular, there exists j such that u; = un(u), then using (1.14) results

Ns T
Xp (o (12 Xn 1\ 112 2
[0 — Py uyllx, < Z Ju — Pyl uiflx, = Z 3. (1.24)
i=1 i=N+1

From (1.21), (1.22), (1.23) and (1.24) we conclude that

oo (1) [un (1) —un (W[} < vn(n) Y of
i=N+1

which gives the result (1.20). O

An important case of (1.20) happens when the continuity and coercivity factor are bounded
or as the case of the problems presented in Chapter 2 where the bilinear form is independent
of .

Corollary 1. Under the hypothesis of Proposition 4 suppose yn(u) and oan(u) are uniformly
bounded above and below with bounds vy and «y respectively, then estimate (1.20) becomes

lun(p) —un(p)] u € . (1.25)

Inequality (1.25) gives an upper bound of the error for G-RB that improves the faster the
decay of the singular values is or the bigger N is. As in Proposition 2, this bound only takes



1.4 KOLMOGOROV’S N-WIDTH ESTIMATES 19

in account the snapshots computed for building the reduced basis and it does not give any
information when p ¢ =;.

Another interesting fact from (1.20) is that if there exists high linear dependency between
the solutions and therefore the rank of S is small, then it is a good idea to take N = r. From the
projection point of view, (1.14) shows that perfect recovery of the original snapshots from the
reduced basis can be achieved, and(1.20) exposes that G-RB procedure gives the possibility of
recovering them with exact precision.

As explained before, Proposition 4 does not completely certify a good RB approximation
for all u € P. A way to achieve it is to obtain an estimate of the supremum in P of (1.19),

sup [Jup(p) —un(p)||v < sup

12
p p (W(“)> inf |fun(n) —v|v|. (1.26)
ne ne

oo () VEVN

In general, knowing if a parametic problem is reducible, i.e. if there exists a small finite-
dimesional Vy that approximate all the elements of the computable solution manifold My, with
an acceptable error, is a complicated task. Nevertheless, there are some results that takes in
account the smoothness of the solution manifold and parametric complexity which give some
conditions for reducibility. Section 1.4 and Section 1.5 go deeper in this subject.

1.4 Kolmogorov’s n-width Estimates

This section introduces an approach to estimate a-priori error bounds of reduced basis methods.
The main idea behind it is to benchmark the Kolmogorov’s n-width [99],

d,(M)v = inf inf — 1.27
(M= nf  sup inf [lv—wilv, (1.27)

using the smoothness and anisotropy of the solution manifold.

This quantity exposes the best possible accuracy in the norm of V when approximating
the elements of M with linear n-dimensional spaces V;,. Its principal difference from (1.26)
falls in the selection of V,,, i.e. Kolmogorov n-width ask for the best subspace of dimension n
while (1.26) has a fixed subspace built with POD. Even if (1.27) is not exactly (1.26), it gives
an idea if it is possible to approximate the elements of M uniformly from finite dimensional
spaces.

The main result of this section is Theorem 6 which gives estimates for the Kolmogorov
n-width. To arrive to its formulation and proof it is necessary to introduce some background
first:

1. New formulation for the dependency of the parameters through a sequence of real num-
bers.

2. Complex version of Lax-Milgram for the extension of the PDE to the complex domain.

3. Legendre polynomials [55] to generate a suitable n-dimensional subspace.
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The content of this section is based entirely in [53]. The main difference relies in the proof
of Theorem 6, which is the same, but is presented in a straightforward manner. Moreover, this
topic will be related to the construction of practical error estimators in Section 1.6.

The first important ingredient of this section is to identify the parametric part of the
equation (1.6) through a sequence of real numbers. For example, consider a well defined
operator equation

Au = f(U)>

where f(u) belongs to a subset P of a Banach space X for all u € P. The idea is to define a basis
(WP;);>1 of functions 1; € X such that

) =fy) =) ybj, yi=(yjliz1, yj =y,
=i

where y; € R, j € N, and the series converges in the X-norm for each u € P. The sequence
(Yj)j>1 is called an affine representer of P.

The main advantage of affine representations is that f(u) can now be identified in a differ-
ent way with the sequence (y;);>1. Therefore, for each u € P there is one of this representers. If
P is compact and y;(u) continuous with respect to p, then each function \; can be normalized
such that

sup |yj(n) = 1.
pep

After normalization, each sequence (y;(u));>1 will belong to the infinite-dimensional cube
Y= [—1, 1N,

Two remarks are in hand, one is that taking a general sequence (y;);>1 from Y may not
make the sum
>yl (1.28)
j>1
necessarily converge in X. The affine representations that for every representer (y;);>1 C Y the
sum (1.28) converges are called complete. In this case, the sets

f(P) = {f(n) : n e P},

f(Y) = {f(y) =Dy (Y1 € Y},
j>1
satisfy the relation f(P) C f(Y).

The second remark is that could happen that for a specific sequence (y;);j>1 there is no
solution u(y) and therefore the original equation is not well defined. If for each representer
(yj)j>1 C Y there exists a solution u(y), then the affine representation is called compatible.

An important concept that helps estimate the Kolmogorov n-width is anisotropy. This
regards to the fact that when |[\;||x is small the scaled variable y; in Y have little influence
on variations of u(y) and therefore some y; has more importance than others. This makes the

solution map
Y~ u(y) (1.29)
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highly anisotropic.

Another relevant concept for obtaining an estimation of Kolmogorov n-width is the smooth-
ness of the solution map. More concretely, in many cases it is possible to extend the solutions
of a parametric problem to the complex domain in a holomorphic way. Next, we extend the
theory of Section 1.1 to the complex valued case.

Let B be the set of all sesquilinear forms defined in V x V and V' the set of all antilinear
functionals of V. The norm of b € B is defined as usual,

bll:==  sup  [b(v,w)I.

VIv<T,[wllv<1

With these definitions we can consider the following problem:
Given b € B and f € V/, find u € V such that

b(u,v) = f(v), Vv e V. (1.30)

The existence and uniqueness of (1.30) can be obtained from a complex version of Lax-
Milgram theorem, which is presented next.
Let £(V, W) be the space of all linear operators T from the Banach space V to the Banach

space W with the norm
[Tlw

I Tl vw) = sup .
AN

Given b € B, the expression b(u,-) is an antilinear functional and therefore, for u € V
there exists Bu € V' such that

b(u,v) = (BLL,V)V/’\/, veY,

where (-, -)y- v is the anti-dual pairing between V and V’. Hence, B is a linear operator from
V into V' with

IBllrvvry = [Ib]]-
Consequently, the operator B is continuous given the possibility to express the equation (1.30)
in an equivalent operator equation in V’,

Bu = f. (1.3D

Theorem 3 (Lax-Milgram). Let b € B be a sequilinear form on V x V such that it is coercive, i.e.
there exists o« > 0 such that

Ib(u,w)| > afjulj?, Yu e V.

Then, B in (1.31) is invertible and its inverse satisfies

1
Bl civrv < —.
B~ [ covrvy < "

Therefore, for each f € V', problem (1.30) has a unique solution ws = B~ (f) which satisfies

furly < M
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Proof. See [132]. O]

The procedure of the RB methods explained in previous sections looks for approximated
solutions in the form of

N .
(1)~ un(x 1) = > ud (1)G(x),
i=1

where (; are obtained from actual solutions of (1.6). In a more general context, the approxi-
mated solutions of a parametric equation can be sought in the separable form

(% 1)~ n (X, 1) = > vi(x)di(p),
i=1
where v; € V and ¢; : P — R, or equivalently,
(X)y) ~ un(xyy) = Zvi(x)d)i(y)» (1.32)
i=1

with ¢;: Y — R.
The Kolmogorov n-width results we show later are obtained using approximations of the
form (1.32) when ¢ is considered a polynomial, specifically a Legendre polynomial.

Assume the following notation for the sum in (1.32),

3w, (1.33)

veg
where ¥ is a countable index, ¢+ : Y — R and u, € V.

Definition 1. A sequence (Ay)n>1 of finite subsets of F is called an exhaustion of JF if and only if,
for any v € F, there exists an ng such that v € A,, for all n > n,.

Definition 2. The series (1.33) converges conditionally with limit u if and only if there exists an
exhaustion (Ay)n>1 of F such that

=0.

i o 3w

VEAR

If the sum converges for every exhaustion (An)n>1 of F then is said to converge unconditionally.

Certainly, having unconditional convergence is more desirable so later we can choose a
convenient exhaustion (A )n>1, i.e. the one that makes (1.33) converges the fastest to u. One
useful result is the following classical fact from Hilbert space theory.

Theorem 4. Let (b )vcq be an orthonormal basis of L?(Y, w) for some given measure w on Y,
and let u € 1%(Y,V, w). Then, the inner products

uw=Jumememx ved,
Y
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are elements of V, and the sum (1.33) converges unconditionally to u in L*(Y,V, w) with error

1/2
u— ) uvby = ( 3 Huszv> )
L2(Y,V,w) VEAn

VEAR
Proof. See [100]. O

for any exhaustion (An)n>1.

We introduce now the Legendre polynomials, assume J the set of all sequences v = (vj);>1
of non-negative integers which are finitely supported and consider the separable sum

ZUVLV(U)a Lv(y) = Hij (Uj)> (1.34)

veF j>1

where (Ly)i>o is the sequence of Legendre polynomials on [—1, 1]

Q) = g [ =171

~ 2l dxn
normalized with respect to the uniform measure,

‘ dt
27" _
|| Quwrg =1

It is known that Legendre polynomials are orthogonal on L?([—1,1]) and therefore (Ly)i>o
forms an orthonormal basis on L?(Y, w) with

dus
(U:@jz]%,

the uniform measure over Y. Using Theorem 4 the coefficients v, are given by
Dy ::J u(y)Ly(y)dw(y). (1.35)
Y

For completing the proof of upcoming Theorem 6 will be convenient to have Legendre polyno-
mials renormalized in the form of

ZWVPV(U)> Pyv(y) = H Py, (),

veF i>1
where (Py)x>o0 is the sequence of Legendre polynomials on [—1, 1] with the normalization
IPx|ltoo(i—1,17) = Px(0) = 1.

The relation Ly = /1 + 2kPy gives a way to compute the coefficients wy,

/
wy 1= Lu(y)m(y)dw(y) = (TTo +zvj))1 U (1.36)

j>1

Here are two important results before introducing Theorem 6:
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Lemma 2. Let p > 0, (cy)ves € P(F) a sequence of positive numbers and (An)n>1 the set of
indices that corresponds to the n largest cy. Then, taking a real number q > p yields

1/q
(Z:d) < Cln+1)7%,

VEAy
with constants C and s equal to

1 1
C= (Cv)viTl S§=———.
l(ev)ves i, 0 g
Proof. See [53]. O
Theorem 5. Consider a parametric problem of the form (1.6) such that it has a complete compatible
affine representer with (\;);>1 € WP(N), p < 1, and that the solution map u ~» u(y) admits a
holomorphic extension to an open set O such that the parameters P(y) C O with uniform bound

sup [[u(z)]lv < C.
z€e0

Then, ([wv|v)ves € IP(5).
Proof. See [53]. O

Now we are ready to show the main result of this section. Some of the new findings of
Section 1.5 and Section 1.6 are inspired by the ideas of its proof.

Theorem 6. If the parametric problem (1.6) satisfies the conditions of Theorem 5, then for each

pe(0,1), 1
da(M)y < Cs(mn+1)7% n>1, s:= 5 —1. (1.37)

Proof. Proof from [53]. Let J be the set of all v = (vj);>1 of non-negative integers which are
finitely supported, and compute v, as in (1.35),

vvzjuwnuwmwm.
Y

From (1.36) results the coefficients of the normalized Legendre polynomials P,
1/2
Wy = (Hu +2vj)) Uy,
i>1
and consequently the normalized Legendre series in the form of

ZWVPV. (1.38)

vedF

The main idea hereafter is to proof that this series converges unconditionally to u and
choose a convenient exhaustion to find the required estimate (1.37).
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From Theorem 5 we know that

(Iwvlvlves € 1P(F),

for p < 1. Let ¥* C F denote the subset where ||w, ||y < 1, using the fact that the polynomials
P, are uniformly bounded by 1 yields

Z wy Py Z W'VPV(y)

vegF* veF*

= sup

P <> Iwllv sup Py (y)l < > Iyl < o0,
ye

vV veF ve veF

Leo(Y,V)

and therefore the series (1.38) converges in L°°(Y, V). On the other hand, it also converges in
L%(Y,V, w) since
<]
Y

S,
veF L2(Y,Vw)

Z wy Py (U)

vedF

dw(y) <
\%

Z wy Py

veTF*

Z wy Py

veTF*

ijw(y) -

Lo (Y,V)

Lo(Y,V)

Taking in account that w, is

1

w, J w(y)Py(y)daly), ved,
Y

then Theorem 4 guarantees that in fact the Legendre series converges unconditionally to u in
L2(Y,V,w), and consequently converges conditionally to u in L*(Y, V) for the trivial exhaustion
(ffn)n21 .
Let A, be any exhaustion of F and suppose ¢ > 0 is arbitrary. Also take m, such that
simultaneously satisfies
u— Z wy Py

vEFm

<¢/2,
L (Y,V)
Z HWVHV < 5/2)
V€T m

for m > my. Since (A)n>1 is an exhaustion, there exists ng such that F,, C A, and conse-
quently it yields

u— Z wy Py

VEAR

<
Lo (Y,V)

u— Z wy Py

vETFm

+ ) Iwllv<e

Le(VV)  vETm

This proves that the series (1.38) converges unconditionally to u in L*°(Y, V). Moreover, an
estimation of the error comes from

u— Z wy Py — Z wy Py < |lu— Z wy Py — Z Wy Py
VEAR Lo (Y,V) VZAn Loo(Y,V) vEAR vZAn Lo (Y,V)
u— ZWVPV— ZWVPV :'u—Zvanu =0,
VEAR vEZAR Lo (Y,V) vedF Lo (Y,V)
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to conclude that

<
L>(Y,V)

(1.39)

Z Wy Py

VE€An

‘u— Z wy Py

VEAR

L=(Y,V)
Consider now A, the set of indices of the n largest ||wy||v and define the truncated
Legendre expansion
Up = Z Wy Py.
VEAR
Using q = 1 in Lemma 2 the error |ju — u,||v reduce to
1
11
=l < 3 wyPy < Clnt 1077,

V€ AR

with C = [[([lwy|lv)vez|l-
Taking the definition of Kolmogorov n-width with the subspace

Vi i=span{fw, : v e AL} CV,
gives the desired result through the inequalities

. . L. |
dn(M)y < sup inf |[v—wlly <sup inf [[u(y) —wllv < [[u—unlfieovy) < Cn+1)r .
veM weVy yey weVn

O]

There exists an ongoing research regarding Kolmogorov n-width bounds and exponential
decay results (see [53, 125, 131] and their references) but many of them are sub-optimal in
comparison to the n-width spaces.

Unfortunaly, is not always possible to obtain good approximations from a linear space. The
following new result shows a particular case of problems that cannot be approximated using
RB methods. In particular, it will be useful in Chapter 2.

Theorem 7. Let the bilinear form a(-,-) be symmetric, coercive and p-independent. Also suppose
VN = span{(y, ..., (N} = span{(f, ..., ({ )

where the elements ({,i = 1,...,N, are obtained after an orthonormalization process of the
original reduced basis functions with respect to the scalar product (-, ). If there exist a sequence
(1 )k>1 € Pand an index i € [N + 1, Ny] such that an element of the orthogonal complement of
VN in Vi, with respect to (-, -)q,

Vﬁ = span{CﬁH Yy Cﬁlhh
satisfies |f(C{; )| — oo when k — oo, then

lun () — un () |[v —— oo.
k—oo
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Proof. We can represent the solution uy () of problem (1.7) for each k € N as
Nn
un () = Y u) (1),
j=1

where 1! (1) = (un(py), lel)a for allj = 1,..., Ny. Therefore, by the orthonormality of the

system {(f, ..., C]‘{Jh} we obtain

(085 )l = la(ul? (w9 ¢g, ¢ = by (1) —— oo,
k—oo

Using Proposition 3 for the Galerkin solution on Vy the following holds,

2 Nh i
un () — un ()| = = Y (WP —— oo,
k—o0

@ j=N+41

Nh . N .
2w (WG - 3w (W
j=1 j=1

because N + 1 <1 < Nj, and Iug) (u*)| — oo when k — oo. The desired result comes from the
fact that all norms are equivalent in finite dimensional spaces. O

Theorem 6 exploits the smoothness of the solution map to obtain estimates for the Kol-
mogorov’s n-width. Next section shows another paradigm for such estimations using the para-
metric complexity instead.

1.5 Fundamental Order Reduction Method

This section presents a new viewpoint of a technique usually applied for estimating Kolmogorov’s
n-width from the parametric complexity of PDEs. The main result of this technique in finite
dimensional spaces is located in [131]. Here we generalize the procedure to the infinite dimen-
sional case and add new error estimations.

With these new results we go beyond estimations and actually solve parameterized PDEs.
We call this approach Fundamental Order Reduction method (FOR).

FOR method has three main differences with RB methods, one is that we cannot apply it
to every kind of PDE. The problems that solves are linear operator equations of the kind

Qs
Alpu=) Of(u)fq, (1.40)
q=1
where
A(H) = @L(N)Al +@¢21(H)A2) fq EV/) q :])---an)
and

A12V—>V/, 121,2,
0,01 : PR,  i=1,2, q=1,...,0s.
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The following result express the exact solution of (1.40) and forms the base of the fun-
damental order reduction method. It also exposes another main difference with reduced basis
methods which is guaranteed convergence to the exact solution. The finite dimensional equiv-
alent is found in [131].

Theorem 8. If the corresponding bilinear forms of A(u) and ©! (u)A1 are continuous and coercive
for all p € P and the spectral radius

CHMI
p(@L(H)A] Az> <1, Vpe? (1.41)

then the unique solution w(p) of (1.40) can be expressed as

oo Qr 2 k@d

@ o
§ § ( ))H (w )(A;‘Az)kA;‘fq. (1.42)
k=0 gq=1

Proof. Let u € P be an arbitrary parameter. As the bilinear form of A(u) is continuous and
coercive then there is a unique solution u(u) of (1.40) by the Lax-Milgram theorem.

We now proceed to proof that
ATTA:V =V

is bounded and later obtain the result (1.42). To simplify the notation the parameter depen-
dencies will be omitted.

Take u,, — u in V. From the continuity of the operator
A: V-V,

we obtain that
f = Au=1limAu, =limf,,
n n

where f and f,, are the corresponding values of Au and Au,,.
By Lax-Milgram ©] A is invertible with continuous inverse, and

OlA U+ @A u =T

implies
@ 1 T
@1 TAT Au = @LA‘ f. (1.43)
Using (1.43) and taking the limit
o2 1 1 e?
lim =2 AT A u, = lim — AT f, —up = —A7'f —2ATTA
1111'11 @11 1 22U ITI‘LH @(]1 1 n Un @11 1 u = @11 2u,

we prove the boundedness of A]’]Az.
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The inverse of the operator I + A TA, in (1.43) is well known as

e
( ol Az) <1
and A?]Az is bounded,

u= §< ®2A] A2>k(;1 A]

The expression (1.42) follows from substituting f = Z , ©7f,. O]

To apply Theorem 8 and obtain an approximation uy (u) of u(u) we divide the computa-
tions in two stages like in RB, the offline and the online. In the offline stage we compute the
fundamental basis functions

W q = (A7TA2)RAT g, k=0,...,N, g=1,...,Q¢
and define the fundamental basis space

VN»Qf = Span{wk,q}k:O,...,N, q=1,...,Q¢> (1.44)

of dimension NQy. Instead, in the online stage we evaluate all the parameter dependent func-
tions ©),02,0{,q = 1,...,Qy, for the required parameter p € P and compute an approxi-
mated solution of (1.40) using the first N summands of (1.42).

The third main difference between FOR and RB lies in the procedure of both stages. In
the offline stage the RB methods need a well selected sample of the parameter set to construct
the reduced basis space while FOR method compute the basis independently of the parameter
set, i.e. is a samplingless method. Regarding the online stage, FOR evaluates the parameter
part and compute a partial sum of (1.42), whereas RB requires to solve a small linear system
and therefore is more expensive in online computations.

We follow now with two quick remarks. The first one is that Theorem 8 can be extended
readily to an arbitrary affine representation

Qa
p =) OlwA
q=1

But when Q4 > 2, in the n-th summand of (1.42) will appear Q¢(Qq — 1)™ new terms to sum
(see [131]), and therefore the fundamental basis space will have dimension

N
Q) (Qu—1), (1.45)
i=1

therefore not feasible for fast computations. On the other hand, if Q, = 2 as in Theorem 8,
then (1.45) reduce to NQy, which does not scale exponentially.

The second remark is when we have Q4 = 1. This is a particular case of Theorem 8 which
gives the exact solution for all p € P. We will write this case as a corollary to have quick
references later from Chapter 2.
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Corollary 2. Suppose the bilinear form of A1 is continuous and coercive. If ©}(u) = 1 and
©%(u) =0 forall u € P. Then
Qs
u(p) =) Of(wA; . (1.46)
q=1

We present some error estimates with Proposition 5 and Proposition 6.

Proposition 5. Suppose the bilinear form of Ay is continuous and coercive with coercivity constant
1, and

ATTA,

2
H@a(”) —r(u) <1, Vue?. (1.47)

Ol (u)

Then the partial sum

un(p) = (ATTA)RALTE (1.48)
S5 O 1 P
satisfies
™ () < o
lulw) —un(W)V < s > 10d(w)l|fqllv: (1.49)
a q=1

Proof. With the hypothesis of this proposition we can easily follow the proof in Theorem 8 and
obtain a solution u(u) as (1.42), the only difference here is the boundedness of A]_] A, which
is given by (1.47).

Subtracting (1.42) and (1.48) yields

OOQf 2\k@d

DYOD*OF 1 a kA
ZZ BN (AT A A
qu1 v

1
<o 20 2 (8f) A,

] k
<Ly ety
O(]|®11| Z f H qHV

lu—unllv =

o

CH
CATTA,
er ! Ty

= Ofl(Ifqllv
(X]|®]| Z| |H q”V

Proposition 6. Suppose the hypothesis of Theorem 8 are satisfied with spectral radius

<®ﬁ(u)
0 (u)

*1A2> =r(u) <1, Yu e P.



1.5 FUNDAMENTAL ORDER REDUCTION METHOD 31

If the eigenvectors {w;}°; C V of Aﬂ A, form an orthonormal basis in V, then the partial sum

satisfies
n Qr 5 1/2
b~y < o ﬁ(é O1u)°Ifalf ) (1.50)

Proof. As the eigenvectors {w;}{°; forms an orthonormal basis in V there exist unique scalars
B{ such that

00
A?]fq:ZB?Wi» q:])"wa-
i=1

This equality allow us to express the operator A1_1A2 in terms of its eigenvalues A,

<g1 Ay AZ) Ai'lfg = i B! (gi)\i)kwi, q=1,...,Qs
i

and consequently

oo Qs @Z)k@q : 2
u—unlly = ZZ @1 (AT A AT
k=N g=1 A%
00 o) 2
MY
a k=N i=1
Qf @‘g & e @2\
<3 () S (%)
Qs q (e ¢) [e s}
< (X () Xem)(Z™)
=1 ar =1 k=N
2N Qt , ,
< Gerpi = 2 @Il
The result (1.50) follows immediately. O

When the scalar coefficients in (1.42) are all positive, it is possible to modify the summands
to make it converge faster in some cases. This modification is called Accelerated Fundamental
Order Reduction (AFOR) and is based in the following result.
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Lemma 3. Suppose that 0 < a < 1 and define

N
dn = (3+\/g)N+(3_\/g)N CNk':(_])k Z N N+m 22111
' 2 ’ " N+m\ 2m ’
m=k+1
then
[eS) N—1 ONK k 2
(=1)kak — “akl < (1.51)
é — dN (14 a)(3+ V8N
Proof. See [54]. O
The modification ¢y x/dn in the sum
NS
N,k ak
o

is known as a Padé type approximation [41, 66]. For implementation and extensions consult
[54]. Now we apply Proposition 3 to improve the convergence in the case (1.50) converges
slowly.

Proposition 7. Suppose the hypothesis of Theorem 8 are satisfied and define

dNi

(B+v8N+(3— V3N L e N /N4m o,
- 2 v oenge=(E10F ) N+ﬂn< 2m )2 '
m=k+1
If the eigenvectors {w;}°, C V of A]_1Az form an orthonormal basis in V with all eigenvalues
satisfying
O3 (1)
O (1)

A>0, peo.

Then the partial sum

= S5 dn(@ () (ATTAA

satisfies

= ; (%(@q(m)zuf H2>V2 (1.52)
 oalOL(I(1+ S Amin) 3+ VBN T gl ) - (.

where the Apin is the smallest eigenvalue of AT] A, in absolute value.

Proof. We proceed as in Proposition 6, express

o9}

AT]fq:ZBng q:1)--')Qf-

i=1
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and

(ng AZ) A = Zﬁq( )kwi, q=1,...,Qs.

Then using Proposition 3 yields

oo Qf 2\k@4 N Qf 2 k@9 2
eired _ enk(©Og)OF .
e P @1 2 O AT A A g — Y i@yt A ADAT
k=0 gq=1 k=0 gq=1
Qs q oo 00 N oo > 2
®f k @ CN,k (G k
|| X G (L T s (@) w- L X e (G
g=1 ¢ Nk=0 i=T k=0 i=1 a v
Q @d2X® 2 N 2 2
®f 2 qy2 k ®a k CN ®a k
—Z(@TL> > (B X () (@Lm) —Z—Nk(%m)
q=1 i1 k=0
22 Qs 0 @2 5
h? D21+ —2A
22 Qf
< O [Ifqllv,
oG (©1)2(1+ GiAmin)“(3 + VBN qZ f
and finally
2 QZ 1/2
[u—unllv < ( |fq||v,> .
(X]|®]‘( mm) 3"‘\/» q=1
[

Even if we call the method in Proposition 7 “accelerated”, the estimate (1.52) will converge

slower than (1.50) if ]

> 7(p), ned,

3+V8
where r is the spectral radius
931(!4) —1
p(@L(U)A] Az)—r(u)<1, ue P

With the results shown so far we can obtain estimates for the Kolmogorov’s n-width.

o (w)

Theorem 9. Suppose that for all u € P, Z pall @1( is bounded.

i) Ifthe hypothesis of Proposition 5 or Proposition 6 are satisfied and forallp € P,r(u) <r <1,

then
d, (M) < Cry

where C is independent of .



34 1 ELEMENTS OF RB AND FOR METHODS

ii) If the hypothesis of Proposition 7 are satisfied, then

C

nM = T o)
n )<(3+\/§)“

where C is independent of W.

Proof. We prove the result for the hypothesis of Proposition 5, the other cases are analogous.
Using the space (1.44) for n = NQy and the estimate (1.49) yields

dy M)y = inf sup inf |[v—w
n( )V dirn(Vn):nvejIV){WGVnH ”V

<sup inf |v—w|v
VGMWEVN»Qf
—sup_inf [u(p) —wly
peP WEVN, Qs

< sup [lu(p) —un(wllv
ne?P

Qs
1
S su |®q | f /}r“
uEpr{(X”@ll(ll”(] —r(u))er ; f(u) H qHV

< Cr™.

O]

The following results are an extension of the ideas presented so far to the case where
there is not a finite affine representation of the functional in (1.40).

Theorem 10. Suppose that W is a Hilbert subspace of V' with ||f||y+ < C||f||w for all f € W and
there exists an orthonormal basis in W, {f }3021 C W, with

flu) =) Of(uwfy,  Yue?.
q=1

If the conditions of Theorem 8 are met, then the solution to the equation

OL (WAL + O (WA =f(n),  Vue?P, (1.53)
can be expressed as
o0 X -1 k @2 k@q
up) =y y ( )((@1?3;;]1“ 7 () (ATTARAT g, pe? (1.54)
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Additionally, denote

Qr
fo,(m) =) Of(wfy, ne?,
q=1

q, (1) := Z O (u , ue P
q=Q+1 w
N Q¢ kA4
( )) C(T) _
k=0 q=1

i) If the hypothesis of Proposition 5 are satisfied, then

1 N
utw) —unaiWllv < g (Ceatw + e Wi w),  we?.

ii) If the hypothesis of Proposition 6 are satisfied, then

ZZN

1 1/2
un,of(H|lv < C2ed (W) +|Ifo, (W) , ne?.
? 1O (1)y/T— (1) (<<%, otk )

w(p)—

iii) If the hypothesis of Proposition 7 are satisfied, then AFOR gives the estimate

1/2
1 o, 4lfo (Wl 1
u(p)—u < £ + e ne>.
(k) —un Qe (k) v oq|@gl(u)|<1—r2(u) oW (1+ SH I Amin)* (3 + VBN "

Proof. The procedure to obtain (1.54) is analogous to the proof in Theorem 8. In what follows
we only prove i), the other cases are analogous.

@2 k@q
ZZ @1 k+1 (ATlAZ)kA?1fq
k=0 q=1

lu—un,ofllv =

N Qs 2\k@d
‘030! 1a kA
_ZZ @1 K+ HAT AL AT .
\%

k=0 q=1
— (e3¢ &
< W( A] Z Ch fq
k=0 a q=Q+1
— (_])k(@Z) A A kA 1 @ f
+ Z (@1 )k+ ( 2)°A Z q
k=N-+1 a q=1 v
N Qs

Z@fq

q=Q¢+1

+

Z Offq

a1 =1 || &

<—
- (X1|@]| 1—1)

1
< ———|(C f ).
< aep ) (Cear + Ifarlv)

vl
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The degree of decay of e, in Theorem 10 depends on the smoothness of f with more
smoothness meaning faster decay [61].

The following corollaries are immediate consequences of previous results.

Corollary 3. Suppose the conditions of Theorem 10 and additionally ©! () = 1 and ©2(u) =0
forall p € P. Then

w(p) =) Of(mA; g, (1.55)
q=1
is the solution to equation (1.53) with estimate
() —uo,of(Wlv < . (1) ue?d (1.56)
PREEIY = ql@f (w) T ' '

Corollary 4. Suppose the conditions of Theorem 10 and that for all u € P, there exist constants
g,1,0!, Cy, such that
eqim) <e, N <N <,

©4(1)| >0, >0, |fo,(m)]v < Cr.

i) If the hypothesis of Proposition 5 are satisfied, then there exists a constant Cy independent
of u such that
dn(M) < Cileg, +7M).

ii) If the hypothesis of Proposition 6 are satisfied, then there exists a constant Cy independent
of u such that
dn (M) < Ci(e, +1°M)"2.

iii) If the hypothesis of Proposition 7 are satisfied, then there exists a constant Cy independent
of u such that AFOR implies

, 1 12
dn (M) < Ck(EQf + W) .

We exemplify now an application of FOR to a simple equation. The example has an
unbounded parameter set which is usually one of the weaknesses of the RB methods. Later in
Chapter 2 we show another use of FOR in a more involved equation.

Example 1. Consider a bounded domain Q C R™,V = H}(Q),A; the smallest singular
value of the Laplace operator, P = (1/A1, 00) and the equation

—pAu+u=". (1.57)
This equation has the structure of (1.40) with
611(“):“) Qﬁ(u):]a G}(H):L Qf:])

therefore we can use Theorem 8 if we check Lax-Milgram conditions for the bilinear form of the
operators —pA + I and A, which is straightforward, and the spectral radius condition (1.41).
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The Laplace operator —A is a symmetric elliptic operator, hence all its eigenvalues are
positives with A; > 0. Consequently,

p<—:LA1I> ::Lp<—A1) = p.17\1 <1, Vue?.

By Theorem 8 the exact solution to the equation (1.57) is
— 1
u(p) = Z(—1 )kﬁ(—A)_(k—H)f) Yu e P.

To use FOR for approximating the solution we define a finite subspace Vi, C V. By Theorem 8
again, the solution to (1.57) in V;, is

Z k+1 —Ap) * e, Yae (1.58)
=0

where —A;, is the symmetric matrix representing the Laplace operator.
For better performance we divide P in the sets

Py <1 3+f>) P, [3;1\/5’()0),

AN

and use Proposition 6 and Proposition 7 accordingly. For P; we apply AFOR, estimate (1.52)
entails that with the first N summands of (1.58) we obtain

2| fullv; 1

IIuh(u)—uh,N(u)Hvém(3+\/§)N

where Api, is the smallest eigenvalue of (—Ay)~'. Whereas in P, we use FOR with estimate
(1.50),

Mltallvy 1
(LA1)2 — 1 (AN

Computing the exact spectral radius value of a differential operator is a difficult task, so is better
to obtain A from V}, and use it in the method.

un () —unN(p)]v <

Notice that the larger u becomes the smaller N is needed to obtain a good approximation.
This makes sense as
—uAu4+u=f —— —Au =0,

pu—o0

and then the solution is u = 0.
Finally, Theorem 9 gives the following Kolmogorov’s n-width estimate,

C

M) < —— .
n( )<(3+\/§)“
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The two main weaknesses of the FOR method are the limited setting where it can be
applied and the difficulty to verify the hypothesis of the results. A way to surpass the lastest is to
work directly in a finite dimensional space as it is easier to perform computations. Nevertheless,
in the cases where FOR is applicable, it is recommended to use is it over RB because of the
advantage in the offline and online stage.

In the next section we continue with estimation results regarding the RB methods.

1.6 Reduced Basis Error Estimates

The new contributions to the reduced basis methodology are presented in this section. They
are offline error estimators and are based in the possibility of certifying RB approximations in
the offline stage. We introduce two simple but effective estimators of this kind: Lipschitz offline
estimator (Loe) and Chebyshev offline estimator (Coe).

There are two practical methodologies commonly used to check an effective RB space.

One is an heuristic way to check reducibility by applying POD with a fairly dense =; and check

the decay of the singular values. The other common procedure is to certify the error using the
residual

T(viu) = f(v;u) — a(un(p),v; 1), YW € Wy, (1.59)

for a-posteriori error estimations in the online stage.
Proposition 8. The residual r(-; u) satisfies

IT(s ) vy

T(s ) llvy
Yr(u) '

1.60
on (1) (1.60)

< Junr(p) —un(w|lv <

Proof. First note that a(up(pn) —un(p),v;u) = r(v; u) for all v € V4, then from the continuity
Of a(') 5 U);

r(v; w)l = la(un(p) —un(w), v w)| < yr(pw)[un(p) —un(wvivllv, ¥v e V.

Therefore, the first inequality of (1.60) comes from the definition of dual norm,

[TCsmllvy < vrlw)flun(u) —un(p]lv.

The remaining inequality yields from the stability estimate (1.3) applied to the solution uy (n) —
un (u) of the variational problem

a(up(u) —un(p),v;u) =r(v;u),

which gives
oo (1) [[un(p) —un(plv < [[r(5m)flv; - 0

Using the estimation (1.60) requires the computation of the coercivity factor and the norm
of the residual (1.59) for each RB solution. If there is not an efficient offline/online decoupling,
computing the residual can be a time consuming task for the online stage purpose. The main
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objective of offline estimators is to speedup even further the online stage passing the workload
of the online estimators to the offline stage.

The main attribute of the two offline estimators presented here use the smoothness of the
solution map. The first one is based on Lipschitz continuity.

Definition 3. A parameterized bilinear form a(-,-;u) is Lipschitz-continuous with respect to p
(uniformly with respect to v and w) if there exists L, > 0 such that

la(v,w; ) — a(v, wy )| < La|vllvwllvliw—u'|| Yu,u' € P, Yo,we V. (1.61)

Likewise, f(-;u) is Lipschitz-continuous with respect to u (uniformly with respect v) if there exists
L > 0 such that

[f(v; ) — flv; )| < Le|pv]|v]lp — n'|] Vu,p' € P, Vv e V. (1.62)

Proposition 9. Let a(-,-;u) and f(-; u) be Lipschitz-continuous with respect to u with coercivity
factor «(pn) and norm ||f(u)|ly, uniformly bounded below and above with bounds oy and vy
respectively. Then the solution u(p) of (1.6) is Lipschitz-continuous with respect to p,

() —u(uw)|lv < Lullw—u'|l, Yu,u' € P,

with constant
1] Vi
Luo=—(Li+Ls— ). (1.63)
(%4 X0

Proof. Subtracting the equations

E

a(u(p’),u(p) —u(p);u) = flu(p) —u(p’);

rearranging and using the Lipschitz continuity yields

afu(p) —u(p),ulp) —uw(u);w) = flulp) —ulpw);w) — flu(p) —ulu);u’)
—a(u(p),u(w) —ulu);u)
+ a(u(p), u(w) —u(u);u’)
< Lelfu(p) — u(p)||v|[p — n'|
+ Lal[u(u) [[vw(p) — w(w)]lv]ie— .

Taking the coercivity condition (1.2) and estimates (1.3) results the Lipschitz continuity of u
with constant L, from

u(p) —u(p) u(p) —u(php) _ Lf||u—u’H+LaHf(”/)”V'

lu(p) —u(u)|v o)

o) () —u(u)ly < & T
Il

The following proposition is the theoretical justification for Loe estimator. It takes advan-
tage of the Lipschitz-continuity of the solution to obtain an error estimate of the RB solution.
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Proposition 10. Suppose that a(-,-;u) and f(-;u) are Lipschitz-continuous in V with a(-,-;u)
symmetric and coercive, then

> o Vue?, (1.64)

i=N+1

vMM)”Z
OCN(H)

wmm—wmmvsnﬂmﬁa+(

where d(p, =) := miny ez, ||u — p'|| is the distance from p to =s.

Proof. The hypothesis of Proposition 4 and Proposition 9 are satisfied and therefore the estimate
(1.64) results directly from applying them to

[un (i) —un (W lv < [un(p) —wn(w)lv + lun(p’) —un(@)]lv + lun () —un(w]lv,
with u’ the closest point to u in =;. O]

Definition 4. The Lipschitz offline estimator (Loe) is defined by the map

AMukzﬂﬂﬂwEQ+<a (1.65)

We can obtain a simple bound to Loe if the factors in (1.65) are bounded uniformly,

d(p, Zs) < dmax, o (p) > o, N () < vo, Vu e P,

then it results

T

Z O'iz, vu e P.

12
AL (1) < 2Ly dmax + <W>
1=N+1

X0

Corollary 5. If a(-,-; u) is constant with respect to y, i.e. the bilinear form is p-independent, and
N =, then
Ly L

ATEJ(U) < 2( + > dmax, YH€P. (1.66)
Xh N

Proof. As the bilinear form is p-independent (1.63) becomes

L
L,=—.
oo
Using this equality with the corresponding coercivity constants in the proof of Proposition 10
results the estimate (1.66). O

Even if we have fast decay of the singular values in POD, the expression (1.65) can dete-
riorate anyway if L,, is large. This could happen due to sharp changes in the structure of one
solution to another or if = is not very dense in P, i.e. if the distance dpax is not small enough.

The following proposition relates the a-posteriori error estimate (1.60) and Loe.
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Proposition 11. Denote the a-posteriori estimate (1.60) as

a0
otn (1)
then
An() < Y AL ().
on (1)

Proof. From the relation (1.60) and (1.64) yields

(5 1)y,

Vi) < [un(p) —un(p)llv < AR (),

which implies that

_IrGlvg _ vn(w)

L
AN =0T S AN -

As explained before, Loe may be of low utility in some cases. More adequate in general
is the Chebyshev offline estimator (Coe) which use Chebyshev polynomials [159] to exploit
higher smoothness of the solution map in the a-posteriori estimates.

Definition 5. The bilinear form a(-, -; u) is differentiable with respect to w; at a point u € P if, for
any v,w €V, the limit

Ja ]
a—m(v,w, U = }lngé E(a(v,w, u+hei) —a(v,w;u))

exists. In the same way, f(-; u) will be differentiable with respect to w; at a point pu € P if, for any
v €V, the following limit exists

of
(]

1
(viu) = }1355 E(f(v; u+ hei) — f(v;u)v) (1.67)

Proposition 12. Let a(-,-;u) and f(-;u) be C* (analytic) maps with respect to u, for some k > 0
with a(-,-;u) coercive for all u € P. Then, the solution map u(u) is of class C* (analytic) with
respect to .

Proof. See [131]. O

The following proposition gives the algebraic counterpart of the a-posteriori error estimate
An(p). This is the usual way to calculate error estimates after the RB solution is computed.

Proposition 13. Denote the norm || - [|x-1 in RNk as

Il = 1%, 2xy x e RN

then |
[un(p) — Unun(p)]x, < m\\rh(uw;u)llx;u (1.68)
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Proof. The discrete residual of (1.59) evaluated in un/(u) is

rp(un; u) = fr(w) — A (w)Unun (p)

with satisfies the following equality using (1.5),

Ap(u)(up(p) — Unun(p)) = rp(un; p),

and consequently

un (1) — Unun(p) = An(p) " 'rn (un; p)- (1.69)

Multiplying (1.69) by X,/

1/2 1/2 I~ 1/2~—1/2
Xh/ (up(p) — Unun(p)) =Xh/ Ap () 1Xh/ X, e (un; ),

and taking | - ||2 at both sides yields

1/2 —1I+1/2
un(p) — Unun ()lx, < 1% *An (1) 7% Lol (uns )l -

The final expression in (1.68) results from

12 _1ol/2 12 _1ol/2 1 1
1% 2An (1) X/ % 12 = Omax (X} *An(p) ' X/%) = = . O

—1/2 —1/2
Omin (X, An (W)X, %) anlp)

We now present the main ingredient for the Coe estimator: the smoothness of the residual
as a function of the parameters.

Proposition 14. Let a(-,-;u) and f(-;u) be C* (analytic) maps with respect to p for some k > 0.
If a(-, ;) is coercive for all u € P, then the residual norm

th2(p) = [ (un; H)H)z(}:n

is a map
Tho(u): P =R

of class C* (analytic).
Proof. Expanding the definition of r,,(u) in terms of vectors yields

1.2 _
Th2(M) = Hl‘h(uN;HN&? = [IX;, P (un )3 = rh(un; ) X 1 (ung ) =

£ () "X i (1) — 26 (1) X A () Unun (1) + un () UL AR (1) X An (1) Unun (p). (1.70)

This last expression shows that 1, () is obtained by multiplications and sums of C* (analytic)
functions and therefore 1, > () is of class ck. O

Once the residual is identified as a smooth function we open two possibilies:
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* Apply non-linear optimization methods to find for which parameter the residual attains
its maximum. The inconvenience of this approach is finding sub-optimal solutions giving
the disadvantage of non-linear optimization methods to get stuck in local optimums.

* Approximate the residual for faster computation times and if possible look for maximum
values without the need of non-linear programming.

For the Coe estimator we use Chebyshev interpolation of the residual. This choice is due
to the logarithmic growth of the Lebesgue constant, good approximation properties for smooth
functions and stable computations [116, 159]. The downsides are that it may be impractical
on general domains and high dimensional spaces.

Chebyshev polynomials (of first kind) {T,,(x)},x € [—1, 1], can be defined recursively as
Tair(x) = 2xT(x) — To1(x), (1.71)
where the first three polynomials are
Tx)=1, Tix)=x%x  Tx) =21
The Chebyshev series expansion of a function f(x) defined in [—1, 1] follows as
f(x) ~ Scf(x) :== %C()To(x) +oTi(x) +cTo(x) + -+ (1.72)
with

1
ci = WJ (1 —x2)V2¢(x) T (x)dx.
-1

Pointwise convergence is guaranteed for continuous functions and is very fast in many
cases.

Theorem 11. If the function f(x) is continuous in [—1, 1], then its Chebyshey series is pointwise
convergent. If f(x) has m + 1 continuous derivatives in [—1, 1], then

f(x) —SLf(x)| = 0Mm™),  vxel-1,1].
Proof. See [116]. O]

Theorem 12. If f(x) can be extended to a function f(z) analitic on an ellipse of radius r > 1 which
contains [—1, 1], then
If(x) —SHf(x)| = 0(™),  ¥xel[-1,1].

Proof. See [116]. O

The simplest way to obtain a polynomial approximation with Chebyshev polynomials is
to interpolate the desired function. Let denote

p* = argmin ||f — pllec € P
pePn
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the best approximation of f among the polynomials of degree n, then the interpolation error is
bounded by
”f_janoo < (] +nn)Hf_p*”oo> (173)

where n,, denotes the Lebesgue constant related to the interpolation points. If the the inter-
polation points are selected to be the zeros of the Chebyshev polynomials then the Lebesgue
constant grows logarithmically

2
T]ng Elog(n+1)+1,

which reduces the Runge phenomenon [116].

We can generalize the approximation and interpolation results to simple domains like
general hypercubes [39, 115, 157, 160]. Moving the range [—1, 1] to a general interval is a
matter of making a linear transformation and extension to the multivariate case could be done
through different techniques, for example, by tensor product.

Definition 6. The Chebyshev offline estimator (Coe) is defined as the Chebyshev polynomial ob-
tained by interpolating v, ; defined in Proposition 14.

We can use a Coe estimator in two ways:

e online: for faster online estimator

* offline: for computing a maximum error estimate

If we do not have an affine representation of a(-, -; u) or f(-; u) it may be faster to evaluate
the polynomial interpolation than the residual because the expansion (1.70) needs to execute
operations in the high dimensional space V;,. Instead, for the Chebyshev polynomial

palw) =) cTi(w), we?

we can use different strategies to evaluate it which are stable and has O(n) operations [33, 85,
140].

In most cases is better to apply Coe offline instead of online. With a precise polynomial
approximation we may simply compute the maximum and obtain a global error estimate. In
this way we reduce the number of operations executed in the online stage.

To use Coe is recommended to have a smooth residual so the Chebyshev coefficients
c; decay fast. This is because evaluating the residual in high-dimensional spaces to compute
the polynomial could be CPU intensive. Also in this regard is important to have an affine
representation of the parametric part to speedup the computations. Without these two points:
fast decay of Chebyshev coefficients and an affine representation of the parameters, in some
cases it may be expensive to construct a Coe estimator.

Also, if the residual is so small that is close to the machine epsilon, it is better to interpolate
each term of the residual (1.70) individually and not the final result because some instabilities
may appear in the computation of the coefficients of the polynomial.
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The main disadvantage of Coe comes from the actual computation of the polynomial. Also,
general and high-dimensional parameters domains are difficult to treat. Nevertheless, this is
an ongoing research topic with many promising results [3, 25].

Next section explains how to compute an affine representation of the parameters when is
not available. Reduced basis methods in general can be slow without it in the online stage and
also helps computing the residual.

1.7 Empirical Interpolation Method

This section introduces the empirical interpolation method (EIM) [23, 75, 111] which builds
an affine representation of parameterized functions. The main idea behind it is to construct
iteratively an operator J}, that interpolates the spacial variables of a function g(-; 1) in a sepa-
rable expansion. It has many advantages like exponential convergence for analytic functions,
usefulness in general domains and a hierarchical algorithm.

First we show how to use EIM when its offline stage is done and then how to actually
iterate through the algorithm.

Let G be a family of parameter-dependent functions
§ ={gln),ne P c CQ).
The output of the EIM offline algorithm is:
* a set of basis functions {p1,...,pm} C span{G}
* a set of interpolation points or magic points Ty = {t',...,tM c Q

¢ the interpolation operator J},

M
Maxu) =) 6(upj(x), xeQue?. (1.74)
j=1

Once the EIM algorithm finish and we want to compute g(-, u), for a selected u € P, we
force the coefficients 6;(u) to interpolate the values of g(-, u) in M points,

)Ii/lg(ti;u) :g(ti;u)> i=1,...,M. (1.75)

To obtain the values 0;(u) we substitute (1.74) in (1.75) and solve the linear system

M
ZBJ u)p;( (t) = g(th ), i=1,...,M,
j=1

or equivalently
BmO(u) =gm(u),  VneD, (1.76)
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where

(Bm)y = pj(t),  (0(w); =05(1), (gm(p)) = g(thp), Li=T1,...,M.

Thus, from (1.74) and the solution vector of (1.76) we obtain a representation of g(-, u) for
every pu € P.

EIM Algorithm.

1. Select the parameter pl,, such that

i = argmax [[g(+ u) | ges ()
pe’®

After this define S := {u};\,} and the first generating function as
£1(x) = g(x; bgm)-
From &, select t' such that

t' = argmax |£; (x)|
xeQ

and define T; := {t'}. Finally, compute the first basis function as
p1(x) = &1 (x)/& (1),

For m =1 the interpolation matrix B, is
(Bm) =p(t') =1,

and solving (1.76) for this particular m yields the interpolation operator

Tg(x; 1) = g(t'; p)p1 (x).
2. After m — 1 steps we have obtained

Ty ={t, ..., "1}

1 —1
Smfl = {”EIM) cey IJEM })

with the corresponding basis functions

{p1y-e ey Pmt )

At the m-th step select the new parameter as

HEM = argn;)ax lg(sm) —T5n19(s Wl e q) (1.77)
ue

and define the next generating function

Em (%) == g(%; ugmm)-
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Then compute the residual
Tm(x) = E,m(X) - j);l_] am(x)

and solve (1.76) with M = m — 1 and g = §,,, to obtain the corresponding coefficients of
the operator JY _,. Finally, define the new basis function as

Pm(X) == T (X)/Tm (t™)

with
t™ = argmax |1 (x)|. (1.78)
xeQ
L]

In second step of the algorithm we should to prove that B, ; is invertible. It follows
directly from the fact that

(Bm—1)ij = pj(t"),
which implies
(Bm—1)ij =0, i <j,
(Bm-1)yj =1, i=j,
|(Bim—1)y < 1, 1>,
and hence B,,, ; is lower triangular with all the elements of the diagonal different from zero.

There are some results regarding the convergence and error estimation of EIM [111, 131].
Next we enunciate an exponential a-priori estimate.

Theorem 13. Suppose there exists a sequence of nested finite-dimensional spaces G; C G, C - - -,
such that there exists ¢ > 0 and « > log4 with

d(9,5m) =sup_inf [g(sn) —vmlcoq) < ce M.
peP VMESM
Then
sup [|g( 1) — Fg (5 1| ooy < ce™ (@108 IM,
uep
Proof. See [111]. .

In the particular case of p-independent bilinear forms we can obtain a connection between
RB, FOR and EIM.

Proposition 15. Consider the conditions of Corollary 3 and f(u) € L*®°(Q) forall p € P. If
llgllv: < CllgllLe(q) for all g € V! NL>®°(Q), and there exist egpm > 0 independent of u such that

sup [|f(p) — IG5, F(W|li=(q) < €Em
pe’®
for Sq; = {utivs - - s u%fM}, then

Qr

sup inf lu(p) — Z ogu(ugm) v < Ceem. (1.79)
peP X1y H%Qy =
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Proof. With the conditions of Corollary 3 we can transform the expression (1.79),

Q& Qs
sup inf [lu(p) = ) equ(pip)llv =sup inf AT() = > oa AT (g v
pueP X Qe ; EIM pEP X1 %Q L ; 1 EIM

Qr

1
<—sup inf [[f(u)— ) ouf(ugp)llv:
p peg o, | Z e |l

k=1
Qs
< Csup inf [|f(n) — D> oucf(ugp) i
pe’P
< Ceemm

The result (1.79) shows that under certain conditions using the RB space

Vo, = {ulpdin)y - - - ulph)}

generated with the same points of the EIM algorithm is as good as applying Corollary 2 after
computing the affine representation with EIM. Nevertheless, this result does not take in ac-
count G-RB computations and the fact that Corollary 2 gives an exact solution with an affine
representation. Also we can think about the RB space generated by the EIM points of being
“optimal” because these points are selected in a greedy way.

In conclusion for u-independent differential operator, RB and FOR could give the same
level of precision with an EIM affine representation but FOR is faster and more precise in
computing actual approximations.

From the computational point of view, the EIM algorithm described before is not feasible as
(1.77) and (1.78) are difficult to compute. Therefore, we need to select a fine sample Zgpy C P
and Qp .= {xk}l]:j:q] C Q to turn (1.77) and (1.78) to an enumeration problem.

With this idea we use in the EIM algorithm a vector representation

g:P - RNa of g: QN xP =R

defined as
(g(u))k:g(xk;u)) k:]a"')Nqa

and a matrix
Q= [l lpm]s

where in each column we have the discrete representation of the basis functions, i.e. (Q)y; =
p; (x).
We also represent the interpolation operator J%, by a discrete function gy : P — RN
given by
gm(p) = QO(n) € RN,
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where 0(u) € RM is the solution of a linear system equivalent to (1.75),
M
D WP = (8w Tyeey M.
j=1

The indices {i1, ..., im} correspond with the selected magic points,

] . .
{t .t =L xtv)



Chapter 2

RB and FOR on an Epilepsy EEG Equation

This chapter deals with a particular parameterized equation used in electroencephalography
(EEG) for detecting epilepsy waves [47, 124]. The main topic is the application of model order
reduction techniques presented in Chapter 1 to solve the equation faster.

An electroencephalogram is a noninvasive method used to record electrical activity of the
brain with a collection of electrodes positioned on the scalp. From a mathematical point of view,
EEG for epilepsy is an inverse problem, the known information are the measurements on the
boundary of the domain, i.e. from the electrodes on the scalp, and we seek the electric field
that generated it.

An EEG mathematical model for epilepsy [5, 82, 141] is given by

{ div(oVu) = div(ped,) in Q, @.1)
(oVu)-n=0 on 0Q). )

The Lipschitz domain Q is usually a geometry that assembles the human brain in R4, d = 3,
with subdomains inside representing different elements of the brain; n is the unit outward
normal vector; the conductivity o is a bounded matrix which satisfies the uniform elipticity
condition; in the right hand side there are two parameters, the polarization p, € R¢ and the
source parameter p € Q for which the Dirac delta distribution 9, is centered.

We cannot consider this equation in the classical sense, instead in a distributional sense
[60]. In this context, the real vector py has meaning as a constant map from the cartesian
product of distributions,

po:DxD—D.

Equation (2.1) poses a huge challenge from the theorical and numerical point of view
because the divergence of the delta function introduce a strong singularity in the solution.
Nevertheless, there are two known ways to approximate its solution with theorical support,
they are called direct approach [8, 9, 14, 163] and subtraction approach [8, 9, 14, 106, 168].

A relevant result in this thesis is the proof that reduced basis methods cannot be efficiently
applied to the direct approach, which being a variational approach, could be presumed to be
suitable for this aim. We postpone to Section 2.2 a theoretical proof related to this statement
and the presentation of some numerical results that enlighten this point. Instead, we start in
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Section 2.1 with the subtraction approach and its numerical approximation. Finally, in Section
2.3 we deal with the application of RB to the inverse problem to find the original source.

2.1 Subtraction Approach Formulation

We describe in this section the subtraction approach to solve the EEG equation (2.1). The idea
is to remove the singularity with a function wy,

U— Uy = Ug

and solve a simpler equation for us.

Suppose o is constant with value o, in a neighborhood of u. We will use the same notation
0, to denote the diagonal matrix with this value on the diagonal, thus there exists o such that

o = 0)+ Os. (2.2)
For o, consider the equation
div(ooVug) = div(pedy). (2.3)
As the fundamental solution of
—div(opVv) =, 2.4)

is known and
div(pody) = div(po - —div(ooVVv)) = —div(ooV(div(pov))),

then we obtain the exact solution of (2.3) by computing div(py - v) in the fundamental solution
of (2.4). This results

—1
Po-0y (x—m) e
2y /det oo (x—p)-0y ' (x—1)’ ifn=2,
uo(x;p) = o
Po % (1) ifn—3.

47t /det o ((xfp)-ogl (xfu))S/z ’

If the medium is isotropic, i.e. oy = opl, then (2.5) simplifies to

Po-(x—n) : _
Zﬂ(c)foleu\z’ ifn=2
uo(x;p) = (2.6)
Po(x—p) : _
471‘;0')(_”‘3, ifn=3.

Given that a solution u of (2.1) exists, then there exists u, such that

u=up + us. 2.7)
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Substituting this equality with (2.31) in (2.1) yields
div((oo + 05)(V(up + us))) = div(pedy),
and
(00 + 05)V(uo +us) -n =0,

which gives an equation for us,

div(oVus) = —div(osVue(n)) in Q,

(oVus) -n=—(cVup(n)) -n  onaQ, (2.8)

IQ us — O.

We obtain its weak formulation using the standard procedure:
Given p € Q, find uy € H'(Q) such that

2.
Jous =0. (29)

Different from (2.1), we have smoothness and boundness in the first equation of (2.8)
because o = 0 in a neighborhood of . Also notice that the boundary conditions in (2.8) does
not present any difficulties because 1 is bounded on the boundary. Therefore, the functional
in the equation (2.9),

{fQ oVu, Vv =— [ oVuo(W)Vv — [4(0oVue(u)) -n-v VveH'(Q),

- | ot | foovuaiw) nv,
Q 20
is continuous in H'(Q).

As the average of u, is zero, which was imposed to remove additive constants, we can use
Poincaré inequality to prove the elipticity in H' (Q) of the bilinear form in equation (2.9). On
the other hand, its continuity holds, thus by Lax-Milgram the existence and uniqueness of a
solution in (2.9) can be claimed for all u € Q.

To approximate this solution we use a finite element space Vj,:
Given p € Q, find us € V4, such that

{fQ oVuhVvn = — [ 0sVuo (1) Vvn — [3o(00Vue(p) -n-vi Vvy € Vi (2.10)

J‘Q uS,h = 0'
2.1.1 RB on the Subtraction Approach. A Simple Case

The subtraction approach approximates the solution of the EEG equation (2.1) with a function
up,s defined by the sum of the fundamental solution (2.5) and the solution of (2.10),

Uns (1) :==up(p) + ush(p), ued

This gives two ways to apply model order reduction, one to uy s and the other to us .
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For the former, each element of the reduced basis will be composed by a singular func-
tion plus a smooth function. Having a spatial singularity is very inconvenient because it may
invalidate an efficient MOR application, so it is not recommended (see Section 2.2.1).

The second idea is to apply MOR directly to us 1. In this way we obtain an approximation
U N Which we sum to uy,

uns (i) ==up(p) +usn(p), me?.

If ug N is close to ugp, then uy s will be a good approximation of up .

This section concentrates in the application of RB to u,y, in the most basic scenario, which
is the isotropic case. We present first some results regarding the approximation of us from
elements of its solution manifold and afterwards some experiments.

Consider a compact parameter set ? ¢ Q = (0,1)4,0 = 1 and po € R, then equation
(2.8) reduces to

div(Vus) =0 in Q,
Vus-n=—Vu(u) -n ondQ, (2.11D)
Jous=0.

The corresponding weak formulation is

[ = 0. (2.12)

We prove in two ways Kolmogorov’s n-width estimates for the manifold

{jQ VusVv=— [, Vip(p) -n-v  VveH(Q)

M ={us(p), 1 € Ph.
We begin first using the theory of Section 1.4.

Theorem 14. Let P be a compact subset of Q = (0, 1)9, then for each s > 0 there exists a constant
C; independent of u such that

dn(Mpi) < Csln+1)7°,  VseN. (2.13)

Proof. For every compact set P C Q there is P’ = [p1,p2]¢ such that P ¢ P’ C Q, therefore
proving Theorem 14 for P’ automatically prove the result for P. As this is the case we will
consider P = P’ in the proof.

We will apply Theorem 6 to obtain (2.13). This theorem asks for a normalized affine
representation of the parametric part. Notice that the differential operator in the subtraction
approach is independent of u. Therefore, we focus exclusively on

m :=—LQ Vuo() -n-v.

The function ug inside the integral,

_Po-(x—n)
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does not have a direct affine representation, but we can use a Chebyshev series of the type
(1.72) to compute one as required by Theorem 6.

Define for each pu € P the series

Sup(x,u) = ) ¢(WTj(x), x€3Q, pe? (2.14)
>

where T are tensorized Chebyshev polynomials like (1.34) and c;(u) the corresponding coeffi-
cients of uy for each u € P.

Since ug is an analytical function in 0Q x P we have convergence of (2.14) and also
exponential decay of the coefficients c;(u) for all u € P from a generalization of Theorem 12
for tensorized Chebyshev polynomials [160].

For each fixed j € N, ¢j(u) is continuous and therefore bounded in the compact set P. Now
normalize the coefficients ¢;(u) by multiplying and dividing each term of (2.14) with |c; (Whax),
where

Whay = argmax |c; (u)l.
neP

In other words, we redefine the coefficients of the series (2.14) with

ci(u)

15 (Lthnax)|

Tj (X) ~ T] (X)|Cj (uinax”

We have to prove this normalized affine representation is compatible and complete (see
Section 1.4). It is trivially compatible because the Chebyshev polynomials belong to [%(Q) and
it is complete as |cj(phax)| decay exponentially and maxyeq [Tj(x)| = 1. For this same reason
the normalized Chebyshev polynomials satisfy (T;);>1 € IP(N), Vp < 1. Fix for s > 0 a value p
like (1.37),p=1/(s+1).

The only thing missing to apply Theorem 6 is to extent the problem (2.12) to the complex
domain in a holomorphic way.

Consider an open set P’ such that P € P’ C Q and P’N0Q = (. Then, define the complex

cj(u) ~

b

set
O = (P +iP/, P +iP").
The operator
B:v — div(Vv)

is well defined and has meaning acting from H'(Q) to its dual. Using Theorem 3 we obtain
that B~ exits and is continuous.

The map p — B~ 'f(u) is holomorphic in O as f(u) is holomorphic and B~ is a linear
continuous operator independent of u. Therefore, the solution map

us(p) =B f(p)

is holomorphic in O. Finally, applying Theorem 6 we get (2.13). O
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From Theorem 14 we showed that d,(M);y1(q) decays faster than any polynomial rate
but we have to take in account that the constant Cs grows as s is larger (see Lemma 2).

The following result is another Kolmogorov’s n-width bound but using a FOR estimate.

Theorem 15. Let P be a compact subset of ), then there exists a constant C and r > 1 independent
of u such that
dn(M)Hl Q) < Cr ™. (215)

Proof. Compute a Chebyshev affine representation like in the proof of Theorem 14. Equation
(2.11) satisfies all the conditions of Corollary 3 therefore there exists a constant C such that

[us(p) —uwon () lly1q) < Cen(n),  ne?,

for ¢, (u) the Chebyshev affine representation error for the first n terms. As seen in Theorem
14 for all u € P there exists r(u) > 1 such that ¢, (n) < r "(u). Moreover, r(u) is uniformly
bounded by some value r because the coefficients of the Chebyshev series are uniformly bounded.
Directly from the definition of d,,(M) we obtain

dn (M1 (0) < [[us(1) — von ()l (q) < Cen(p) < Cr T, Vu e P
]

With Theorem 14 and Theorem 15 we have two similar estimates for the subtraction
approach. Clearly, FOR estimate (2.15) is better than (2.13) and also have a simpler proof.

As a quick reminder, from the definition of Kolmogorov’s n-width,

dy(M)y:= inf sup inf |v—
AOOv:= inf sup inf v —wil,
we give an interpretation to (2.15). This is, for all n € N there exists a linear n-dimensional
space V,, generated by solutions of (2.11) such that for all u € P there exists u,(n) € Vi
satisfying
s () — un(p) ) < Cr ™

Therefore, problem (2.11) for a compact parameter set P is reducible and MOR techniques are
feasible to solve it.

We explore now some numerical results for equation (2.11) in a finite element space V},
with uniform mesh of dimension N;, = 45604 and h = 0.0031. The variational formulation
(2.12) in V4, readily follows as

{IQ VusnVv == 3o Vio(p) -n-v - Vv e Vi(Q), (2.16)

IQ usyh =0.

In real scenarios the domain Q is usually divided by layers with different conductivities
that resembles diverse structures of the head like the scalp, skull and several other tissues of the
brain. From a physiological point of view, the source of epilepsy seizures is known to be located
in a middle layer close to the boundary, see Figure 2.1. Anyhow, for this first experiment we
will consider a larger parameter space P = [0.28,0.72]%.
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rd

Figure 2.1: Domain Q divided by layers.

The sampling set =; was selected with an uniform discretization of ny = 676 points and
the POD algorithm used was PODXh. The first step to use PODXh is to compute the solution
matrix

S = [us,h(ll] )‘ te |us,h(uns)])

where u, ,(w) is the discrete solution of (2.16) for W € =g, j = 1,...,n,. Later we compute
S=x’s

and obtain its singular values to decide a suitable dimension. And with the last step, we build
the RB space taking its first N left singular vectors (see Proposition 2).

The bilinear form in (2.16) is symmetric and p-independent. Therefore, it is convenient
to use G-RB to compute the reduced basis solutions because of the optimal result of Proposition
4 and error estimate of Corollary 1.

Figure 2.2 displays the behaviour of the singular values and estimate (1.25) for different
dimensions of the reduced basis space. We can see the decay of the singular values to be fast and
naturally also the corresponding error. Moreover, Figure 2.3 shows the exact errors in || - [|y1(q)
between some truth solutions and RB solutions, it shows that with just thirty reduced basis
functions we can have precise RB approximations. From the experiments only it seems we are
obtaining a convergence rate of 1.97N,

In some applications we may find the parameters near to boundary interfaces. We consider
now an illustrative case, which is when P = Q and not as a compact subset of Q. Unfortunately,
we cannot have good approximations from RB tecniques for all u € P in this case.

Theorem 16. Suppose P = Q and that
VN = span{(y, ..., (N}
is created by the POD method of Proposition 2. If there exists a parameter n_€ P such that
[ush(te) —usN (e liiq) >0, (2.17)
then there exists a sequence (p)x>1 C P that satisfies

s n () — us,N(Hk)||H1(Q) m’ Q. (2.18)
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Figure 2.2: POD applied to the subtraction approach (isotropic case) in a compact parameter
set. Left picture: singular values. Right picture: estimated RB error in = using (1.25).
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Figure 2.3: POD applied to the subtraction approach (isotropic case) in a compact parameter
set. Error in || - |lj;1(q) between four random truth solutions and RB solutions for different
dimensions of the RB space.

Proof. To prove (2.18) we will use Theorem 7 and the notation of its proof.
The condition (2.17) implies
”us,h(ue) _us,N(”e)Ha >0

because of the norm equivalence in finite dimensional spaces. Therefore, there exists i € N
with N + 1 < i < Ny, such that u](;) (1) > 0 and consequently

a(u (w8, ¢ = f(¢&p) > 0. (2.19)

Consider the right hand side of (2.12) in the finite element space,

flvmp) = J Vuo(p)vi - 1. (2.20)
00
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The function uy(u) is different from zero for all 4 € Q, so (2.19) and (2.20) implies there
exists a point py = (xo,Yo) € 0Q such that (¢(uy) # 0. For simplicity consider that xo = 1, for
other values the procedure is analogous, and define an arbitrary sequence u, = (u,yo) € Q,
where |1 — w| = ex — 0 when k — oo.

Let Tp € Ty be the triangle where p, belongs, the symbols 0Ty, and 6TOC will denote a
compact interval 0Tp CC Tp N 0Q where ¢ (x) # 0 Vx € 0T, and its complement in 0Q
respectively. Thus,

G5 ) :J

Tuuo ()8 - n+J
T,

Vuo(uk)c{l - 1. (2.21)
TS

0

The integral in 0T, reduce exactly to

1J (x — > = (y—yo)* o
27 Jor, ((x — w)? + (y —yo)?)?

which is equal to

1 J (X_uk)z_(y_y())zz(mo.

27 Jor, ((x — w)? 4 (y —yo)?)
The function @7, is a linear function obtained from the linear combination of the two basis
functions in V}, associated with the element Ty and with support on the boundary.
Consider now k > ko such that (yo — €2,yo + €i) C 0Ty and the constants cp7, =
minyeat, @7, (%), Cot, = Maxyeor, l@T,(X)l, then

J (x — m)? — (y —yo)? (x — m)? — (y —yo)? o
ot (( 2%

o = |
x— )2+ (y —yo))E e ((yo—e2yote?) ((x — )2 + (Y —yo)?)

(x — ) — (y —yo)?

+J (¥
(yo—e2yote2)C (X — )2+ (y —yo)?)2 7'
with
H (x — me)* — (y —yo)? o1l < Cor J er+ ey < Cord
omegwored) (K= H2H (Y —yol)2 701 = 0 yo g yorery €& T
and
(x — )% — (y —yo)? Cor,
J — i )? H_yzz“’ToZ fJ ek — (y —yo)* — oo.
((yo—eZwo+ed)© (X = k)= + (Y = Yo)”) 4ey Jiwo—e2wored)C €0

In conclusion, the expression f(({; 1) in (2.21) goes to co as k — oo and therefore

s, n (k) — e N () [T () PV (2.22)

applying Theorem 7. O]
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The condition (2.17) is easily achievable and cannot be controlled, therefore Theorem
16 exposes that for a fixed reduced basis space is not possible to get an approximation for all
u € Q. The reason behind it is given by the fact that uy(p) explodes when the parameter gets
close to the boundary.

Certainly, we can always select a compact set P with values as close as we want to the
boundary but this affects greatly the effectiveness of the RB. For example, the following Loe
estimate deteriorates with closeness to the boundary.

Theorem 17. Define co(?P) as the convex envelope of P and q the distance
q = dist(co(P),0Q)).

Also suppose that the reduced basis space Vy is created by the POD method of Proposition 2 with
N = 1, where r is the rank of the solution matrix. Then, the Loe estimator is bounded by

< zﬁ((xh + O‘N)|p0|\/ m(90Q))dmax
< y

AL
N(u) (Xh(XNT[O—qu

weoP. (2.23)

Proof. We will use Corollary 5 to obtain the estimate. The only requirement needed is a Lipschitz
bound for the functional

flv;u) = — LQ Vuo(u) -n-v. (2.24)

The gradient with respect to the spatial variables of the expression

_ Po-(x—n)
is

Vuo(u)

1 < Po Zpo(x—u)(x—u))

T 2mop \[x—ul? x — pf?

From (2.24) the following holds

(f(p) — f(u'))?

2
J (Vug(p) — Vue(p')) -HV>
00

(
< (] wotu = vuow) (| +2).

A::J Vuo(p) — Vuo('),
00

Define A as the expression

then

2
+2

Po Po 2

B Polx—p)(x—p) polx—p)(x—n')
x—ulz  x—uwf?

x — pf* x — /|4

A<
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We take the two terms in the integral of A and define B and C as

B::J

20

C::J 2
00

Starting from B the following yields,

B < Ipof [ ( ! ] )2
>~ 0 -
Joo \Ix—pl2  |[x—p')?
" 2 2
< Ipof (=l = = /1)~ (x — pl + Ix — p'l)
~ 0
Joa x — uftx — p/f*

x — pl? + [x — |

Po Po 2

—p P
Polx—m)(x—p) _polx—p)(x—p) |’
x — uf* x — /[t

)

2
<IpoP| Kk—p—x+u?-2

Jaa Ix — plx — p/|*
2|pol?
< ? m(dQ)|u — n'l%,

Now with C we obtain
( (x — ) (x — ') (x — ') (x—u")|?
C < 2lpol ‘ - x4 (x— ) (x =)
Po Joa )R—uﬁ ( )R—u% ( mh—u% ( Hx—u%

—p x—w ) —

2
+hx—p—x+pnP )
2
x—p)—x—pfx—p)+x—ptx—pn) = x—pt(x—un)
Jao x — plelx — p[8

m(0Q
+4pollu — u'f? ;6)

m(dQ)|u — p'f?
§4md2< ( )E = +2J
q 20

2 2
(== =) (k= P+ = Pl =l =l — pf 4 - ) D

i
< 4lpol? <|X —uf?
Joa

x—ut px—p x — w4

< 4lpol?

x — p/[Blu— p/f?

2
xR

x — plepx — '

q° HoH 20 Ix — plelx — p’[e

3m(0Q) |y — u')? 4m(0Q
( ( H? ”|+&u—m2 ; v

< 4lpol* <3m(m)u —u e — /1® e — w1 — P+ = /P — it e — u6>

< 4|po*

2
:43mp—p%€ﬂanﬂ.
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Combining the final inequalities of B and C with A we obtain a bound of the Lipschitz
constant for an arbitrary py and oy,

L, < V7Tl /(200 295
00 q
and finally from Corollary 5 and (2.25) we conclude (2.23). O

From Proposition 9 and Theorem 17 we obtain that

2\/ﬁ(0€h + “N)|p0|\/mdmax

o ANTIO0 3

[un () —un ()l ) < ,  Vpewp. (2.26)

No element in (2.26) but one affects considerably the estimate. If the term
q = dist(co(P), 0Q))

goes close to zero it means that the parameters are allowed to be closer to the boundary.
This makes the estimate (2.26) less precise. Also notice that we selected N = r in Theorem
17 because is the maximum possible dimension we can choose from POD and in terms of
approximation is the best.

In the worth cases we can always relay on the Coe estimator. The following result, which
is a direct consequence of Proposition 14, allow us to use Coe and have accurate bounds of the
error.

Proposition 16. The residual norm v, associated with any reduced basis space of problem (2.11)
on a compact P is analytic.

We explore now some numerical results with P = [0.01,0.99]%, here the parameters are
fairly close to the boundary. The sampling set =; was selected with an uniform discretization
of ng = 2500 points and the POD algorithm was PODXh.

Figure 2.4 displays the behaviour of the singular values and estimate (1.25) for different
dimensions of the reduced basis space. It exposes that we can achieve good RB approximations
of the sampling set for N close to the numerical rank r = 569. Moreover, Figure 2.5 shows the
exact errors in || - [[;1(q) between some truth solutions and RB solutions. From the experiments
only it seems we are obtaining an approximate convergence rate of 1.0137N,

Taking Figure 2.4 and Figure 2.5 as a reference we can conclude that the RB method is
working well but not as good as the previous simulation. As predicted in Theorem 15, we have a
relatively fast decay in the errors computed even if the dimension is not quite small as expected.
This is a consequence of Theorem 16, the closer the parameters are to 0Q) the more reduced
basis functions are needed to supplement the blow-up of

_ Ppo-(x—p)

Up(x;u) = 2rx—pp x €0Q, pe?d,

near the boundary. For example, we can notice a much worse performance for p = (0.9,0.9) in
Figure 2.5, it has an acceptable error value but it does not perform as the other cases.
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Figure 2.4: POD applied to the subtraction approach (isotropic case) for P ~ Q. Left picture:
singular values. Right picture: estimated RB error in = using (1.25).
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Figure 2.5: POD applied to the subtraction approach (isotropic case) for P ~ Q. Error in
| - 1 () between truth solutions and RB solutions for different dimensions of the RB space.
Left image: blue line for p = (0.01,0.01) and green line u = (0.51,0.51), both u € =;. Right
image: blue line for u = (0.653,0.2334) and green line u = (0.9,0.9), both pu & =,.

The blow-up affects directly the functional expression

flvs ) = —LQ Vuo() -n-v, 2.27)

and this influence the solution introducing a strong singularity on it, see Figure 2.6.
Notice also that the error for u = (0.01,0.01) is much better than for u = (0.9,0.9) even
if it is closer to the boundary. This does not contradict the ideas explained before because

(0.01,0.01) € = and the RB approximations in the sampling set are directly controlled by
Proposition 4 and the singular values.



2.1 SUBTRACTION APPROACH FORMULATION 63

08 1000

Figure 2.6: Subtraction approach for the isotropic case. Top from left to right: truth solutions
for u = (0.653,0.2334),u = (0.51,0.51). Bottom from left to right: truth solutions for u =
(0.01,0.01), u = (0.9,0.9).

We end this section with the certification of the RB solutions using offline estimators. We
refer to the results proved in Section 1.6.

It is a common practice to always compute a-posteriori error estimates after every RB
online computation to guarantee certain level of precision. In this EEG problem with P ~ Q
we should check reliability of the RB solutions but we would like not to add extra time to the
online stage, therefore offline estimators are a solution.

Note that in this particular problem the Loe estimate (2.26) does not give any valuable
information of the error as it is very pessimistic, its actual bound for this experiment was
Ah (u) < 8582.80. A better option is to use Coe.

The interpolation of the residual with Chebyshev polynomials is very convenient because
is a one time procedure and can be executed at the offline stage to calculate the maximum
value of the residual. From Proposition 16 we have a residual norm which is analytic, therefore
with few evaluations of the residual we can construct an approximation that can achieve good
precision.
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We used the Chebfun2 package [157] for the interpolation and around the ten minutes
mark Chebfun2 achieved machine epsilon precision of the residual. After computing the max-
imum of the polynomial and using Proposition 13 we can guarantee an error between truth
solutions and RB solutions of 0.00068 for all u € [0.01,0.99]% if we take N = r.

2.1.2 RB and FOR on the Subtraction Approach. A More Realistic Case

This section builds upon the results of the previous section to construct a good reduced model
of the subtraction approach in a layered domain.

The original equation to solve is
div(oVus) = —div(osVue(n)) in Q,
(oVus) -n=—(cVup(n)) -n  onaQ, (2.28)
Jaus =0,

which has the variational formulation

Jo oVUVv =— [ 0sVug () Vv — [, (00Vug(n)) -n-v Vv eH(Q),
Jous =0.
In O consider the layers Q; C Q,1=0,1,2, with Q; N Q; = () for i # j like for example in

Figure 2.7. Also, assume a constant conductivity o; in each layer Q; and define in Q a compact
parameter set P C Q.

(2.29)

Qo
Q; —

Figure 2.7: Subdomains of Q: Qy, Q1, Q,.

A direct consequence of Corollary 3 gives an Kolmogorov n-width for the general equation
(2.28).

Theorem 18. If there exists a basis of functions {g1, g2, . . .} defined in Q such that for all p € P
there exists a sequence (oy (p))x>1 with

n
su Hu — o H < €q.
sup |[uolk) ; Gk o) = En
Then there exists a constant C independent of u such that
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As explained in Section 2.1, the right hand side of (2.29) is composed by smooth functions,
therefore we can obtain the following result as a consequence of Proposition 14.

Proposition 17. The residual norm ry,; associated with any reduced basis space of problem (2.28)
on a compact P is analytic.

We show now some experiments. We will define a 2D configuration close to real applica-
tions and denote it as Example As. Assume the following oy which resembles the conductivity
in the different layers of the brain,

0.0042 ifx € Q,
oo(x) =< 0.0042 ifx € Q, (2.31)
033  ifxe Qo

with the domains similar to Figure 2.7,
Q:=[0,1
Q; = 1[0.15,0.85%,
Q= <([0,0.H U 0.9,1]) x [0,1]) U ([O,]] x ([0,0.1]U [O.9,1])>,
Qp:=Q/(Q U Qy),
Ps = (([0.1 +6,0.15— 8] U [0.85 +5,0.9 — 8]) x [0.1+5,0.9 — 6]> U

<[o.1 +8,0.9— 8] x ([0.1+8,0.15— 5] U[0.85+85,0.9 — zs])), 0 < 6§ < 0.025.

Following the construction of the Chebyshev series in Theorem 14 and using Theorem 18
we can obtain a Kolmogorov n-width bound for Example As.

Proposition 18. Assume the setting of Example As. Then there exists a constant Cs and rs > 1
independent of u such that
dﬂ(Mé)H‘(Q) < CéT‘é—n. (2.32)

We are considering as in Section 2.1.1 a compact set for the parameter set. The blow-up
of up in Theorem 16 still applies in general if P ~ Q, as it affects the integral

J osVuy(u) Vv
Q

in (2.29) when p is close to the interfaces. Nevertheless, a possible extension of Theorem 16
depends on the configuration on the finite element space and the complexity of the layers.

In Example A; we have a very thin layer for the parameters and they are close to 9Q.
Therefore, we need to apply a good strategy for the selection of the snapshots to apply reduced
basis.

A starting point is to find the parameters in P that are more meaningful. The solution of
the equation (2.29) is completely dependent on how uy behaves with respect to the parameters
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so an interesting idea would be to find the parameters that give the most important information
of ug in P.

The EIM algorithm described in Section 1.7 is a suitable choice for this. It picks different
parameters in a greedy way to capture linear dependency. Also we can take in account Propo-
sition 15 which implies that we can build a good RB space with the selected parameters from
the EIM algorithm.

We fixed & = 0.009 for the experiments shown hereafter. Figure 2.8 shows the selected
parameters among a very dense sampling to obtain an EIM approximation of uy with error
107'°. The right picture of Figure 2.8 shows that the most meaningful parameters are actually
in 0P;s. This is expected for two reasons: (1) the closer uy is to the interface the more severe is
the change of structure in uy and (2) the layer Q, is very thin and it may create redundancy
in vy for parameters close to each other.

0.9 X I 17X X I ]
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0.1 c X 1 1X X X ]
011 13

Figure 2.8: EIM applied to the subtraction approach (anisotropic case) in a compact parameter
set. The pictures show only a part of s to improve the presentation of the parameters. Left
picture: EIM sampling set for 1. Right picture: Selected parameters by EIM for uy.
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Let us compare now four sampling schemes for POD presented in Figure 2.9: uniform,
random, EIM selection and EIM selection + uniform. The quantity of parameters in the uniform
and random sampling is ng = 2500 while the EIM selection is ng = 1100.

Figure 2.10 shows the decay of the singular values and the error estimate (1.25) for
the elements in =;. The uniform and random schemes seems to be better fit than both EIM
samplings but the exact error computations in Figure 2.11 shows clearly the opposite. This is
major point of consideration because here faster decay does not imply better convergence. A
reason could be to the higher redundancy in the selection of =, for example, from ng = 2500
the rank of the solution matrix of the random sampling is r = 750 in comparison to the rank
complete EIM selection of r = 1100.

Also notice that putting together the uniform sampling with the EIM selection just add a
negligible improvement in the approximation. Moreover, the two sampling versions of the EIM
selection had a very close Coe estimation of 107,

We can exploit even more the EIM approximation computed before with the FOR method.



2.1 SUBTRACTION APPROACH FORMULATION 67
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Figure 2.9: POD applied to the subtraction approach (anisotropic case) in a compact parameter
set. The pictures show only a part of Ps to improve the presentation of the parameters. Top
from left to right: uniform and random sampling. Bottom from left to right: EIM selection and
EIM selection + uniform.

The main advantage is the pu-independence of the differential operator which we can use in
Corollary 2.

Let ugy has the following affine decomposition computed with EIM
Q
UO(X, ”) :ZGq(p)gq(x)) X €y UQS)NET&
q=1
then the functional in (2.29) becomes

— L} UsVuo(u)Vv—J

Q
(oWl ny - ; 04 (1) (—JQ Vg (x)vV—LQ(conq(x))-n-v) .

We have then all the conditions of Corollary 2. The general computational procedure is the
following:
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EIM + Uniform EIM + Uniform

200 44

Figure 2.10: POD applied to the subtraction approach (anisotropic case) in a compact parameter
set. Left picture: decay of the singular values. Right picture: estimated error in = using (1.25).
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Figure 2.11: POD applied to the subtraction approach (anisotropic case) in a compact parameter
set. Top from left to right: Exact error for u = (0.1091,0.1091) and u = (0.125,0.5). Bottom
from left to right: Exact error for u = (0.135,0.8) and u = (0.115,0.3).

1. Compute all the vectors

8q = —J USng(X)Vvh—J (o0Vgq(x)) -0 - vy, q=1,...,Q.
Q 20
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2. Compute the solutions f,

Apf = 8q» q=1,...,Q.
where A;, is the matrix associated with the bilinear form in (2.29).

3. For any u € P compute an approximated solution of (2.28) as
Q
W =) Oq(ufy. (2.33)

The solutions ug(u) are generated by the fundamental basis {f;,q =1, ..., Q} which are
computed through the offline stage of Steps 1 and 2. Finally, the online stage is done in Step 3.

A good approximation from ug depends basically on a precise approximation of uy with
EIM,

Q
lun () —ug(p)l2 = A (n) = D~ Oq(w)Fql2
gq=1

Q
= A f(w) — ALY Ogl1)ggl2
1

Q
AL 201 (1) — Y~ ©q(1)gqll2
q=1

1

= m”ef(u)ﬂz,

where o, denotes the smallest singular value of A;, and e; the EIM approximation error.
Analogously there is a bound for the X;, norm,

IN

1/2
[un (1) — ug(w)lx, = 1%/ (un(p) —ug(w))|2
1/2 Q
=[xy, Z H)gq)ll2
q:
1/2 1 <
< 1%/ A I C Z wgqll2
L Jlew)]
T2 Ll
Umin(AhXh/)

Figure 2.12 and Figure 2.13 shows a comparison between the RB and FOR method, which
shows that FOR is faster and more precise than RB. The computation time of the RB method is
very slow, this is due to the complexity of the functional in (2.29) with the structure of the layers
in the domain. Nevertheless, it can always be combined with EIM to reduce the computation
time, in any case RB is slower than FOR.
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Figure 2.12: POD applied to the subtraction approach (anisotropic case) in a compact parameter
set. Top from left to right: Exact errors for u = (0.1091,0.1091) and u = (0.125,0.5). Bottom

from left to right: Exact errors for u = (0.135,0.8) and u = (0.115,0.3).

average execution time | average exact error
FEM 6.70 sec -
RB offline 4.65 hr -
RB online 5.76 sec 1073
RB + EIM offline 3.17 hr -
RB + EIM online 0.15 sec 10°°
FOR offline 3.17 hr -
FOR online 0.11 sec 107

Figure 2.13: MOR applied to the subtraction approach (anisotropic case) in a compact param-
eter set. Comparison table between FEM, RB and FOR. RB offline and online correspond to the
RB space generated from the random sampling set. RB + EIM use EIM decomposition for faster
computation and EIM parameter selection as POD sampling set.
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2.2 Direct Approach Formulation

For the direct approach we need to consider a specific trial space. Let X be this trial space,
X:={ve H'(Q):ve C' (B, (1), div(cVv) € LP'(Q), (6Vv) -n=00ndQ},

where 0 < 1, < 19 is a fixed number, H'(Q) is the Sobolev space with functions in L?(Q) that
have first distributional derivative in L2(Q) and p’ € R (specified later). Then multiplying the
first equation of (2.1) by v € X and integrating by parts yields

J diV(O'VLL)v:—J (oVu) - Vv + nv
Q Q Q
= J udiv(oVv) — u v)-n
Q Q
= J u div(oVv). (2.34)
Q

The element div(o'Vv) belongs to LP'(Q), thus the integral (2.34) makes sense for u €
LP(Q), the dual space of LP'(Q). On the other side of (2.1)

J div(pod,)v = —J Po- Vvdu = —po - Vv(u). (2.35)
Q Q

Therefore, from (2.34) and (2.35) the weak formulation of (2.1) reads as:
Given u € Q, find u € LP(Q) such that

{fﬂu div(oVv) = —po - Vv(u) e X, (2.36)

Jou=0.

The integral f o u = 0in (2.36) removes additive constants from the solution. Also notice
that we cannot apply Lax-Milgram Theorem to (2.36) because the functional —p, - Vv(u) is
unbounded in X.

Nevertheless, a technique called duality method gives existence and uniqueness of this
equation.

Theorem 19. There exists a unique solution u € LP(Q) to (2.36) with range of p between
1 §p<%forn:3and1 <p<2forn=2

Proof. See [163]. O

We can approximate the solution of (2.36) using finite element methods. Before formu-
lating this result we present some preliminary definitions.

Consider P; as the space of linear polynomials and consider a regular family of triangular
meshes Ty, of Q (see [52, 132]), where h denotes the mesh size

h := max hry,
TeTh
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with hy the diameter of T. We define then the Lagrange finite elements space of linear polyno-
mials
Vii={vih € C(Q):vulr € Pt VT € T (2.37)
In V;, we state the finite element approximation:
Given pu € Q, find u;, € V4, such that

{ JooVun-Vvn=—po-Vvn(n)  Vvn € Vi, (2.38)

IQ Up = 0.

Theorem 20. Let Ty, be a quasiuniform family of subdivisions of a convex Lipschitz domain Q) and
assume that the matrix o € C'(Q). Let w and w, be the respective solutions of (2.36) and (2.38).
Then, there exists hy > 0 and qo > 2 such that

[u—unllir) < Ch?/P~]

for all 0 < h < hy and for all p such that qgﬂl < Pp < 2. Moreover; for 1 <p < q(‘jﬂ] there holds

[w—un|tr(q) < Ch?

forallO<h<hoandforallswith0<s<1—q%.

Proof. See [8]. O

2.2.1 RB on the Direct Approach

Model order reduction on the direct approach is a delicate task because we are not solving a
standard variational problem. This section explores the application of RB to the direct approach.

Consider the parameter set P = [0.28, 0.72]*> without layers as in Section 2.1.1. The first
step to apply POD is to discretize the selected parameter space. For the experiments presented
hereafter we constructed the sampling set =5 with ng = 2500 points uniformly distributed in P.
Following this, the next step is to build a reduced basis space Vy.

We build the solution matrix S as stated in (1.16), i.e. the columns of S will have the
coefficients of the solutions of the FEM problem, that in the direct approach are the solutions
of the variational problem

{ Joudiv(eVv) = —p-Vv(n)  WeX, (2.39)

Jou=0.

Note that the results in Chapter 1 were built on Hilbert spaces and Theorem 19 shows
that the solutions of (2.39) are in LP(Q) with p < 2 which is not a Hilbert space. Therefore,
even if it is possible to apply POD regardless of the space we cannot use the error estimates
presented in Chapter 1.

The only a-priori information that is usable in this case are the projection estimates of
the procedure POD2 or PODXh according to Proposition 1 for the norm || - ||, or Proposition 2
for || - ||x,,. Figure 2.14 and Figure 2.15 displays the behaviour of the singular values of both
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Figure 2.14: POD applied to the direct approach (isotropic case) in a compact parameter set.
Left picture: singular values for PODXh. Right picture: singular values for POD2.
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Figure 2.15: POD applied to the direct approach (isotropic case) in a compact parameter set.
Left picture: projection error estimate for PODXh in =. Right picture: projection error estimate
for POD2 in =;.

procedures and their respective estimates (1.13) and (1.14) for different dimensions of the RB
space.

Figure 2.14 shows that applying reduced basis is not advised, the singular values do not
decay to zero and the projection errors in Figure 2.15 are far from zero if we do not take N = n;.
As a more concrete example, Figure 2.16 shows the exact 1, errors between truth solutions and
RB solutions for two parameters in = at different dimensions of the RB space. As we can notice,
the error only improves when N is close to 2500 which is not very good.

Moreover, for u € = the error for some parameters do not pass beyond 10'% /approx80
as shown in Figure 2.17. The explanation of the difficulty to approximate well the truth solu-
tion seems to come from the singularity of the solution. For example, Figure 2.18 shows two
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Figure 2.16: POD applied to the direct approach (isotropic case) in a compact parameter set.
Exact 1, error between FEM and RB for two random u € =.

truth solutions which visually exhibit their linear uncorrelation coming from the singularity.
Furthermore, the singularities seem to imply that the reduced basis functions have a strong
tendency to become chaotic and irregular, as they are a linear combination of the snapshots,
see Figure 2.19.

log(error)

500 1000 1500 2000 2500

Figure 2.17: POD applied to the direct approach (isotropic case) in a compact parameter set.
Exact 1, error between FEM and RB for two random p ¢ =s.

There is little hope to apply successfully RB with the results of these numerical experiments.
To complement, the next proposition shows that not all solutions of the 1D version can be well
approximated as a linear combination of its solutions in the maximum norm.

Proposition 19. Consider the following equation with parameters p € [m,M] C (0, 1),

{ LLH(X; = 6(1, in (0,1),

W(0) = u'(1) = 0. (2.40)
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Figure 2.19: POD applied to the direct approach (isotropic case) in a compact parameter set.
First, 20th, 40th, 80th, 160th and 320th element of the reduced basis for POD2.

Then for any fixed selection of w; € [m, M],1=1,..., N, there exists an interval of values p such
that for any choice of the parameters «; € R;i=1,..., N, the following inequality holds

N
sup fu(x; ) — ) oqu(x;p)| > 1/2.
x€(0,1] i=1

Proof. The solution of (2.40) is the Heaviside function

) 0 xelop)
u(X,'.l)—{ ] X € [u’]]

which can be checked directly by substitution. Suppose first that m does not belong to the
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selection {y1,..., un}, which has a minimum u;, = m; for certain jo. Picking an arbitrary
u € (m, m;) yields that

N
u(u;u)_zcxiu(u;ui):]» Vo eRi=1,,...,,N,
i=1

because p <, for each i and then u(y; ;) = 0 for each i.

Suppose now that there exists jo such that y;; = m, and proceeding as before let us denote
by m; the minimum of y; for i # j,. For u € (m, m;) we have

N
(i) — D oqu(p )l =11 — o,
i=1

N
u(iior ) = > oque(pye; i)l = log,y
i=1

thus
N
sup [u(x;p) — Y oqu(x; i)l > max (|1 — og,l, o).
x€[0,1] i=1
Since minyecr max (|1 — o, letj,|) = 1/2 (for « = 1/2), the thesis follows. O

2.3 Solution for the EEG Inverse Problem

The final objective of solving the EEG equation

{ div(oVu) = div(ppd,,) in Q, (2.41)

(cVu) - n=0 on 0Q).

is to obtain the values (u,, po) that best fit the model from some measurements on the boundary.
We express the continuous EEG inverse problem for T' := 0Q) like this: Given f = u|;, where
ulr is the trace of a solution of (2.41), find the pair (p,, po) that generated f.
This inverse problem has been studied in [16, 17, 18]. In these research papers the authors
proved several important results regarding the solvability and stability of the EEG inverse
problem in its continuous presentation. Here we present two of them.

Theorem 21. If two solutions u(u,p1) and u(u,, p2) of (2.41) has the same boundary mea-
surements on a nonempty and connected I, C T, i.e. u(uq,p1)lr, = w(uy, P2)Ir,, then (ug,p1) =

(Hz»Pz)-

Proof. See [16]. O

Theorem 21 guarantees that boundary measurements are enough to recover the source
in equation (2.41).
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Definition 7. Let P ¢ Q x RY be a parameter set for the EEG problem (2.41) and

f(P) == {ulw, p)lr : (u,p) € P

We define the EEG inverse function
@ :f(P) — P,

as o(f) = (1, p), where £ = u(u, p)lr.

In Definition 7 we are overloading the symbol f. As a function of the parameters it can
denote the set f(P) or an element f € f(P), and at the same time acts as a real function defined
on I'. The context will differentiate the meaning.

Theorem 22. Let P C Q x RY be a compact parameter set, then there exists a constant L > 0
such that o satisfies the Lipschitz continuity

lo(f1) — @ (f2)l < L[f1 — f2lli2(m, vfy, f2 € £(P).
Proof. See [16]. O

Theorem 21 and Theorem 22 a real number sy > 0 prove the well-posedness of the
continuous EEG inverse problem. Also, in [16, 17, 18] there are different algorithms to construct
the inverse function ¢ but always having complete information of f over the boundary:.

In practical applications we never have continuous measurements but pointwise approxi-
mations of f, therefore we write the discrete EEG inverse problem for Ty := {X1,...,Xq} C T as
follows: Consider f = u(u, p)|r and let fcqs and fs(x; (1, p)) be two continuous functions on
I" such that f,,.qs ~ f and fs ~ f for all the parameters in the parameter set. Then, given the
measurements

N

fneas = (fimeas(X1), .+ - fmeas (Xq))»

find the pair (u,y, po) such that

(Ho,Po) = al’gmin ||?S(M,P) */f\measH%) (2-42)
peQ,peRd

where R
fs(”»p) = (fs(X]; (U)p))) .. .,fs(Xq; (U»P)))

Certainly, Theorem 21 and Theorem 22 do not extend to the discrete inverse problem,
therefore the well-posedness is not guarantee in general. Note also that we cannot take discrete
measurements directly from f because f € H'/2(T").

This is a common theme in almost every inverse problem controlled by a partial differential
equation. Therefore, we will introduce a methodology that applies not only to the EEG case
but also to other inverse problems with the same setting.

The aim of the general methodology is to use MOR to compute large quantities of solutions
of the parameterized PDE to approximate the inverse function ¢ in a fast and accurate manner.

The usual approach to solve this kind of inverse problems is to use iterative methods like
simulated annealing [90, 129]. As they require many iteration of the forward problem, model
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order reduction is well suited tool for this task. Nevertheless, we would like to use the fast
computation times to actually remove the iterative part and solve the inverse problem in real
time.

First we show how to reduce the parameter space dimension in the EEG problem and
then we present some numerical results using simulating annealing to compare it later with the
mentioned methodology. After the simulating annealing experiments we present the theoretical
background for the approximation of the inverse function ¢ and finally some experimental
results.

Consider f, the trace of an approximated solution of (2.41), looked for in a finite dimen-
sional space. To reduce the parameter space dimension we will express p as a function of p.
Write p = Z{L piei, where e; are the Cartesian unit vectors. Then, we have

d
f(wp) =) pifiln, e,
i=1

because the variational formulation of (2.41) is linear with respect to the polarization.
Express ?S(u, p) = M;(un)p where Mg (u) is the p x d matrix

M (p) = [?s(u,e1)--~ ?s(u,ed)],

then, given p € P, the optimum p,, € R¢ that minimizes

M ()P — Fmeas|3

is equivalent to determining the solution of the normal equations

MY ()M (1)pu = Mt () fneas, (2.43)

which is linear system of dimension d x d.

In conclusion, we can find the optimum values (uy, po) of (2.42) solving the equivalent
minimization problem

(Mo, Po) = argrgin ”Ms(H)Pu _/fmeasHi (2.44)
ue

where p,, is the solution of (2.43).

All the results of MOR of previous sections assume a fixed vector p. The matrix My depends
only on p with d different polarization vectors e;. Therefore, to compute (2.44) we can construct
d reduced models, one for each e; as explained in Section 2.1.2, and compute very fast the
matrix M;. As we only have to take in account the parameter u and not p, let’s fix a compact
parameter set P C Q for .

We used for the experiments the same setting as Section 2.1.2. We considered fieqs = fr
the truth solution and f; = fy the reduced model solution. Figure 2.20 shows a comparison of
average computation times to obtain the pair (u,, po) with a precision of 1e—5 using simulating
annealing. The quantity of evaluation points were q = 16 uniformly selected over I'.
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uo = (0.1311,0.6) uo = (0.1451,0.2)

po = (—0.2425,0.9701) | po = (—0.5161,0.8440)
Subtraction approach FEM | 1147.51 sec 1406.99 sec
Subtraction approach RB | 27.04 sec 30.33 sec
Subtraction approach FOR | 18.87 sec 21.02 sec

Figure 2.20: Simulated annealing on the EEG inverse problem. Average computing times for a
precision of 1e—5. Initial parameter in the simulated annealing algorithm: p = (0.125,0.5).

The results in Figure 2.20 are fine but can be improved. The main idea with the method-
ology is to extend the inverse function ¢ outside of f(P) and define a new function

@s: RY — RY

from ¢ such that if fs(u) ~ f(u) forallp € P and (y1,...,yq) :?S(p),then ©s(y1, .., Yq) = 1.

A function like @y is usually ill-posed because it may happen that two distant sources
generate the same pointwise evaluation on the approximations fs. Nevertheless, we will use
two universal approximation results from [48, 117] to construct a precise and stable function
@ given enough evaluation points. First we present some definitions.

Definition 8. A function p : (0,00) — (00, 00) is called modulus of continuity if it is positive,
increasing, subadditive and satisfies p(t) — O as t — 0.

Definition 9. Given a modulus of continuity p and a compact subset K C L2, we define the set
Fox as the functionals F € C(K) := {F: K — R | F is continuous} such that

[F(f1) = F(f2)l < p([If1 — f2[[2),  Vfi,f2 €K

Definition 10. We define the set (TW) of Tabuer-Wiener functions as the nonpolynomial continuous
tempered distributions.

The following result will help extending the definition of ¢ outside of f(P).

Theorem 23. Let N > 1,p > 1 be integers, p be a modulus of continuity, K be a compact subset of
L2(T"), and ¢ : R — R be an infinitely differentiable function in an open interval of R. We further
assume that there exists b in this interval where all derivatives of ¢ are different from zero.

Then, there exist a constant ¢ > 0, continuous linear functionals y; : C(K) - R,i=1,...,N,
and a continuous linear operator L : L*(T") — RP with the following property: for every F € F,x
there exist vectors a; = a;(F) € RP,i=1,...,N, such that

N
‘F(f) — ) vi(F)d(ai-L(f) +b)| < c(p(e1(r)) + ple2(r,N))),  VfeK,
i=1

where €1(p) — 0 when p — oo and €;(p, N) — 0 when N — oo for any fixed p.

Proof. See [117]. O
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On the other hand the following result let us approximate any functional from pointwise
evaluations of its input.

Theorem 24. Suppose that o € (TW), V is a compact set of C(I") and F is a continuous functional

defined on V. Then, for any ¢ > 0 there exist two integers m and N, points Xi,...,Xyn € I' and
real constants ci, 0y, &ij,1=1,...N,j = 1,...,m, such that
N m
‘F(f) -y cm(Z Eijf(x;) + ei> ‘ <e VeV (2.45)
i=1 j=1
Proof. See [48]. O

Theorem 23 and Theorem 24 are similar but have important differences. Theorem 23 is
more general but we do not have control over the functional L,, on the other hand Theorem 24
is closer to our problem but the functionals that takes in account are defined in C(I"), which is
not the case for ¢. Nevertheless, combining both results we can construct an approximation of

Q.

Theorem 25. Let f; = fs(n) € C(T") be the trace of an approximate solution of the EEG equation
(2.41) from a finite dimensional space, and assume that fs converges to f = u(u)|r when s — 0
uniformly for p in a compact parameter set P. Then, given o € (TW), for all ¢ > 0 there exist a
real number s > 0, an integer m, a selection of points X1, . ..,Xm € I and integers N and real

valuescl ,6 o' =1,. ,d,j:],...,m,i:1,...N( ), such that

1])1’

N m N(d) m
:<Zc. (Zi;gx] )+ 6! >,...,Zc§ <Z£]dgx) )+ 6! )) (2.46)
i=1 j=1 i=1 j=1

satisfies
lo(f(n) — @u(fs(m))l <e,  Vne?D. (2.47)

Proof. The main idea of the proof is to extend ¢ to the functions f using Theorem 23 and then
use Theorem 24 to obtain good approximations from pointwise evaluations of f;.

To use Theorem 23 we need to define a modulus of continuity. From Theorem 22 we
have that ¢ is Lipschitz continuous in f(P) and therefore uniformly continuous as well. Then,
is straightforward to prove that

p(t) = sup{le(f1) — @(f2)l : [[f1 — f2fl2) < th,

is a well-defined modulus of continuity.

Assume K = () in Theorem 23, which is a compact subset of L?(T") because P is compact
and f as a function of p is continuous (the solution map is continuous, see Proposition 12).
Therefore, ¢ € J, () as well as each of its components

O

=" ... 0.

We will prove (2.47) for the first of the d components, the others are analogous.
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According to Theorem 23 given N’ > 1,p > 1 and a specific infinitely differentiable
function ¢ there exist for ¢! a constant ¢ > 0, real values v; := vy;i(¢"), vectors a; € RP,i =
1,...,N’, and a continuous linear operator L : L?(T") — RP such that

N/
‘(p(”(f) — ) vid(ai- L(f) +b)| < c(pler(p)) +plealp,N))),  Vf e f(P),
i=1

where €;(p) — 0 when p — oo and €;(p, N’) — 0 when N’ — oo for any fixed p.

Consider ¢ as a infinitely differential function on the real line satisfying the condition
written in Theorem 23. Fix p such that cp(e;(p)) < €/6 and then N’ such that cp(e2(p, N')) <
¢/6. Hence, for certain vy;, a; and L we obtain

Nl
’@“)(f) — Y viblai-L(f)+b)| <e/3,  Vfef(P). (2.48)
i=1

Define for g € L%(I"),

N/
@#(9) =) vib(ai-L(g) +b).
i=1

The argument inside of ¢, a; - L.(g) + b, is continuous for all g € L?(T") and hence for a small
enough s we obtain

la; - L(fs(P) + bl < lal|LI|[[fs(P) [ c2(ry + [o] < fasl|[LI ([F(P) 2y + 1) + bl
The set f(P) is compact in L2(T'), therefore there exists C such that
(P 2y < C.
Define the set

® := | — max |aif[|L][(C+ 1) —[bl, max |ail[[L[|(C+ 1)+ [b]|.
i=1,.N/ i=1,.N/

The function ¢ is infinite differentiable so is Lipschitz continuous in ®. Write 1y, as the corre-
sponding Lipschitz constant.

From the Lipschitz continuity we can compute the estimate

N/
|04 (F(1)) — @ (fs(m)) < Y hyilld(a - L(f(w)) +b) — d(a; - L(fs(w)) + b)|
i=1

N/
<l ) lyillag - (L(F(p) — fs(w))]
=1

N/
< Lo lILIIF(R) = fs(w)llr2my D _ Hyillail. (2.49)
i=1
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The convergence of f, to f is uniform so pick s in (2.49) such that
13

< N7 ,
3l lILe |l 2_iZy hyilla]

(1) — fs ()2 Vu e P,
which implies that
lo#(f(r)) — @x(fs(m))l<e/3,  Vne?. (2.50)

Now we will use Theorem 24. The map f,(u) is continuous in the L%(I")-norm and therefore
also continuous in the C(I")-norm because of the norm equivalence in finite dimensional spaces,
consequently f¢(P) is compact in C(I"). Also by the norm equivalence ¢4 is continuous in
fs(P) for the C(T")-norm. Select a function 0 € (TW) and apply Theorem 24 to obtain an
approximation of @4,

N mM
1 1 1 1 1
o= 3 o X e o) +al”),
i=1 j=1

such that
lou(fs) — ol (F) < €/3, Vs € £,(P). (2.51)

We can now obtain the estimate (2.47) from (2.48), (2.50) and (2.51),
oM (1) — o (F(w)]] < 1o (F(1) — @ (F))[| + [l (F(1)) — @ (Fs () |+

+llox(fs(p) — @l (f(w)| <&,  Vue?P. (2.52)

The points xi,...,Xy in (2.46) are the same for all the components of ¢, but it may
happen that Theorem 24 selects different points for each component. Nevertheless, we can
consider

N m
1 1 1 1
ol (f) =) ci)c(§ £ Fo(x)) + 6 )>, (2.53)
i=1 j=1

where x;,j = 1,...,m!), are the selected points for the first component and x;,j = m!!) +
1,...,m, are all the points from the other components not present in the first. The value
m > ml! represents the quantity of different points selected over all the components. To
mantain the estimate (2.52) select &g) = 0forallj = m!" 4+ 1,...,m in (2.53) for each

i=1,...,N(), We can apply the same idea to all the components of ¢, and in this way obtain
an approximation that uses the same points in all its components. O

In the proof of Theorem 25 we only used the uniform continuity of the inverse function
¢ and the continuity of the solution map u(u). Therefore, this result can be extended readily
to other inverse problems satisfying these conditions.

Also note that uniform convergence from finite dimensional spaces is feasible from the RB
and FOR methods if we can apply the Kolmogorov’s n-width estimates from Section 1.4 and
Section 1.5. For example, in the subtraction approach we already proved some of such estimates
(Section 2.1.1 and Section 2.1.2). For some Lipschitz continuous solution maps we can prove
uniform convergence from pointwise convergence. We will show a proof for the subtraction
approach but is easily extendable to other PDEs under the conditions of Proposition 9.
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Proposition 20. Assume a compact parameter set P and let fs be the trace of solutions of the
subtraction approach equation (2.28) from finite dimensional spaces indexed by s such that for all
ue P fo(u) — f(u) in L2(T) when s — 0. Then, fs converges to f when s — 0, uniformly with
respect to W.

Proof. We need to prove that for all ¢ > 0 there exists S > 0 such if s < S, then

Hf(u) - fs(”)”[_l(r) < g, Yu e P.

We will prove it by contradiction. Suppose that there exists ¢, > 0 such that for all k € N, k # 0,
there is sy < 1/k and a parameter p, € P that satisfies

() — s () 2y > s (2.54)

The set P is compact so from the sequence ()i >1 we can extract a subsequence that converges
to a parameter u, € P. Redefine (s¢)ix>1 and (u, )x>1 with the indexes of this subsequence.

The inequality (2.54) implies that

& < () — Flr) lizry + 1) — o () 2y + s () — Fs (i) 2y (2.55)

The expressions ||f(wy) — f(w.) |2y and [[f(w,) — fs, (1)l 2(r) in (2.55) goes to zero when
k — oo by the continuity of f and the assumptions of the proposition respectively.

Consider T the trace operator, then

1fs (1) = Fo (i [z ry = [Ty () — Tus (i ez gry < 1T () — vy () ) -

By Proposition 9 there exists a positive constant y (see Theorem 17 for an idea on how to
compute exact estimates) such that
Y
Sk
where g, is the coercivity constant associated with the space where u,, is computed. The
constants o, , for all k € N, are bounded below by the coercivity constant associated with
problem (2.28), therefore 1/«,, is bounded above and (2.56) goes to zero when k — oo.

In conclusion, the right hand side of (2.55) becomes infinitesimal as k grows which is a
contradiction, as it has to be larger ¢, > 0. O

In practical scenarios we cannot choose the quantity of evaluation points or their positions,
instead they are fixed. From Theorem 25 we may find that the selected integer m for a desired
approximation precision exceeds the fixed quantity that we have at hand. Also, another typical
problem is that we cannot compute exactly (2.46). Therefore, we propose a practical approach
which is common is such situations.

Let x1,...,Xq be q fixed evaluation points and f,,(u) be the trace on T of a finite element
approximation for u € P. Then, define an approximation of ¢ as (2.46),

N q N(d)
1 1 1 d d d
©«(g) == <ZC£)O'< Egj)g(xj)—i—ei( )>,..., cg ]0'< ££j)g(xj)+e§ ]>>

q
i=1 j=1 i= —

j=1
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such that
\H—@*(fh(u)ﬂ <&, VHGEm
where =, is a finite and "dense" subset of P, and at the same time it has acceptable approxima-
tions outside of =, (also known as extrapolation or generalization).
To construct ¢, given a o € (TW) we can solve numerically the following problem

NrrclianeZ' (Zc <Z£1]fhx], D) Zc (;&l]fhxj, w)-+old )

up to the desired precision. Here the vectors N = (N ... Nl ¢ = (e[l ), & =
(g, ..., &89 0= (0" ..., 09) represent all the values that define ¢,.

To test that ¢, extrapolates well after solving the minimization problem we can evaluate
it in another finite and "dense" subset =, of P such that =, N =, = (. In other words, we can
compute the average error

te = |Zel™ Z I — @u(fn(p)

UEZte

As we want a "dense" training and test set to improve the reliability of ¢, we need to
compute many forward problems of (2.41) to build the sets f (=) and f (=t ). From the finite
element method point of view this may not feasible, therefore MOR will be a key tool in the
construction of those sets.

We are now ready to write the methodology to solve the EEG inverse problem. This
methodology has two stages, offline and online. Here are the steps:

1. Offline: Construct a reduced basis of dimension M that approximates well the EEG equa-
tion (2.41). A good selection of M parameters are the ones that represent well the linear
functional in the subtraction approach, see Section 2.1.2. We prefer to use the FOR
method.

2. Offline: Select a finite and dense training and test sets =i, C P and =i, C P. A random
selection is a good approach.

3. Offline: For all u € =4, =, compute fj( () using the reduced basis. For the FOR method
we follow the procedure explained in Section 1.5.

4. Offline: Solve the minimization problem

' . 2.
Nrfclf?e Z lu— @u(fm(p)l (2.57)

up to a suitable precision, determimng the parameters N, c, &, 0.

5. Offline: Define for ally = (y1,...,yq) € RY,

N(d)

q
(d) (d) (d)
LT o Lerat))

q
1 i=1 j=1

N
(M
) = (Zci O‘(Z i y)+6 )
i=1 j=
using the values of the parameters N, c, &, 0 just determined.
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6. Offline: Check through the test error

ee =Sl T Y - @ulf ()P

UEZte

if the parameters N, c, ¢, 0 are good enough to extrapolate ¢, outside the training set.
An error ¢, < 107* is good enough in applications.

7. Online: Given the measured data y,, compute the candidate location as Hy, = ©4(Vs).

8. Online: Using p, compute an approximation py, of the polarization solving the linear
system (2.43).

If we want to test how good is the online stage, we could solve the equiltion (2.41) for
(Ky,,Py.) from the finite element space or the reduced space and assess [y. — fm(y,, Py. )|

The minimization problem (2.57) has been studied in the neural networks literature [80].
The most common algorithm to solve it is the stochastic gradient descent [150], for which is
known that it gives sub-optimal results because of the nonlinearity of . The state of the art for
a large number of parameters uses GPUs [32, 56] to exploit the parallelizable structure of ..

In practical computations it is usual to fix N beforehand to reduce the complexity of the
minimization. With same setting as in Section 2.1.2 we found that with around N = 10 we
obtain a good accuracy for the EEG problem. To give a motivation of this choice we present
some numerical results.

Figure 2.21 shows the average training and test error for different N. The function o
considered was o(t) 1__ the sets Sy, Sy Were generated randomly for |2 = [Ze| = 10°

= Tre
elements and the quantity of evaluation points were q = 16 uniformly selected over T'.

]

4z b

log(err)

gk

Figure 2.21: Approximation of the inverse EEG function. Average error in the training set =,
and the test set =, for different N.

For this experiment we picked randomly 200000 pair of parameters (u, p) and computed
the FOR solution for each of them. Afterwards, we evaluated each solution in the sixteen selected
points and separated the results into the training and test set. We applied the stochastic gradient
descent to minimize (2.57) and iterate it many times to look for adequate parameters. The
results in Figure 2.21 are the parameters that had the best average error from all the iterations.
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Figure 2.21 shows that from N = 6 we have good approximations of the inverse function
@ but then it does not improve so much for larger N. It seems that for the selected setting the
best average error of ¢, will not pass 1e — 6. Clearly the evaluation of ¢, is instantaneous and
compared with simulated annealing we have obtained a huge improvement in CPU time. In
Figure 2.20 we presented some computational times of the simulated annealing to obtain the
same precision as Q.

After N = 12 there is a deterioration of the average test error. This is common for the type
of approximation we are doing and is well documented [80]. The usual procedure is to take
N with the smallest test error or use regularization techniques. We tried several regularization
methods found in [73] but it did not improve much, so we do not include them.

Figure 2.22 and Figure 2.23 show a comparison between actual and estimated parameters
for two elements of =.. The estimation of p was made through the linear problem (2.43).

N U8 K2 P1 P2

Actual 0.138871 | 0.207602 | 2.756710 | 0.175281
Estimation by ¢, | 10 | 0.125529 | 0.218897 | 2.693873 | 0.081207
Absolute Error 10 | 0.013342 | 0.011295 | 0.062837 | 0.094073
Estimation by ¢, | 12 | 0.125467 | 0.218471 | 2.693468 | 0.081819
Absolute Error 12 | 0.013403 | 0.010869 | 0.063242 | 0.093461

Figure 2.22: Approximation of the inverse EEG function, ¢ = 16. Comparison between actual
and estimated parameter for an element of =i..

N 0 15) P P2

Actual 0.124902 | 0.679551 | 0.323747 | 1.212711
Estimation by ¢, | 10 | 0.124988 | 0.672039 | 0.323115 | 1.212085
Absolute Error 10 | 0.000086 | 0.007511 | 0.000632 | 0.000726
Estimation by ¢, | 12 | 0.124998 | 0.679761 | 0.323794 | 1.212797
Absolute Error 12 | 0.000096 | 0.000210 | 0.000047 | 0.000086

Figure 2.23: Approximation of the inverse EEG function, ¢ = 16. Comparison between actual
and estimated parameter for an element of =i..

The parameters in Figure 2.22 and Figure 2.23 were selected to show how the approxi-
mations fluctuate. The maximum and minimum error . achieves in this experiment are 0.04
and 1.6e — 9 respectively for N = 12. Certainly, there are many possible ways to construct .
and the results shown here may be sub-optimal.

We present now an experiment with q = 128 using the same configuration as before. This
quantity of measurements is common in medical applications. In our case, more measurements
means more parameters to optimize, which makes more complex the optimization problem
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(2.57). For a fixed N we have to compute 2N (2 + q) = 260N parameters.

The results shown in Figure 2.24, Figure 2.25 and Figure 2.26 were computed on a discrete
CPU, hence for the quantity of parameters we do not expect to find the best parameters in an
appropriate time. We can notice that for N > 14 is not possible to improve the error in a stable
way and that in two cases we have notable results. This means that there are parameters which
can give good approximations but they are difficult to find with the hardware and algorithm
used, nevertheless the approximations are good enough for applications.

-
T

]

]

log(error)

Figure 2.24: Approximation of the inverse EEG function. Average error in the training set =,
and the test set =, for different N.

N V8 15} P1 P2
Actual 0.117208 | 0.720746 | 0.481627 | 0.107150

Estimation by ¢. | 10 | 0.125857 | 0.421851 | 0.475224 | 0.097707
Absolute Error 10 | 0.008555 | 0.008346 | 0.006403 | 0.009442
Estimation by @, | 15 | 0.125618 | 0.703990 | 0.473414 | 0.130497
Absolute Error 15 | 0.008410 | 0.016759 | 0.008213 | 0.023347

Figure 2.25: Approximation of the inverse EEG function, q = 128. Comparison between actual
and estimated parameter for an element of =..

In conclusion, we have used the fast online stage of model order reduction techniques to
construct a function that solves in real time the EEG inverse problem with good accuracy. This
methodology is easily extendable to other inverse problems and can help improving computation
time of slow iterative solvers.
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N W H2 P P2

Actual 0.139385 | 0.440241 | 1.938679 | 0.920604
Estimation by ¢, | 10 | 0.125857 | 0.421851 | 1.886519 | 0.885965
Absolute Error 10 | 0.013527 | 0.018390 | 0.052160 | 0.034639
Estimation by @, | 15 | 0.136246 | 0.440473 | 1.937756 | 0.920544
Absolute Error 15 | 0.003139 | 0.000232 | 0.000923 | 0.000060

Figure 2.26: Approximation of the inverse EEG function, q = 128. Comparison between actual
and estimated parameter for an element of =..



Chapter 3

jMOR

This chapter is about the exploration of jMOR, an open source package written in the Julia pro-
gramming language [35]. The main purpose of this library is to provide general and transparent
commands to users who want to apply model order reduction.

The transparent concept means that the final user does not have to understand how a
function works or get overhelmed with its arguments. On the other hand, the general principle
is about applying model order reduction to any equation independently of its implementation.
We could call these two concepts together as a black-box philosophy [30].

In matter of execution times, a black-box library may affect negatively the efficiency of
the reduced basis method, but it does not have to be the case in Julia. This is because there are
two important paradigm implemented in the language: multiple dispatch [22] and metapro-
gramming [58].

A dispatch is the way a language choose which function of all its overloaded definitions
is selected once is called. The traditional way is to dispatch according to the first argument of
the function like it happens in C++ [151]. Instead, Julia looks for the quantity of arguments
and their types individually, which is called multiple dispatch.

The first time a function is called with a specific set of arguments it is compiled at runtime
with just-in-time compilation [15] and generates specialized machine code for this set. Later on,
using runtime type inference, it can rival execution times of statically-compiled languages like
C [36].

The other paradigm, metaprogramming, is the ability to treat the code as a data structure,
which gives the possibility to manipulate code from within the language. This allows a program
to generate code on its own at runtime and adapt the execution to concrete problems without
specifying them manually. This means in the context of MOR that the code can adapt itself to
any equation for the sake of improving computation times.

Furthermore, Julia also has good connection with C, Fortran and Python with almost no
overhead. This gives the opportunity to use well developed packages in these languages for
computing the snapshots. The library of choice for solving PDEs in jMOR is FEniCS [7].

FEniCS is a Python/C++ open source FEM library with good features like automated
solution of variational problems, automated error control, extensive collection of finite elements,
high performance, etc. FEniCS is not hardcoded inside jMOR, instead jMOR uses PyCall [94],
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the Julia interface to Python. In the same way we can use any interface to access any other
PDE solver.

This chapter focus on jMOR v0.1 and uses Python v2.7.12, FEniCS v2017.1 and Julia
v0.5.2. We explicitly mark the explanation of a jMOR function with the symbol « to express that
it will not exist or will not be necessary in future versions of jMOR. One of the main objective of
future versions is to automatize and simplify unimportant commands to final RB practitioners.

The sections in this chapter are devoted on how to use jMOR. Section 3.1 has a basic
tutorial on how to apply POD to a Poisson’s equation and Section 3.2 explains more deeply
some features not exposed in the tutorial.

Even though no deep knowledge of Python, FEniCS or Julia is necessary to fully understand
the content of this chapter, some basic knowledge is advised. Several good resources are: Python
[143, 152]; FEniCS [104, 107]; Julia [19, 89].

3.1 POD on the Laplacian operator

This section shows in a tutorial-like style how to apply POD to a simple Poisson equation in
jMOR. We present first the whole code for representing the equation in FEniCS and the required
functions to make it compatible with jMOR. Thereafter, we explain every piece independently
in more detail.

The equation to solve is:

{ —uAu = sin(p(x +x2)) inQ =[0,1]% (3.1

u = 0 on 0Q),
where pu € [1, 3].
Here is the code that represents this equation in FEniCS:

from fenics import *
import numpy as np
from scipy.sparse import csr_matrix

mesh = UnitSquareMesh (125, 125)
Vh = FunctionSpace (mesh, 'P’, 1)

u0 = Constant (0)
def u0_boundary(x, on_boundary):
return on_boundary

bc = DirichletBC(Vh, u0, u0O_boundary)

TrialFunction (Vh)
TestFunction (Vh)

u
\%

mu = Constant(1.0)

Expression (’sin (mu*(x[0]_+_x[1]))’, mu=mu, degree=2)
Constant (mu)
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a = c*dot(grad(u), grad(v))*dx
L = frv*dx

def affinedim ():
return np.array([1, 0])

def affinecoef(param):
return [np.array([param]), 1]

def Afem(i=1):
paramchange ([1])

a = c*dot(grad(u), grad(v))*dx
mat = as_backend _type(assemble(a)).mat()
return csr_matrix (mat. getValuesCSR()[:: —1], shape = mat.size)

def bfem (param):
paramchange (param)

L = f*v*dx
return assemble(L).array ()

def Nh():
return len (assemble (L))

def paramchange (param):
param = param[0]

global ¢

global f

¢ = Constant(param)

f = Expression(’sin (mu*(x[0]_+_x[1]))’, mu=param, degree=2)

def eqgsolve (param):
paramchange (param)

ul = Function (Vh)

a = c*dot(grad(u), grad(v))*dx
L = f*v*dx

solve(a == L, ul, bc)

return ul

def offcoef(param):

The first three lines

from FEniCS import *
import numpy as np
from scipy.sparse import csr_matrix

import three basic libraries for the functioning of the code, in particular DOLFIN [108, 109] for
FEniCS, NumPy [166] for efficient scientific computing in Python and the sparse CSR function
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scr_matrix.
The code

mesh = UnitSquareMesh (125, 125)
Vh = FunctionSpace(mesh, ’'P’, 1)

generates a uniform mesh in Q of 31250 triangles with Ny, = 15876 and defines the globally
continuous linear polynomial space V}, on this mesh.

The boundary conditions are defined in the following way,

u0 = Constant (0)
def u0_boundary(x, on_boundary):
return on_boundary

bc = DirichletBC (Vh, u0, u0_boundary)

where the function u0_boundary returns a special FEniCS variable that assess if a point is on
00Q). The definition of bc declares that the equation will have a Dirichlet boundary condition
with u0 as the given function defined over it.

Before we define the variational formulation we need to write some placeholders for the
functions of the trial and test space

u = TrialFunction (Vh)
v = TestFunction (Vh)

Now, we define a(-,-) and f(-) with a temporary value for the parameter p

mu = Constant(1.0)

f = Expression(’sin (mu*(x[0]_+_x[1]))’, mu=mu, degree=2)
¢ = Constant (mu)

)
|

= c*dot(grad(u), grad(v))*dx
L = f*v*dx

Notice that the FEniCS functions mimic those in the mathematical language.

The code dissected until now is the usual preamble for solving a PDE in FEniCS. For
computing the solution the only thing missing is to call the solver:

u = Function (Vh)
solve(a == f, u, bc)

For using this preamble in jJMOR we need to define some necessary functions to establish a
communication with the solver, we call them jMOR compatible functions. The function definitions
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are up to the user but they must satisfy some requirements in their input and output. The
following list explains these requirements:

* xaffinedim(): takes no arguments and returns an array of length two that indicates if the
differential operator (first component of the array) or the functional (second component
of the array) is affine. The possible values are —1 for expressing parameter independence,
0 for not having an affine decomposition and n for the affine dimension.

For equation (3.1):

def affinedim ():
return np.array([1, 0])

* affinecoef(param): takes the array param and returns an array of length two. The
output has in the first component the coefficients of the operator affine representation as
an array object. The second component is the same but for the functional.

For equation (3.1):

def affinecoef (param):
return [np.array([param]), 1]

* Afem(params or i) : if the differential operator is not affine, it returns the stiffness matrix
for param. If it is affine, it returns the i-th stiffness matrix associated with the affine
representation. The output has to be an sparse matrix in the compressed sparse row format
(CSR).

For equation (3.1):

def Afem(i=1):
paramchange ([1])

a = c*dot(grad(u), grad(v))*dx
mat = as_backend_type(assemble(a)).mat()
return csr_matrix (mat. getValuesCSR()[:: —1], shape = mat.size)

Here paramchange is an auxiliary function for changing the parameter setting of the
equation. The last two lines computes the stiffness matrix and convert it to the CSR
format.

* bfem(params or i) : the same as Afem for the load vector. Here the output is an array.

For equation (3.1):

def bfem (param):
paramchange (param)
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L = frv*dx
return assemble (L).array ()

* «Nh(): takes no arguments and return the dimension Ny of V;,.

For equation (3.1):

def Nh():
return len (assemble (L))

* offcoef (param) : returns the coefficients of the truth solution for the parameters param.

For equation (3.1):

def offcoef(param):
u = eqsolve (param)

return u.vector ().array ()

The function eqsolve is an auxiliary function that calls the solver.

* offsol(param): does not return anything but defines a global variable with the solution
for the parameters param.

For equation (3.1):

def offsol(param):
global offsolution

offsolution = eqsolve (param)

* offsolcoef (coef): does not return anything but defines a global variable with the FEM
coefficients coef.

For equation (3.1):

def offsolcoef(coef):
global offsolution

offsolution = Function (Vh)
offsolution.vector ().set_local (coef)

* offeval(x): after defining a global variable with offsol or offsolcoef, it returns the
evaluation of that variable in x.

For equation (3.1):
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def offeval(x):
return offsolution (x)

* Xh(): takes no input and returns a CSR matrix representing the X; matrix.

For equation (3.1):

def Xh():
aXh = (u*v + dot(grad(u), grad(v)))*dx

mat = as_backend_type (assemble(aXh)).mat()
return csr_matrix (mat. getValuesCSR()[:: —1], shape = mat.size)

Once we have all these functions defined we can compute a reduced basis with POD in
jMOR. In the Julia console, also called REPL, write:

using jMOR
@femimport laplacian
params = 1:0.005:3
pod (params)

The first line

using jMOR

load the jMOR library and its dependencies.
If the definition of the PDE is in a file called laplacian.py, then the line

@femimport laplacian

import the Python code.
The sampling set = will be

params = 1:0.005:3

Finally, the line

pod (params)

runs the whole POD method and save the results in a HDF5 file [154]. The HDF5 format is a
data model for representing complex objects with high performance.
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All the offline steps in the POD method are done with the command pod. The default error
tolerance is 1.0e — 6 and the dimension N is selected automatically for such error using the
error estimates of Proposition 2. Further configuration of the error tolerance and the dimension
N is explained in Section 3.2.

The following code shows the decay of the singular values and the Proposition 2 error
estimate for different N until the rank r of the solution matrix. The results are in Figure 3.1.

using PyPlot

load (: 1)
plot(singularvalues(r))
plot(poderrors(r))
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0.4 4 0.0125 -
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0.2+
0.0050

0.14
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Figure 3.1: jJMOR POD applied to the Poisson equation. Left picture: singular values for different
N. Right picture: estimated POD error for different N.

The decay of the singular values for problem (3.1) is extremely fast and express the linear
correlation between the snapshots. This gives the information that this parametric equation is
reducible and suitable for the reduced basis approach.

Figure 3.2 shows the exact error in the Xy, norm for different parameters and dimension
N. The code for this figure is

onprepare ()

plot(1:6, log(10, errors(1.485, 6)), color = "red", label = L"\mu_=_.1.485")
plot(1:6, log(10, errors(2.015, 6)), color = "green", label = L"\mu_=_2.015")
plot(1:6, log(10, errors(2.748, 6)), color = "blue", label = L"\mu_=_.2.748")
plot(1:6, log(10, errors(1.719, 6)), color = "black", label = L"\mu_=_1.719")
legend (loc="upper_right",fancybox="true")

The line onprepare () calls a function that loads all the necessary mathematical structures
to execute the online stage, this function call is only needed once per session. After onprepare (),
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log(error)

Figure 3.2: jMOR POD applied to the Poisson equation. Exact X, error between truth solutions
and RB solutions.

we can compute a reduced basis solution with the code

oncoef (param)

The function oncoef (param) gives the coefficients of the reduced basis, to convert it to the truth
solution basis execute

ontofem (oncoef (param))

We can reuse all the code shown so far in other equations. For example, if we wish to
apply POD to the equation:

{ curl curl u+u = (sin(p(x; +x2)), cos(u(x1 +x2))) in Q = [0, 1]? (3.2)

u = 0 on 0Q),

we only have to change some lines. The definition of Vh is now a VectorFunctionSpace

Vh = VectorFunctionSpace (mesh, 'P’, 1)

and regarding the elements in the variational formulation of (3.2) the code is

’ u0 = Expression((’0’, ’07))
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fmu = Expression ((’sin (mu_*_(x[0]_+_x[11))’, ’cos(mu_*_(x[0]_+_x[1]1))’), mu = mu)

a =
f=

(inner(curl(uh), curl(vh)) + inner(uh, vh))*dx
inner (fmu, vh)*dx

Other minor changes like in the jMOR compatible functions only have to take in account

the vector nature of the solution u.

3.2 jMOR Functions Reference

In this section we describe the most useful functions in jMOR and how to use them. The
specifications are for jMOR v0.1.

We first specify the types of the functions argument:
param: float64 array

params: array or matrix of float64 array

i,N: integer

coef: float64 array

xpoints,mupoints: float64 array

Here are the functions description:

@femimport: it is a Julia macro that loads a FEniCS code with the description of the
equation to solve. Example:

@femimport name_of file

@femimport name_of file as reference name

It creates a HDF5 file called name_of _file.jld. If we use the as statement, it changes
the name to reference_name.

pod (params,error=1.e-6): computes the offline stage of the POD method for the param-
eter collection params. It saves in the HDF5 file important variables needed for the online
stage or for further analysis.

- params: parameters used for computing the offline stage

S: solution matrix

ns: quantity of parameters in params

sigma: singular values of the solution matrix
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N: reduced basis dimension

Nh: full-order space dimension

Afeml,Afem?2...: CSR stiffness matrices of the affine representation

bfeml,bfem?2...: load vectors of the affine representation

U: reduced basis matrix

Xh: CSR matrix representing the Xy matrix

r: rank of the solution matrix

* load(:var): it loads the variable var from the HDFS5 file. The input is the name of the
variable preceded by ":". Example:

load (:U)

* offsol(param): computes the truth solution for the parameter param and returns the
solution as a function.

* offcoef (param): computes the truth solution for the parameter param and returns its
coefficients.

* offtime(params): estimates the execution time of the pod function.

* offontime (param) : compares the computation time between the reduced basis and truth
solution for the parameter param.

* errors(param,N): computes the exact error between the reduced basis and truth solution
for the parameter param up to the dimension N.

* poderrors(N): computes an error estimate for the POD method up to the dimension N.
* singularvalues(N): returns the first N singular values of the solution matrix.
* onbasis(i):returns the i-th reduced basis.

* onprepare () :prepares the mathematical structures to compute online solutions. It is
necessary to call this function one time for every REPL section after using @femimport.

* oncoef (param) :computes the reduced basis coefficients for the parameter param.
* onsol(param) :returns the online solution as a function for the parameter param.
* ontofem(coef) :converts the online coefficients coef to the truth space coefficients.

* xeimevals(g,xpoints,mupoints): computes the evaluation matrix of g for all combina-
tions of xpoints and mupoints.

* offeim(evals,maxiter,tol): computes the offline stage of the EIM algorithm using the
evaluation matrix evals with maximum iteration maxiter and error tolerance tol.
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* oneim(param,g,Q,J,xs): computes the online stage of the EIM algorithm for the function
g and the parameter param. The elements Q, J,xs are returned in this same order by the
function offeim. Future versions of jMOR will use a Julia struct to group all these variables
in one.



Conclusions

Model order reduction methods (MOR) are good tools to achieve fast computational times
while retaining good accuracy in many differential equation problems. A first general objective
of this thesis is to provide new ideas for improving the effectiveness of reduced basis methods
(RB). The main results in this direction are focused on the Fundamental Order Reduction (FOR)
and new offline error estimators for standard RB algorithms.

In the FOR method we provide different theoretical estimators that show fast convergence
rates. To exhibit one of their uses we present a simple example where the parameter space is
unbounded and applied the estimators to find that a very low dimensional space is needed to
solve the equation for any parameter. This method has other advantages like a fast online stage
without the need of solving a linear system like in standard RB methods. Also there is a benefit
on the non-linear construction of the basis, which could solve problems that RB algorithms may
find difficult to solve.

Regarding RB methods, we also propose two offline estimators: Lipschitz and Chebychev
offline estimators. Under the right conditions they can help obtaining good estimation of the
error produced by the reduced model and at the same time reduce computational operations
in the online stage.

A second result of this thesis has been the application of the FOR method and the new
estimators EEG epilepsy equation. This equation, through the solution of an inverse problem,
is useful for finding where epileptic seizures occur from electroencephalography readings.

The most notable difficulty this EEG equation brings is the strong singularity that it
presents in the source term. We analyze two known methods for solving this equation. In
the direct approach we show through numerical experiments and an example in 1D that we
cannot apply RB methods effectively. On the other hand, for the subtraction approach we find
that we can use MOR. We apply POD and use the offline estimators to certify good approxima-
tions without the need of computing the residual in the online stage. Afterwards we use FOR
and obtain faster and better results when computing the solution.

Once we are able to compute the forward solution of the equation very fast we focus on
solving the inverse problem. The typical approach in this case is to use iterative algorithms to
find the source term and exploit the reduced model for obtaining fast computational times. In
this work we instead propose an approximation of the inverse function using ideas from the
universal approximation theory. Based on some theoretical results that apply to problem of this
type, we showed that given a good approximation of the solution and enough measurement
points on the boundary any PDE inverse problem where the input are discrete measurements
on the boundary can be approximated by a neural network. We have applied this idea to the
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EEG problem and obtained real-time results with good accuracy.

Finally, we have implemented a new MOR package in the Julia programming language to
expand the availability of these techniques and at the same time provide a black-box approach
to facilitate experiments. It is an open source library that any researcher or practitioner can
use and contribute.

As future research paths we suggest to use the FOR method for other equations where POD
and greedy algorithms work fine and compare the results. Given the theoretical convergence
that FOR has, there is a huge potential to improve standard techniques, the only downside is
that FOR is not as general as them. From another point view, FOR builds its basis with nonlinear
operations, which could give good approximations where RB methods generally fail, i.e., when
there is no linear correlation between the solutions. We also think is useful to expand the idea of
the offline estimators presented here to high-dimensional problems and find better estimators
using the smoothness of the residual.

It would be also interesting to run the EEG experiments on more realistic models like a
sphere or a head with real measurement data and expand the theoretical results to a combination
of delta functions as the source term. For the inverse part we would like to compare the obtained
results with other similar solvers like Bayesian inference [123] or the lead-field approach [167]
and to look for other neural network models that could approximate better the inverse function.
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