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Abstract

Stochastic analysis of real–time systems has received a remarkable attention in the past few years. In general, this analysis has been mainly focused on sets of applications competing for a shared CPU and assuming independence in the computation and inter–arrival times of the jobs composing the tasks. However, for a large class of modern real–time applications, this assumption cannot be considered realistic. Indeed, this type of applications exhibit important variations in the computation time, making the stochastic analysis not accurate enough to provide precise and tight probabilistic guarantees. Fortunately, for such applications we have verified that the computation time is more faithfully described by a Markov model. Hence, we propose a procedure based on the theory of hidden Markov models to extract the structure of the model from the observation of a number of execution traces of the application. Additionally, we show how to adapt probabilistic guarantees to a Markovian computation time. Performed over a large set of both synthetic and real robotic applications, our experimental results reveal a very good match between the theoretical findings and the ones obtained experimentally. Finally, the estimation procedure and the stochastic analysis method are integrated into the PRObabilistic deSign of Real–Time Systems (PROSIT) framework.
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Chapter 1

Introduction

Industries developing critical real-time embedded systems, such as Aerospace, Space, Automotive, Robotics, and Railways, pose stringent demands for increased processor performance to support new advanced functionality. Under this perspective, modern technology provides the opportunity to integrate multiple real-time applications, possibly of mixed-criticality levels, onto the same hardware platform.

This integration has the advantages of reducing system size, weight and power consumption, along with benefits in terms of costs reduction and reliability. However, these strategies also bring severe drawbacks regarding the feasibility to prove the correctness of the system in terms of both functional and timing/temporal behaviour.

The traditional design of real-time systems is based on three main premises: 1) each task on the system is characterised by its Minimum Inter-arrival Time (MIT) and its Worst-Case Execution Time (WCET), 2) the tasks are scheduled using static or dynamic priorities, 3) the ability for each task to meet its deadlines is guaranteed by a portfolio of algorithmic approaches, mainly focused on strict “hard” deadlines, by which a system is deemed schedulable only if every instance of every task is guaranteed to meet its deadline and even a single deadline miss is a critical failure for the application [24].

The verification of the timing correctness of a real-time system can be viewed as a two step process:

- **Timing Analysis**: aims to characterise the maximum amount of time required by the hardware platform to execute each task. In other words, the estimation of an upper bound on the WCET.

- **Schedulability Analysis**: aims to characterise the end-to-end response time of one or more tasks, considering how they are scheduled and how they interfere with each other. Generally, the schedulability analysis uses the estimated WCET to compute an upper bound on the Worst-Case Response Time.
Starting from the seminal work of Liu and Layland [72], the use of fixed or dynamic scheduling has become a common practice in the design of hard real–time systems. This design choice can be partially attributed to the possibility to estimate tight conditions for temporal guarantees of respecting the deadlines, by means of numerically efficient analysis techniques. One of the most popular techniques is the worst–case response time analysis [55] that enables the designer to estimate, for each task, the maximum delay it can possibly incur for any of its jobs.

Any analysis of this type has to account for the amount of computation time requested by an application in the worst–case, for the frequency of the job activation requests and for the delays that the execution could suffer because of the presence of other applications in the system competing for the processor: the scheduling delay.

The scheduling delay is relatively easy to account for, if the scheduler uses either static or dynamic priorities [72]. Much more critical is the knowledge of the WCET. This parameter is very difficult to measure or even to estimate when the application has strong data dependencies and/or when the architecture used for the execution is pipelined, uses a cache memory hierarchy or requires access to different shared resources. In such cases, the spread between average case and worst case could be large, and the latter could be very improbable hence escape the observation even from a large collection of execution traces.

As important as numerical analyses are analytical analyses, which establish a clear relation between the design goals (e.g., temporal guarantees) and the execution parameters of the task. The most famous analytical approach for single–processor scheduling algorithms is the Utilization Bound [72], which offers clear guidelines on how to tweak periods and computation times in order to meet the deadlines of all tasks in the system.

In the same line of reasoning, the Time Demand Analysis (TDA) [69] provides a more accurate insight on the ability of a fixed–priority single–processor system to meet all the deadlines. The idea is very simple: in any interval, the computation time demanded by all tasks in the set must never exceed the available time. It is based upon the observation that the worst–case response time of a job occurs when it is released at a critical instant, namely when a job in each task is released along with a job from all tasks of equal or higher priority.

The whole point of these analytical bounds is to provide a clear perception on the design goals and on the impact of the design parameters in their attainment. As an example, using the utilisation bound, a designer knows how to tweak the task activation periods to achieve a schedulable set, and this is far more valuable than a simple yes/no answer. This “sensitivity” analysis can be carried out in different and more accurate ways [22, 21, 23], but the clarity and the “physical” insight of simple analytical tests
remains unmatched.

Unfortunately, classic real-time scheduling algorithms are known to be unfit for soft real-time systems, a class of real-time applications that are resilient to occasional and controlled timing faults and for which the strict respect of every real-time constraint can be easily traded for a more efficient management of the system resources. This is achieved at the cost of a degradation in the provided Quality of Service (QoS). Such a degradation often depends on the number and severity of the constraint violations over a certain interval of time.

As an example, for a video on-demand system, occasional losses or delays of frames can be very hard to perceive even for an experienced user. Only when the occurrence of these anomalies becomes too frequent or uncontrolled does the QoS degrade (producing annoying glitches or “stop-and-go” effects). As surprising as it may seem, the same applies to many robotic control applications [45, 27].

The market penetration of soft real-time applications is so relevant that it has stimulated an intense research activity aiming for alternative scheduling solutions for soft real-time systems. Coupled with these scheduling solutions, it is also necessary to develop numerical or analytical analysis techniques that allow the designer to guarantee the temporal behaviour of the system.

In the last years, probabilistic design has emerged as a viable option for soft real-time systems. In this scenario, the system designer is required to reason about the impact of her scheduling choices on the performance of the system in stochastic terms: the computation requirements of a task as well as the system performance can be described by probability distributions. In order to tackle this issue, a number of stochastic or probabilistic analysis for these systems have been proposed.

However, the vast majority of the models proposed so far for stochastic analysis of soft real-time systems, make the assumption that the computation time of the task is independent and identically distributed (i.i.d). While this assumption does not impair the application of the analysis in many cases of interest, this may not be true for many robotic applications.

For instance, for the computer vision applications that mobile robots use to sense the environment, it can be argued that the computation workload depends on the complexity of the scene. Pictures shot in close sequence are likely to require the same computation time, which can change in magnitude when the robot moves towards an emptier area. This effect introduces a potentially strong correlation in the stochastic process describing the computation time, reducing the appeal of techniques developed for i.i.d. processes.
1.1 Motivation

A large class of modern soft real-time robotic applications uses randomised methods at the inner core of its functionality. The use of these methods leads to wide variations in the computation time discouraging the use of standard hard real-time analysis techniques. Additionally, probabilistic guarantees for these systems have been developed based on the traditional assumption that the inter-arrival and computation times are described by an i.i.d. stochastic processes.

However, this assumption cannot be considered realistic for many cases of interest. Indeed, several robotic applications exhibit a strong correlation structure in their computation times depending on the different conditions in which the robot operates. This violation in the main assumption could jeopardize the stochastic analysis, reducing its accuracy and limiting its ability to provide probabilistic guarantees in a soft real-time system.

Given the rapidly expansion of real-time robotic applications, the increased use of randomized algorithms and the need for accurate and tight probabilistic guarantees of respecting the deadline for such applications, we contribute to this direction by investigating usable numeric techniques for the stochastic analysis and design of soft real-time systems, scheduled by a resource reservation algorithm and presenting dependencies in their computation times.

We strongly believe that this first step towards the development of such techniques will create important opportunities to optimise the design of robotic systems and to reduce their costs.

1.2 Related Work

The stochastic analysis of the performance of soft real-time tasks started two decades ago and, in the last few years, it has received a remarkable attention. An important number of research papers focused on probabilistic methods for schedulability analysis of systems with fixed-priority, by extending existing response time analysis and substituting the fixed computation times with random variables. Under this scenario, Probabilistic Time Demand Analysis (PTDA) [96] is presented. This approach uses convolutions of probability functions of the computation times to obtain the probability function of the response time of a task; however, the deadlines cannot be greater than the periods.

The Statistical Rate Monotonic approach [11] assumes harmonic periods for the tasks and proposes a variation of the Rate Monotonic scheduler [72] implementing a budgeting mechanism and dropping jobs that cannot be completed in time: a job is allowed to start
only if the budget is sufficient to ensure its completion and all other jobs are dropped.

Stochastic Time Demand Analysis [49] extends PTDA to include systems where the deadlines may be greater than the period. This approach focuses on providing a statistical measure of the amount of missed deadlines to be expected. Both analyses are based on the sum of random variables, and thus the use of convolutions to determine their probability function. However, the analyses cannot address systems where the maximum system utilization is greater than one.

The application of Extreme Value statistical analysis to model the tail of the distributions is used in [41]. This analysis uses end–to–end measurements for the computation time of a task to reason about the probability of the WCET of being greater than the largest computation time observed during any of the runs of the program. A similar approach is followed in [14], where, additionally to the data obtained from measurements, a static analysis of small sections of the code is performed. The authors reason on the WCET of the whole program by combining probabilistically the worst–case effects of the individual sections. However, these approaches based on the combination of the worst–case situation of every step in the analysis will lead to a considerable pessimistic assumption in the behaviour of the system which could be problematic for soft real–time systems.

More recently, an important number of research papers focused on the computation of the response time of systems with fixed or dynamic priority when tasks have stochastic variability in the computation times [38, 60]. The presented technique is based on Markov processes, allowing the authors to reason probabilistically about the probability of the system to respect the deadline. It provides both analytical and numerical solutions for the deadline miss probabilities of the tasks by computing the complete probability function of the response time of each task. Besides, other studies on the computation of the response time of systems where the tasks have stochastic variability in the computation times [78] has been presented.

Furthermore, the analysis of tasks presenting stochastic variability in the inter–arrival time has been also considered [36]. However, the computation times of the tasks are described by their worst–case value. An hybrid approach is presented in [56], where both: the computation and the inter–arrival times of the tasks are given by random variables with known distributions.

Similar techniques have been recently applied to multi–processor systems [79, 80]. The authors showed that, allocating the processing resources based on the average computation time, the tardiness and the response time of a task is bounded. The authors also offer a very conservative result on the probability of deadline miss, which is applicable only if deadlines are much larger than the period.
1.2. RELATED WORK

Besides the traditional approaches based on fixed or dynamic priorities, different authors have analysed other types of scheduling approaches. For instance, in [57] a Time Division Multiple Access (TDMA) approach that shares resources among tasks in a distributed system is analysed. In [54] it is proposed an approach that divides each job into a mandatory part and a number of optional parts. The system schedules the jobs in such a way that it provides deterministic guarantees for the mandatory parts and probabilistic guarantees for the optional parts of the jobs.

Additionally, the concept of probabilistic Worst–Case Execution Time (pWCET) [15] has been presented. The pWCET can be used when the absolute WCET cannot be precisely determined. Instead of assuming a single value for the WCET, the pWCET represents a probability distribution of the WCET. The idea is that for each execution, a task experiences a WCET, which changes depending on the input data set and on random effects in the system hardware (e.g., due to the presence of a cache). Therefore, it is possible to think of the WCET as a random variable called pWCET.

The probabilistic analysis based on pWCET can be classified into two main categories:

- **Static Probabilistic Timing Analysis (SPTA)** [9, 71]: is applicable when some part of the system or its environment contributes with random or probabilistic timing behaviour. SPTA methods derive the pWCET distribution for a program by analysing the structure of the program and modelling the behaviour of the hardware it runs on. Note that SPTA does not execute the code on the actual hardware; rather it relies on the correctness of the hardware model.

- **Measurement–Based Probabilistic Timing Analysis (MBPTA)** [41, 35, 92]: makes use of measurements of the overall computation time of the tasks, obtained by running them on the actual hardware. Rather than taking the maximum observed computation time and then adding some engineering margin, these methods use statistical techniques grounded in the Extreme Value Theory (EVT) to estimate the pWCET distribution.

This two type of analysis originate two different meanings for the pWCET distribution:

- The pWCET distribution obtained from SPTA is a tight upper bound on all of the probabilistic computation time distributions that could be obtained for each individual combination of inputs and hardware/software states, excluding the random variables which give rise to variation in the timing behaviour.

- The pWCET distribution obtained from MBPTA is a statistical estimate giving an upper bound \( p \) on the probability that the computation time of a task will be greater than some arbitrary value \( x \), valid for any possible distribution of input values that could occur during deployment.
CHAPTER 1. INTRODUCTION

In the case of pWCET distributions obtained from SPTA the key idea is to conservatively model the execution times of jobs as independent random variables, allowing the designer to use simple convolution to derive probabilistic Worst-Case Response Time distributions [38, 78], which can then be compared to the appropriate deadline to determine the probability of a deadline miss.

On the other hand, the pWCET distributions obtained from MBPTA do not give the designer any information about the probability that the execution time of any particular job exceeds some value \( x \), but rather provide a statistical estimate of the probability that the maximum computation time of a task, over a large number of jobs, exceeds \( x \) in some operating cycle. Hence, it is not possible to use basic convolution since that would assume independence of job computation times that typically does not exist.

When dealing with access to shared resources or multi-processor architectures, the presence of interactions either across cores or through shared hardware (e.g., cache, bus, DMAs, etc.) is unavoidable. These interactions are difficult to characterise, leading to a high pessimism in the estimation of the WCET.

Several techniques, mainly at hardware level, have been proposed to address different sources of unpredictability including real-time handling of peripheral drivers, real-time compilation and analysis of contention for memory and buses. The PREdictable Execution Model (PREM) [88, 101] uses scheduling to reduce or eliminate contention for shared resource accesses.

Regarding to cache-management, two techniques: cache locking and cache scheduling are presented in [100]. Under cache locking, portions of the cache are viewed as non-preemptive resources that are accessible via a locking protocol. Under cache scheduling, portions of the cache are viewed as preemptive resources that are “scheduled”.

Moreover, operating-system (OS) infrastructure that allows mixed criticality applications to be supported on a multi-core platform was proposed in [10]; the proposed ideas were implemented as the Mixed Criticality on MultiCore (MC\(^2\)) [61] framework.

For soft real-time applications, the traditional notion of “deterministic” deadline is not expressive enough to formulate the QoS requirements of the application. A very natural direction is offered by the probabilistic deadlines [3]: a deadline is associated with a probability of meeting it, which in turn can be related to the QoS delivered by the application [62, 45] and, more generally, enable the expression of a wide range of performance requirements, where classic hard real-time systems can be regarded as a special case. It can be argued that the QoS experienced by several types of industrial applications can be related to such probabilistic performance metrics.

A probabilistic real-time guarantee states that the deadline will be respected with a probability at least equal to the one specified in the probabilistic deadline. A probabilistic
1.2. RELATED WORK

Guarantee of this kind requires a system analysis and solution techniques based on the real-time queueing theory [68]. Such tools allow the computation of the response time distributions of a set of tasks for different scheduling algorithms when the system is under heavy traffic conditions, namely systems with a workload of the tasks very close to 100%, which restricts the practical applicability of those results.

The analysis turns out to be much simpler if resource reservation scheduling [90, 1] is adopted, which enables a fine grained control on the fraction of computing power (bandwidth) that each task receives. A key property of resource reservation scheduling is the so called temporal isolation: the ability for a task to meet its deadlines solely depends on its computation requirement and on its scheduling parameters.

This property introduces a drastic simplification in system design and is probably the main reason for the increasing popularity of resource reservations. It allows the system designer to model the evolution of a soft real-time task as a Discrete-Time Markov Chain (DTMC) with an infinite number of states [3, 4]. Moreover, this DTMC takes the form of a Quasi-Birth-Death Process (QBDP), hence computing the steady state probability of respecting the deadline can be efficiently achieved by one of the several numeric solutions for QBDP [81, 67, 18] that can be found in the literature.

By taking advantage of this model, different authors have analysed the stochastic behaviour of reservation-based schedulers using numeric techniques [8, 75] or developing analytical bounds [85]. Such solutions strike different trade-offs between performance and accuracy. For instance, when designing a complex system composed by many applications, analytic techniques are preferable since they ensure a quick convergence to a sub-optimal solution. If resources are scant, it can be convenient to seek a more accurate solution paying the price of a longer design time.

When using reservation-based schedulers, the traditional approach consists on reserving a fixed fraction of the CPU bandwidth to each task. However, it can be argued that the static allocation of CPU is not efficient enough when dealing with wide variations in the computation times experienced by the tasks. This problem can be addressed by dynamically adapting the amount of resources reserved to each task: adaptive reservations [2].

Several algorithms have been proposed in the literature to implement adaptive reservations. For instance, a non linear feedback control scheme that adjusts the bandwidth based on two factors: a prediction of the possible range of variation of the next computation time and the computation time of the previous job is presented in [83]. Formal proof of stability in the stochastic sense for generic families of controllers is provided in [33].

In the domain of stochastic control, the Stochastic Dead Beat [34, 31] was introduced. The goal is to choose a bandwidth such that the expectation of the next scheduling error
be equal to zero. This expectation is conditioned to the past evolution of the system. At each step, the controller tries to optimise the expected values of certain quantities of interest based on the expected behaviour of the computation time stochastic process. The presented architecture includes a separate component, the predictor, which is responsible for providing the necessary information based on its knowledge of the past evolution of the system.

A customary assumption made in the literature on stochastic analysis of real-time systems is that the inter-arrival and computation times are independent and identically distributed (i.i.d.) stochastic processes. However this assumption is not correct for several real applications. For this reason, different authors have investigated the effects of the dependencies in the computation times on the WCET and schedulability analyses, and questioned the applicability of the i.i.d. assumption in the area of real-time applications [93]. An i.i.d. process makes the system’s analysis tractable [26] and can be considered as a good approximation in some cases. However, there are also practical cases in which ignoring the correlation structure could lead to significant errors in the analysis.

In the case of WCET analysis, the use of copulas to provide distributional bounds is described in [13], where perfect dependence is a good assumption because computation times of different program blocks can depend on common parameter settings. This idea could be slightly modified in such a way that it allows us to estimate an i.i.d. over-approximation of the computation times starting from non-independent ones. A similar idea is presented in [73], where the authors tackle the correlation problem decomposing the computation times in two parts: a dependent part which is upper bounded by a deterministic independence threshold and an additional i.i.d. component.

In order to make the stochastic analysis of real-time systems accessible to a large class of interested designers, several software tools for the simulation analysis and design of the schedulability of real-time systems have been proposed. It is worth to mention MAST [51], a tool set for modelling the temporal and logical components of real-time systems and for performing real-time scheduling analysis on the model. Cheddar [95] is a framework designed to check task temporal constraints which provides two features: feasibility tests and a scheduling simulation engine.

RTSim [86] is a software tool developed for the co-simulation of real-time embedded controllers and plants in order to evaluate the timing properties of the architecture in terms of control performance. It consists of several components including schedulers, task models, etc. It supports both probabilistic computation and inter-arrival times.

Additionally, STORM [97] is a multi-processor simulation tool for scheduling evaluation, which also measures other features such as energy consumption and CPU load. YARTISS [28] is an open source simulator aimed at the evaluation of real-time scheduling
policies on multi-processor systems for various models of tasks. SimSo [29] is a simulator designed for the comparison and the understanding of real-time multi-processor scheduling algorithms.

As far as tools for probabilistic design are concerned, it is possible to mention the existence of PAnSim [76], an analysis and simulation tool which currently supports fixed-priority preemptive scheduling. The tool is based on the notion of pWCET and probabilistic Minimal Inter-arrival Time (pMIT) distributions, nevertheless it also supports probabilistic and arbitrary deadlines.

In the same line of work, we can mention Probabilistic SimSo [76], which is a probabilistic extension of SimSo [29] with support for pWCET and pMIT, and DIAGXTRM [53]. The latter implements the Measurement-Based Probabilistic Timing Analysis (MBPTA), which is an application of the Generalized Extreme Value Theory [92] to estimate the pWCET and evaluate its quality.

1.3 Objectives

The scope of this thesis is to explore a set of techniques aimed at addressing the problem of providing accurate probabilistic guarantees for soft real-time applications which are characterised by computation times that present a strong correlation while executing on single-processor systems.

The specific objectives of this work are:

- To investigate state-of-the-art approaches for probabilistic analysis of soft real-time systems where the computation times are described both by i.i.d. and non i.i.d stochastic processes.

- To propose a more faithful model to describe the computation times of a class of robotics applications which are not independent and identically distributed.

- To adapt the available solutions for probabilistic guarantees on single-processor systems to the scenarios where the computation times can be described by the proposed model.

- To develop methods for the estimation and validation of the parameters characterising the proposed model from the experimentally collected data.

- To perform evaluations and analyse the behaviour of the proposed methods under different real robotic scenarios.
• To explore both simulations and real-life data in the different evaluation stages, in order to verify the applicability of the proposed solutions in real environments and conditions.

• To develop a software tool that implements both the probabilistic analysis and the parameter identification for a real-time task characterised by the proposed model.

1.4 Contributions

The specific contributions of this work are:

• The identification of a Markovian model for the characterisation of the computation times of a large class of robotic applications.

• An effective procedure for identifying the different modes, the transition probability among modes and the distribution of the random variable in each mode of the proposed Markovian model. This procedure uses the theory and adapts the techniques developed for hidden Markov models.

• The extension of the probabilistic guarantees for resource reservations, initially developed for i.i.d. stochastic processes, to the case of the proposed Markovian computation time.

• The proposed analysis techniques are implemented on a software tool, called the PROSIT tool, that facilitates the access to the probabilistic analysis of soft real-time systems for a potentially large number of researchers and industrial practitioners. PROSIT\(^1\) is implemented as a C++ library under the GNU GPL license and is available online including several examples and datasets.

• The dissemination of the proposed methods and experimental results:
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1.5. Thesis Outline

The remaining part of this document is organized as follows. Chapter 2 defines the main components of the probabilistic guarantees framework that will be useful throughout the thesis.

Chapter 3 provides basic definitions on Random Events and Markov chains. Additionally, it is presented how a task scheduled by a resource reservation can be conveniently modelled as a QBDP and how to derive a conservative approximation of this model, which has a parametric accuracy and which retains the structure of a QBDP.

Chapter 4 summarizes two existing strategies applied to the problem of probabilistic guarantees for computation times described by an independent and identically distributed stochastic process. In particular, it shows an efficient numeric solution for the steady state probability of respecting the deadline. Moreover, after introducing an additional simplification in the model, it introduces a closed form conservative bound, which proved itself reasonably accurate for the test cases.

The main contributions of this research are presented in Chapter 5, where the Markov Computation Time Model (MCTM), a Markovian model of the computation time for robotic applications that exhibit a strong correlation structure given by the robot operating conditions, is introduced. Moreover, it shows a technique for the extraction of the parameters of the MCTM from a limited number of observation and describes how to adapt the techniques developed for probabilistic guarantees of resource reservations to MCTM computation times.

Chapter 6 introduces an extensible and open source design tool, called PROSIT\(^2\), which enables the probabilistic analysis of the temporal performance of a real–time task under fixed–priority and resource reservations scheduling algorithms. For resource reservations, the tool also offers an automatic procedure for the synthesis of scheduling parameters that optimise a quality metric related to the probabilistic behaviour of the tasks. Finally, the conclusions and future directions of this research are drawn in Chapter 7.

\(^2\)https://bitbucket.org/luigipalopoli/prositool.git
Chapter 2

Definitions on Real–Time Scheduling

The computation activities within a computer are executed by pieces of software called tasks. These tasks share the Central Processing Unit (CPU), cooperating or competing among each other. When the application is composed of only one task, it is called single–task application, while multi–task applications are composed of multiple interacting and cooperative tasks.

Generally speaking, a real–time task $\tau_i$, with $i \in Z_{>0}$, is a cyclic piece of software (e.g., a process, a thread) with an associated temporal constraint, called deadline, that must be respected to ensure the correctness of the application. Upon each activation request, the application executes an instance of the task, called job. The job acquires the new input (if any), updates the internal state (if any) and generates an output.

Therefore, real–time tasks consist of a sequence, possibly infinite, of jobs. A periodic task is a task which is periodically activated after a fixed amount of time, called task period ($T_i$). For aperiodic tasks, the interval of time between two jobs can be different.

If missing a deadline causes a critical failure in the system then the deadline is said to be hard. A deadline is said to be soft, if a deadline miss causes a degradation in the Quality of Service (QoS), but is not a catastrophic event.

2.1 Application Model

Single–task applications consider a set of independent applications, each one composed of a single real–time task. The applications share the same computing resources, but do not interact in other ways.

From the temporal point of view, the $j^{th}$ job of the $i^{th}$ real–time task, $J_{i,j}$, is characterised by the triplet $(a_{i,j}, c_{i,j}, D_i)$, as presented in Figure 2.1. The three parameters are described as follows:
2.2. MODEL OF THE COMPUTATION TIME

Figure 2.1: Mathematical model of a periodic real–time task $\tau_1$ with period $Z_1$ and relative deadline $D_1$. The three patterns denote different jobs. The second job (black rectangle) is activated at time $a_{1,2}$, it executes for a computation time $c_{1,2}$ and it finishes its execution at time $f_{1,2}$. The job respects its deadline since $d_{1,2} > f_{1,2}$. On the other hand, the third job (horizontal lines) misses its deadline.

- $a_{i,j}$ is the activation instant of the job. Generally speaking it is possible to write: $a_{i,j} = a_{i,j-1} + Z_i$, where $Z_i$ represents the inter–arrival time of the task. For periodic tasks, the inter–arrival time is the task period, $Z_i = T_i$; while, for aperiodic tasks, $Z_i$ is a stochastic process with Probability Mass Function (PMF) $Z_i(z) = \Pr \{a_{i,j} - a_{i,j-1} = z \}$;

- $c_{i,j}$ is the computation time of the $j^{th}$ job, which is also assumed to be a stochastic process $C_i$ with known distributions;

- $D_i$ is the relative deadline, meaning that the $j^{th}$ job is required to finish within $d_{i,j} = a_{i,j} + D_i$. More formally, defining the finishing time, $f_{i,j}$, as the instant where the job completes its execution, the job has met its deadline if $f_{i,j} \leq d_{i,j}$ and has missed it otherwise: $f_{i,j} > d_{i,j}$. Additionally, the response time of the job, $r_{i,j}$, defined as the interval between the activation and the finishing time, is given by:

$$r_{i,j} = f_{i,j} - a_{i,j}. \quad (2.1)$$

In this case, the deadline is met if $r_{i,j} \leq D_i$.

2.2 Model of the Computation Time

Most of the existing literature on probabilistic analysis of real–time systems assume that the computation time of each job, $c_{i,j}$, is described by an independent and identically distributed (i.i.d.) stochastic process characterised by a Probability Mass Function (PMF) $C_i(c) = \Pr \{c_{i,j} = c \}$.

The choice of a PMF over a Probability Distribution Function (PDF) is related to the fact that the computation times can only take values that are multiples of the processor
clock, hence they are discrete in nature. However, modern computing systems have increased their time granularity up to the nanosecond resolution, allowing the designers to describe the computation time as a continuous stochastic process. In this thesis, the computation time is assumed to be described by a PMF, following the traditional approach. However, the proposed analysis can also be performed considering a PDF to describe the computation times.

Although the i.i.d. assumption can be considered valid for several real–time applications, there are many other cases where is not necessary true. For instance, consider a computer vision application used by a mobile robot to sense the environment, the pictures shot in close sequence are likely to be related among each other. This effect introduces a potentially strong correlation in the stochastic process describing the computation time, reducing the appeal of techniques developed for i.i.d. processes.

In other words, the computation time of a job is correlated to the computation times of previous jobs, hence it cannot be described using a simple probability distribution function $C_i(c)$, as done in the vast majority of the literature. As a consequence, more advanced mathematical techniques have to be used to properly and more precisely describe the computation times.

Therefore, in this thesis it is not assumed that the stochastic process $C_i$, modelling the computation time of the real–time tasks, is an independent and identically distributed (i.i.d.) process. On the contrary, its computation time is allowed to be a Markov Modulated stochastic Process [43] (MMP). This model can be described in the following terms: the task $\tau_i$ switches between $N$ different operating modes, with the switches ruled by a Markov chain; and, in each of these modes, the computation time behaves as an i.i.d. process.

More formally, this model is described by a triplet:

$$\{\mathcal{M} = \{m_1, \ldots, m_N\}, \mathcal{P} = (p_{a,b}), \mathcal{C} = \{C_k\}\},$$

where $\mathcal{M}$ is the set of all possible modes, the matrix $\mathcal{P}$ is the mode transition probability from $m_a$ to $m_b$, where $m_a, m_b \in \mathcal{M}$, and $\mathcal{C}$ is the set of distributions characterising the computation time in each mode $m_k$, where $m_k \in \mathcal{M}$.

This model has been defined Markov Computation Time Model (MCTM) [98] and has been shown to be a good fit for many real–life applications. It is important to point out that, when a MCTM is composed of a single mode (i.e., a single state), the stochastic process modelling the computation time reduces to a standard i.i.d. process.
2.3 Probabilistic Deadline

For decades, the analysis of real–time systems was based on the strict requirement that all the deadlines have to be respected: the notion of hard deadlines. However, in the past few years, soft real–time systems have experienced an undisputed growth in embedded systems. A soft real–time application is one for which the deadlines can occasionally be missed, but the probability of this event has to be controllable and predictable.

For these applications, the traditional notion of hard deadlines is insufficient per–se to formulate their QoS requirements. Hence, designers of soft real–time systems need effective means to reason about the impact of their scheduling choices on the performance of the system in stochastic terms.

An effective method to express the timing requirements for a soft real–time application is by associating each deadline with a probability that it will be met: the notion of probabilistic deadlines [3]. A probabilistic deadline is a pair \((D_i, \gamma_i)\), where \(\gamma_i\) is the steady state probability of respecting the relative deadline \(D_i\).

\[
\gamma_i = \Pr\{r_{i,j} \leq D_i\}, \tag{2.2}
\]

where \(r_{i,j}\) is the response time as defined in Equation (2.1).

Generally speaking, the designer can be interested in knowing the probability of meeting the deadline for different values of \(D_i\). Thereby, the notion of Quality of Service adopted in this thesis is essentially related to the frequency of deadline misses or, more formally, to the distribution of the response times.

The probabilistic deadline is respected if \(\Pr\{f_{i,j} > a_{i,j} + D_i\} \leq \gamma_i\). If \(\gamma_i = 0\), the deadline is considered hard. Additionally, it is possible to specify a sequence of \(h\) probabilistic deadlines for \(\tau_i\):

\[
\left[\left(\gamma_i^{(1)}, D_i^{(1)}\right), \ldots, \left(\gamma_i^{(h)}, D_i^{(h)}\right)\right],
\]

where \(\gamma_i^{(x)} \geq \gamma_i^{(y)}\) if \(D_i^{(x)} > D_i^{(y)}\), formulating in this way, a specification on the distribution of the delays.

2.4 Application Quality

While probabilistic deadlines effectively capture the real–time constraints, the quality perceived by the user of the application is not immediately expressed by such quantities. Much more useful is a quality index \(\mu_i\), which is necessarily application–specific and is related to the design choices.
This index is related to the probabilistic deadlines by a functional dependence. In the simplest case, it is possible to consider a single probabilistic deadline to be equal to the relative deadline \( D_i \). In this case, the index \( \mu_i \) is a monotone non-decreasing function of probability \( \gamma_i \). More generally, if a sequence of \( h \) probabilistic deadlines is considered, then \( \mu_i \) is a function of the vector \( \left[ \gamma_i^{(1)}, \ldots, \gamma_i^{(h)} \right] \).

The notion of Quality function used in this thesis is inspired to the QRAM framework [91]. However, QRAM assumes a functional dependence between the scheduling parameters and \( \mu_i \), which can be difficult to identify. On the contrary, we relate the quality to the probabilistic temporal behaviour of the task, which depends on the scheduling parameters in non-obvious ways. This choice allows the designer to reason about the system quality in a natural conceptual framework without committing to any particular scheduling policy.

For instance, in the domain of control applications, a quality index of this kind could be the steady state covariance of the controlled plant state, which is known to be a function of the distribution of the delays [45].

Likewise, for a media processing application, we can define \( \mu_i \) as the Peak Signal-to-Noise Ratio (PSNR) or the Structural Similarity Index (SSIM) between the original media and the one reproduced by the application [63]. Under the assumption that the video frames decoded by jobs that finish late are not displayed, when a deadline is missed, the PSNR or SSIM is computed using the last frame decoded in time [62] and degrades with the frequency of this event.

### 2.5 Scheduling Algorithm

For the class of real-time applications considered in this thesis, whose quality of output depends on sufficient access to a resource over time, a particular type of scheduling algorithm called resource reservations has emerged as the most suitable choice. Reservation techniques have proved to be very effective in providing temporal isolation, meaning that when a task has reserved a specific amount of a resource, it must have access to that reserved amount of the resource regardless of other tasks running on the system. Moreover, these techniques have been implemented in a number of different systems using different scheduling algorithms [1].

A reservation is a pair \((Q_i^s, T_i^s)\), where \( Q_i^s \) is the amount of time that the task is guaranteed to use the resource within every reservation period \( T_i^s \). The fraction of resource utilization dedicated to task \( \tau_i \) is given by \( B_i = Q_i^s / T_i^s \) and it is usually called bandwidth.

---

\(^1\)The \( s \) superscript stands for “server” and it means that the two parameters are associated with the server, while the \( i \) subscript refers to the task being served.
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Figure 2.2: Schematic of a periodic real–time task \( \tau_1 \) with period \( T_1 \) scheduled by a resource reservation algorithm. The two patterns denote different jobs. The scheduling parameters are: reservation period \( T_1^s = 3 \) time units and budget \( Q_1^s = 1 \) time units, meaning that the task is guaranteed to execute for a maximum of 1 time unit every 3 time units.

\( Q_1^s \) is also called the budget or capacity of the reservation while \( T_1^s \) is called the server period. Figure 2.2 shows a periodic task with period equal to the deadline \( T_i = d_i = 9 \) time units and reservation parameters \( Q_i^s = 1 \) and \( T_i^s = 3 \) time units.

The behaviour of a reservation is the following: a task \( \tau_i \) attached to a reservation \( (Q_i^s, T_i^s) \) receives the guaranteed \( Q_i^s \) time units in every reservation period \( T_i^s \). If a task tries to execute for more than the guaranteed bandwidth, the scheduler throttles it, avoiding the task to be selected for execution, until the end of the current reservation period. As a result, each task is limited to use a maximum of \( Q_i^s \) every \( T_i^s \) units of time.

Although any scheduling algorithm could be used to implement a reservation strategy, the use of a dynamic–priority scheduler permits to obtain a more efficient implementation. The particular implementation of the resource reservations approach considered in this thesis is the Constant Bandwidth Server (CBS) [1, 70].

For each task, the scheduler manages two state variables: the remaining runtime \( (q_i) \), representing the amount of remaining processor time that the task can use in the current reservation period; and the scheduling deadline \( (d_{i,j}^s) \), which is used to assign a dynamic priority to the task. When the CBS starts handling a task, \( q_i \) and \( d_{i,j}^s \) are initialized to 0. In the CBS, reservations are implemented by means of an EDF scheduler.

EDF schedules the tasks based on their scheduling deadlines \( d_{i,j}^s \), which are dynamically managed by the CBS algorithm. When a new job \( J_{i,j} \) arrives, the server checks whether it can be scheduled using the last assigned scheduling deadline \( d_{i,j-1}^s \) and the remaining budget \( q_i \). In the affirmative case, the scheduling deadline of the job is initially set to the current deadline \( d_{i,j}^s = d_{i,j-1}^s \) without updating the budget. Otherwise, the scheduling deadline \( d_{i,j}^s \) is set equal to \( a_{i,j} + T_i^s \) and the budget is set equal to \( q_i = Q_i^s \).

Every time the job executes, its remaining budget \( q_i \) is decreased consequently. When the remaining budget \( q_i \) arrives to 0, the task \( \tau_i \) is throttled and cannot be selected by the scheduler for execution. Therefore, the task \( \tau_i \) is not schedulable until time \( d_{i,j}^s \), when the...
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runtime will be replenished to its maximum value \( q_i = Q_i \) and the scheduling deadline will be postponed \( d_{s,i,j} = a_{i,j} + T^s_i \).

The scheduling deadline \( d_{s,i,j} \) has, in general, nothing to do with the deadline \( d_{i,j} \) of the job: it is simply instrumental to the implementation of the CBS.

As a consequence, each task is reserved an amount of computation time \( Q^s_i \) in each server period \( T^s_i \) regardless of the behaviour of the other tasks, a property called temporal isolation. The EDF scheduler is able to provide schedulability guarantees to a set of real-time tasks if their total utilisation is smaller than a certain threshold. For instance, on single-processor systems (or on multi-processor systems using partitioned scheduling), EDF guarantees schedulability if and only if:

\[
\sum_i B_i = \sum_i \frac{Q^s_i}{T^s_i} \leq 1.
\]  

(2.3)

The temporal isolation property is of the greatest importance for the probabilistic analysis since it allows us to assign a bandwidth to each task. As a consequence, the task executes as if on a dedicated processor and the analysis of the scheduling delays is significantly simplified. Therefore, it is possible to remove the subscript \( i \) meaning that the analysis refers to one specific task.

Note that the temporal isolation provided by the CBS is related to processor scheduling. In a complex multi-core environment or in presence of shared resources, other types of interference between the execution of the tasks could come from conflicts on the memory bus or from cache-related delays. In these cases it is important to consider, when measuring the computation times, the blocking time related to the mutual exclusion access to the shared resources.

The probabilistic analysis presented in this thesis does not consider any hardware effect, which are managed at a system level. In fact, the analysis assumes that the computation times of the tasks are described by a PMF, which should include all the possible additional time required to handle possible interferences. As long as the observed computation times respect such assumption, the obtained probabilities of respecting the deadline can be considered valid.

Moreover, it is worth to point out that reservation-based schedulers are now a commonplace technology distributed with main stream Linux kernels under the name of SCHED_DEADLINE [70]. The current implementation in the Linux kernel improves the original CBS by allowing to specify a relative deadline \( D_i \) different from the period \( T_i \).

Additionally, SCHED_DEADLINE deals with multi-processor scheduling in a similar way that distributed runqueue in Linux. Specifically, it implements one ready queue for each processor, as in partitioned scheduling, along with the logics for migrating tasks
among the different ready queues, as in global scheduling. Therefore, SCHED_DEADLINE supports both multi-processor scheduling schemes: partitioned and global scheduling.
Chapter 3

Background on Stochastic Analysis

In this chapter, since the tasks parameters will be modelled as stochastic processes, some basic definitions from the theory of random processes are introduced. Additionally, some basic definitions on Markov chains and in particular on Quasi–Birth–Death Processes (QBDP) will be presented along with the detailed modeling, as a QBDP, of a task scheduled by a resource reservation algorithm. Finally, how to derive a conservative approximation of this model, which has a parametric accuracy while retaining the structure of a QBDP, is described.

3.1 Random Events

A random experiment is any experiment whose outcome is uncertain. The set of all possible outcomes of a random experiment is called sample space and is denoted by \( \Omega \). An event is a possible outcome of a random experiment and is associated to a subset of \( \Omega \). The set of all possible events is called event space and is denoted by \( \mathcal{E} \).

The pair \((\Omega, \mathcal{E})\) is called probability space. Given a probability space \((\Omega, \mathcal{E})\), the probability \( \Pr \{ . \} \) is a function from \( \mathcal{E} \to \mathbb{R} \) such that:

- \( \Pr \{ A \} > 0, \forall A \in \mathcal{E} \);
- \( \Pr \{ \Omega \} = 1 \);
- If the events \( A_1, A_2, \ldots, A_n \) are disjoint, then \( \Pr \{ \bigcup_{i=1}^{n} A_i \} = \sum_{i=1}^{n} \Pr \{ A_i \} \).

For a generic couple of events \( A_1 \) and \( A_2 \), they are called independent if the occurrence of one does not affect the probability occurrence of the other. More formally, \( A_1 \) and \( A_2 \) are independent if \( \Pr \{ A_1 \cap A_2 \} = \Pr \{ A_1 \} \cdot \Pr \{ A_2 \} \). The conditional probability is defined as:

\[
\Pr \{ A_1 | A_2 \} = \frac{\Pr \{ A_1 \cap A_2 \}}{\Pr \{ A_2 \}}.
\]

(3.1)
For two independent events, $\Pr \{A_1 \mid A_2 \} = \Pr \{A_1\}$. The definition of conditional probability, expressed in Equation (3.1), can be generalised if all probabilities are conditioned to a third event $A_3$: $\Pr \{A_1 \cap A_2 \mid A_3\} = \Pr \{A_2 \mid A_3\} \cdot \Pr \{A_1 \mid A_2 \cap A_3\}$. Indeed, by the definition of conditional probability, the right hand side can be written as:

$$\Pr \{A_2 \mid A_3\} \cdot \Pr \{A_1 \mid A_2 \cap A_3\} = \Pr \{A_2 \cap A_3\} \Pr \{A_3\} \cdot \Pr \{A_1 \mid A_2 \cap A_3\} = \Pr \{A_1 \cap A_2 \mid A_3\},$$

where the last step descends from the very definition of conditional probability.

Given a random experiment and a sample space $\Omega$, a random variable $X$ is a function that reflects the result of a random experiment [87] associating the possible outcome of an experiment with a real value, $X : \Omega \to \mathbb{R}$. For example, the number of jobs that arrive at a computer system or the time interval between the arrivals of two consecutive jobs at a computer system. Depending on the values that a random variable can assume it is possible to distinguish between continuous and discrete random variables.

A random variable $X$ that can only assume discrete values is called a discrete random variable, where the discrete values are often non-negative integers. The set of the probabilities of each discrete values that the variable can assume is called the Probability Mass Function (PMF) of the random variable. Hence, the probability that the random variable $X$ assumes the value $x$ is defined as: $p_x = \Pr \{X = x\}$.

On the other hand, a random variable $X$ that can assume all values in the interval $[a, b]$, where $-\infty \leq a < b \leq +\infty$, is called a continuous random variable. It is described by its distribution function, also called Cumulative Distribution Function (CDF). Hence, the probability that the random variable $X$ takes values less than or equal to $k$, for every $k$ is defined as: $F_k = \Pr \{X \leq k\}$.

A random process, also called stochastic process, is a collection of random variables $\{X_t : t \in T\}$, where each random variable $X_t$ is indexed by the time parameter $t \in T$. If a countable, discrete–time set $T$ is encountered, the stochastic process is called a discrete–time process, $T$ is commonly represented by a subset of $\mathbb{N}$ and the stochastic process is often referred to as a *chain*. A stochastic process models the evolution of a system over time.

### 3.2 Discrete–Time Markov Chains

A *Discrete–Time Markov Process* (DTMP) $\{X_t\}$ is a discrete–time stochastic process such that its future development only depends on the current state and not on the past.
history. This definition can be stated in formal terms on the conditional PMF:

$$\Pr \{ X_k = x_k | X_1 = x_1, X_2 = x_2, \ldots, X_{k-1} = x_{k-1} \} = \Pr \{ X_k = x_k | \exists X_{k-1} = x_{k-1} \}. $$

A DTMP defined over a discrete state space is called Discrete–Time Markov chain (DTMC). Given a DTMC, let \( \pi_k(h) \) represent the probability \( \Pr \{ X_k = h \} \), \( \pi_k \) be the infinite vector \( \pi_k = [\pi_0(k), \pi_1(k), \ldots] \), and \( P = [p_{i,j}] \) be a matrix whose generic element \( p_{i,j} \) is given by the conditional probability \( p_{i,j} = \Pr \{ X_k = j | X_{k-1} = i \} \), which can be interpreted as the probability to reach, in one step, the state \( j \) given that the system is currently in state \( i \).

Consider a state \( i \) of a DTMC. This state \( i \) is called transient if there is some probability that, starting from \( i \), the system will never return to \( i \). The state \( i \) is recurrent if it is not transient. The period of a recurrent state \( i \) is defined as the greatest common divisor of the set of all numbers, \( n \), for which \( \Pr \{ X_m = i \land X_{m+n} = i \} > 0, \forall m \). A state is called aperiodic if its period is equal to 1. A DTMC is called aperiodic, if all of its states are aperiodic.

The state \( i \) of a DTMC is called positive recurrent if its mean recurrence time is finite, and the DTMC is positive recurrent if all its states are positive recurrent. A DTMC is called irreducible, if every state can be reached from any other state in a finite number of steps. It can be shown that in an irreducible DTMC all states are of the same type. So, if one state is aperiodic, so is the DTMC.

Starting from an initial probability distribution \( \pi_0 \), the application of the Bayes theorem and of the properties of the Markov processes allow us to express the evolution of the distribution by the matrix equation \( \pi_{k+1} = \pi_k \cdot P \). The matrix \( P \) is called probability transition matrix.

A very important property of irreducible and positive recurrent DTMC is the existence of a single equilibrium: \( \tilde{\pi} = \tilde{\pi} \cdot P \), where the limiting distributions \( \lim_{n \to \infty} \pi_n \) converge starting from any initial probability distribution \( \pi_0 \). This equilibrium is called steady state distribution.

A DTMC is called a Quasi–Birth–Death Process (QBDP) if its probability transition matrix \( P \) has the following block structure:

$$P = \begin{bmatrix}
C & A_2 & 0 & 0 & \cdots \\
A_0 & A_1 & A_2 & 0 & \cdots \\
0 & A_0 & A_1 & A_2 & \cdots \\
0 & 0 & A_0 & A_1 & \cdots \\
\vdots & \vdots & \vdots & \ddots & \ddots
\end{bmatrix}, \quad (3.3)$$
where \( C, A_0, A_1, \) and \( A_2 \) are matrices and \( 0 \) denotes a block matrix of zero. When the matrices are scalars, this structure reduces to the standard Birth–Death Process (BDP).

### 3.3 A CPU Reservation as a Markov Chain

When the probability distribution of the inter-arrival and computation time are known independent identically distributed (i.i.d.) stochastic processes, the temporal isolation property allow us to model the evolution of a task scheduled through a resource reservation as a Discrete-time Markov chain with an infinite number of states [3, 4]. In this case, it has been proved that the DTMC describing the system takes the form of a QBDP [84].

In this setting, we will carry out a conservative analysis for each task assuming that it only receives its minimum guaranteed bandwidth with no interference from the other tasks. The result will be a lower bound for the probability of meeting the deadline.

For simplicity, it is assumed that the server period \( T_s \) of the reservation is constrained to be a sub-multiple of the release time of each job (the task period \( T \)). Let \( z_j \) be the integer multiple of \( T_s \) defining the distance between \( a_j \) and \( a_{j-1} \): \( a_j - a_{j-1} = z_j \cdot T_s \).

Other choices are possible but make little practical sense.

Moreover, in the case of aperiodic tasks, the empirical probability distribution of the inter-arrival time used in the proposed model can be conservatively resampled, as presented in Section 3.4. In this case, the resample simulates that the jobs arrived before they actually did, accumulating the probabilities to the immediate inferior server period. By performing the stochastic analysis with a conservative approximation of the real distribution we introduce a certain level of pessimism in the resulting probabilistic guarantees, meaning that our analysis will estimate a probability of respecting the deadline which is smaller than the one provided by the system.

#### 3.3.1 Dynamic Model

Let \( d^*_j \) denote the latest scheduling deadline used for job \( J_j \) and introduce the symbol \( \delta_j = d^*_j - a_j \). The latest scheduling deadline \( d^*_j \) is an upper bound for the finishing time of the job. If Equation (2.3) is respected, then \( f_j \leq d^*_j \), meaning that a job always finishes before its latest deadline. Hence, \( \delta_j \) is an upper bound for the job response time.

**Example 1** Consider the schedule in Figure 3.1. The presented schedule considers a task \( \tau_1 \) with two adjacent jobs starting at \( a_{1,1} \) and \( a_{1,2} \). The reservation period is chosen as one third of the task period. The job \( J_{1,1} \) in this case, finishes beyond the deadline, which in our periodic model is \( a_{1,2} \). More precisely, the last reservation period that the job \( J_{1,1} \) uses, in which its finishing time lies, is upper-limited by the scheduling deadline \( d^*_1 \).
The two colours denote different jobs. At the activation of the first job (black rectangle), its initial scheduling deadline is set to \( d_s^1 = T_s^1 \). Every time that the budget is depleted, the scheduling deadline is postponed by \( T_s^1 \) (represented by the arrows). The latest scheduling deadline for the job (4 \( \cdot T_s^1 \)) is an upper bound for the finishing time; hence, \( \delta_j \) is an upper bound for the response time of the job.

The quantity \( \delta_j \) takes on values in a discrete set: the integer multiples of \( T^* \), and the probability \( \eta = \Pr \{ f_j \leq d_j \} \) of meeting a deadline \( d_j = a_j + D \) is lower bounded by \( \Pr \{ \delta_j \leq D \} \): \( \eta \geq \Pr \{ \delta_j \leq D \} \).

It is possible to express the dynamic evolution of \( \delta_j \) using the following stochastic model [4]:

\[
\begin{align*}
v_1 &= c_1 \\
v_j &= \max \{0, v_{j-1} - z_j \cdot Q_s^*\} + c_j \\
\delta_j &= \left\lfloor \frac{v_j}{Q_s^*} \right\rfloor \cdot T^*
\end{align*}
\]

In the following, we will use the function \( [a]^+ = \max \{0, a\} \). It is useful to observe that the workload \( v_j \), representing the amount of backlogged computation time that has to be served by the CBS scheduler when a new job arrives, is not directly measurable. It can only be evaluated at the end of the job through the measurement of \( \delta_j \).

Since the process modelling the sequence \( c_j \) of the computation time is assumed a discrete valued and i.i.d. stochastic process, the model in Equation (3.4) represents a DTMC, where the states are determined by the possible values of \( v_j \) and the transition probabilities, by the PMF of the computation time \( C(c) = \Pr \{ c_j = c \} \). Figure 3.2 shows a graphical representation of a DTMC describing a resource reservation where the computation time of the task is described by an independent and identically distribution stochastic process.

Let us introduce the symbols \( \epsilon^{\min} \) and \( \epsilon^{\max} \), to denote the minimum and maximum com-
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\[ \pi_0, \pi_1, \pi_2, \ldots. \]

\[ v_j = c_{\min} + 2Q \]

\[ v_j = c_{\min} + Q \]

\[ v_j = c_{\min} \]

Figure 3.2: Graphical representation of the dynamic evolution of the states of the system, modelled as an infinite queue. The states are given by the possible values (infinite) of the workload \( v_j \). The probability of such values is given by \( \pi_h(j) = \Pr\{v_j = c_{\min} + h\} \) and the evolution of the vector \( \Pi = [\pi_0, \pi_1, \ldots] \) can be described using the standard notation of the Markov chains.

The computation time. Since the computation time varies in the bounded set \( \{c_{\min}, \ldots, c_{\max}\} \), the value of \( v_j \) will be lower bounded by \( c_{\min} \). Let us define the event \( V_h(j) = \{v_j = c_{\min} + h\} \), meaning that the workload is equal to \( c_{\min} + h \) at job \( j \), with \( h \in [0, \ldots, \infty[ \) representing the total backlog accumulated until the previous job \( (v_{j-1}) \).

The generic element of the probability transition matrix \( P \) can be computed observing that the evolution of the system is given by Equation (3.4). In particular, the element \( P^{(h, h')} \), with row \( h \) and column \( h' \), represents the probability of transition from \( V_h(j - 1) \) to \( V_{h'}(j) \), which is given by:

\[
P^{(h, h')} = \Pr\{V_{h'}(j) \mid V_h(j - 1)\} \\
= \Pr\{v_j = c_{\min} + h' \mid v_{j-1} = c_{\min} + h\} \\
= \Pr\{[v_{j-1} - z_j \cdot Q^s]^+ + c_j = c_{\min} + h' \mid v_{j-1} = c_{\min} + h\} \\
= \Pr\\{c_j = c_{\min} + h' - [c_{\min} + h - z_j \cdot Q^s]^+\} \\
= \sum_{z=0}^{\infty} \Pr\{z_j = z\} \cdot \Pr\{c_j = c_{\min} + h' - [c_{\min} + h - z \cdot Q^s]^+\}. \tag{3.5}
\]

Assume that the inter–arrival time \( z_j \) is defined in the bounded set \( \{z_{\min}, \ldots, z_{\max}\} \).
Let us introduce the following definitions:

\[ a_{h,h'} = \Pr \{ c_j = c_{\text{min}} + h' \} \]

\[ b_{h,h'} = \sum_{z=0}^{c_{\text{max}}} \Pr \{ z_j = z \} \cdot \Pr \{ c_j = c_{\text{min}} + h' - [c_{\text{min}} + h - z \cdot Q_s]^{+} \} \]

\[ D = c_{\text{max}} - c_{\text{min}} \]

\[ E = (z_{\text{min}} \cdot Q_s) - c_{\text{min}} + 1 \]

\[ F = (z_{\text{max}} \cdot Q_s) - c_{\text{min}} + 1 \]

\[ G = c_{\text{max}} - c_{\text{min}} + (z_{\text{max}} - z_{\text{min}}) \cdot Q_s \]

Hence, the probability transition matrix \( P \) developed from Equation (3.5) can be written as:

\[
P = \begin{bmatrix}
    a_{0,0} & a_{0,1} & \ldots & a_{0,D} & 0 & 0 & \ldots & \ldots & \ldots & \ldots \\
    a_{E,0} & a_{E,1} & \ldots & a_{E,D} & 0 & 0 & \ldots & \ldots & \ldots & \ldots \\
    b_{E+1,0} & b_{E+1,1} & \ldots & b_{E+1,D} & b_{E+1,D+1} & 0 & 0 & \ldots & \ldots & \ldots \\
    b_{F,0} & b_{F,1} & \ldots & b_{F,D} & b_{F,D+1} & \ldots & b_{F,G} & 0 & 0 & \ldots \\
    0 & 0 & b_{F,0} & b_{F,1} & \ldots & b_{F,D} & b_{F,D+1} & \ldots & b_{F,G} & 0 \\
\end{bmatrix}, \quad (3.6)
\]

which has the recursive structure shown in Equation (3.3). Indeed, from row \( F \) onward, each row is obtained by shifting the previous one to the right and inserting a 0 in the first position.

Let us define \( \pi_h(j) = \Pr \{ V_h(j) \} = \Pr \{ v_j = c_{\text{min}} + h \} \). In plain words, \( \pi_h(j) \) represents the probability that at the \( j^{\text{th}} \) job, the workload \( v_j \) be \( c_{\text{min}} + h \). Introduce the vector \( \Pi(j) \), namely the vector of probabilities associated with the state \( V(j) \):

\[ \Pi(j) = [\pi_0(j), \pi_1(j), \ldots]. \quad (3.7) \]

In general, we cannot rule out the possibility that the state reaches arbitrarily large values (although with a small probability). Thereby, the probability vector has an infinite size. The evolution of the vector \( \Pi(j) \), presented in Equation (3.7), can be described using the standard notation of the Markov chains [26]: \( \Pi(j) = \Pi(j-1) \cdot P \).

### 3.3.2 Computation of the Steady State Probability

The probability transition matrix \( P \) describes the evolution of the probability of finding the system in each state starting from an initial distribution. In our case, the vector \( \Pi(j) \),
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presented in Equation (3.7), is made of an infinite number of elements, and so will be the matrix \( P \).

The four matrices \( C, A_0, A_1, A_2 \) describing the QBDP, as presented in Equation (3.3), can be expressed in terms of the probability transition matrix \( P \) in Equation (3.6). In order to see this, let us introduce the symbol \( P(p_z : p_Z; q_z : q_Z) \) to denote the sub–matrix obtained from \( P \) extracting the block of rows from \( p_z \) to \( p_Z \) and the block of columns from \( q_z \) to \( q_Z \). By setting \( H = \max \{ D + 1, F + 1 \} \), we have:

\[
C = P(1 : H; 1 : H), \\
A_2 = P(1 : H ; H + 1 : 2H), \\
A_0 = P(H + 1 : 2H ; 1 : H), \\
A_1 = P(H + 1 : 2H ; H + 1 : 2H).
\] (3.8)

Through easy, but tedious, computations it is possible to show that by setting the matrices as in Equation (3.8), the transition matrix indeed reduces to the QBDP structure mentioned above. After casting our system into the QBDP framework, we can capitalise on the rich body of results in the field. In particular, it is possible to show that:

1. The system admits a steady state

\[
\tilde{\Pi} = \lim_{j \to \infty} \Pi(j) \\
= \lim_{j \to \infty} [\pi_0(j), \pi_1(j), \ldots].
\] (3.9)

2. The steady state distribution \( \tilde{\Pi} \) is unique and independent from the initial distribution \( \Pi(0) \),

3. The computation of the steady state probability can be done using the very efficient numeric solutions available in the literature. In particular, this thesis uses the Cyclic Reduction algorithm presented in [18] for the numeric solution, although the Logarithmic Reduction algorithm [66] is also suitable for this purpose.

3.3.3 Computation of the Distribution of the Response Time

From the steady state probability, it is possible to recover the steady state distribution of the variable \( \delta_j \), which, as mentioned before, is an upper bound of the task’s response time. Considering that \( \Pr \{[a] = b\} = \Pr \{b - 1 < a \leq b\} \), the steady state CDF can be
reconstructed using the following formula:

\[
\lim_{j \to \infty} \Pr\{\delta_j = \delta \cdot T^*\} = \lim_{j \to \infty} \Pr\left\{\left\lfloor \frac{v_j}{Q^*} \right\rfloor = \delta \right\} \\
= \lim_{j \to \infty} \Pr\left\{(\delta - 1) \cdot Q^* < v_j \leq \delta \cdot Q^*\right\} \\
= \sum_{h=((\delta-1)\cdot Q^*)+1}^{\delta-Q^*} \lim_{j \to \infty} \Pr\{v_j = h\},
\]

where:

\[
\lim_{j \to \infty} \Pr\{v_j = h\} = \begin{cases} 
0 & \text{if } h < c^{\min} \\
\lim_{j \to \infty} \Pr\{\mathcal{V}_h(j)\} & \text{otherwise}
\end{cases}
\]

### 3.4 A Conservative Approximation

In order to make the model tractable from the numeric point of view, it is useful to introduce a conservative approximation. The notion of conservative approximation adopted in this thesis relies on the concept of first order stochastic dominance.

**Definition 1** Given two random variables \(X\) and \(Y\), with CDFs \(F_x = \Pr\{X \leq x\}\) and \(F_y = \Pr\{Y \leq y\}\), \(X\) has a first order stochastic dominance over \(Y\), represented as \(X \succeq Y\), if and only if \(\forall x \ F_x \leq F_y\).

Graphically, this means that the curve \(F_x\) never goes above the curve \(F_y\). Note that if the curves \(F_x\) and \(F_y\) cross, the variables \(X\) and \(Y\) are not comparable, and it is not true that \(X \succeq Y\) nor \(Y \succeq X\). Figure 3.3 shows an example of this concept where \(Y\) and \(Z\) are a conservative approximation of \(X\) given that \(Y \succeq Z\) and \(Z \succeq Y\). However, since \(Y\) and \(Z\) intersect each other, \(Y \not\succeq Z\) and \(Z \not\succeq Y\).

Based on this definition, a stochastic real–time task can be seen as a conservative approximation of another one if its probabilistic deadlines are stochastically dominated by the probabilistic deadlines of the original task: considering \(\delta_j\) in Equation (3.4), this plainly means that in the modified system, the low values of the \(\delta_j\) will have a greater probability and so will be the probability of the first element of the probability vector (associated with the deadline satisfaction).

As shown by Diaz et al. [39], if \(C'\) stochastically dominates \(C\), then a system having the computation times distributed according to \(C'\) is a conservative approximation of the original system with the computation times distributed according to \(C\).
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Figure 3.3: Graphical meaning of the first order stochastic dominance. Both $\mathcal{Y}$ and $\mathcal{Z}$ have first order stochastic dominance over $\mathcal{X}$, represented as $\mathcal{Y} \succeq \mathcal{X}$ and $\mathcal{Z} \succeq \mathcal{X}$, because their CDFs never go above the CDF of $\mathcal{X}$. In the case of $\mathcal{Y}$ and $\mathcal{Z}$, as they intersect there is no stochastic dominance between them: $\mathcal{Y} \not\succeq \mathcal{Z}$ and $\mathcal{Z} \not\succeq \mathcal{Y}$.

A simple way to build $C'$ to obtain such a conservative approximation is to replace $c_j$ with a new variable $c'_j$, taking values in the interval $[c^\text{min}, c^\text{max}]$ and whose distribution is given by:

$$C'_\Delta(c') = \begin{cases} 
0 & \text{if } (c' \mod \Delta) \neq 0 \\
\sum_{c=(k-1)\Delta+1}^{k\Delta} C(c) & \text{otherwise}
\end{cases},$$

(3.11)

where $k$ takes values in the interval $[1, \lceil \frac{c^\text{max}}{\Delta} \rceil]$ and $\Delta$ is called the granularity, which is a scaling factor chosen as an integer sub–multiple of $Q^*$ used to resample the distribution.

Figure 3.4 shows an example of the application of the conservative approximation technique using a scaling factor $\Delta = 2$. Note that the resulting PMF has zeros in the odd indexes while the even indexes (multiples of $\Delta$) accumulate the probabilities of the indexes smaller than or equal to the current one (up to the previous multiple of $\Delta$). For instance, $C(2) = C'_2(2) = 0.02$ because there are no probabilities to accumulate ($C(1) = 0.0$). On the other hand, $C'_2(4) = 0.17$ accumulates the probabilities of the indexes smaller than or equal to 4 ($C(3) = 0.07$ and $C(4) = 0.1$). It is also important to note that the choice of a PMF or a PDF to describe the computation times does not affect the applicability of the conservative approximation, which can be regarded as a quantisation of the original distribution.

This resampled distribution of the computation times, $C'$, generates a new DTMC, whose transition matrix has again the recursive structure shown in Equation (3.3), where...
the different elements of the matrix are functions of the parameter \( \Delta \). Large values of \( \Delta \) correspond to a smaller size for matrices \( C, A_0, A_1 \) and \( A_2 \) in Equation (3.3). This reduces the time required for the computation of the steady state probability paying the price of a coarser approximation for the computed probability.

A similar approach can be followed to obtain a conservative approximation of the probability distribution of the inter-arrival times. In this case, the scaling factor is set to \( \Delta = T^* \) and the accumulation of the probabilities is performed towards the lower index, meaning that all the probabilities of activations occurred between two reservations periods, for instance in the range \([T^*, 2 \cdot T^*)\), are accumulated at time \( T^* \). Hence, the resample process models the activations as if they occurred before they actually did. This strategy allows us to represent the probability of inter-arrival time with a model more conservative than the original distribution.

Figure 3.4: Example of the application of the conservative approximation. The original distribution (top) is resampled using a scaling factor \( \Delta = 2 \). The resampled distribution (bottom) is obtained by accumulating the probabilities from odd indexes together with the probabilities of the even indexes placed immediately to the right. For instance, \( C'(4) = C(3) + C(4) = 0.07 + 0.1 = 0.17. \)
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Chapter 4

I.I.D. Computation Times

This chapter presents a methodology for the computation of the probability of deadline miss for a periodic real-time task scheduled by a resource reservation algorithm. The proposed techniques take advantage of the periodic structure characterising a Quasi-Birth-Death-Process (QBDP) whose transition matrix is reported in Equation (3.6).

This structure is exploited to develop an efficient numeric solution where different accuracy/computation time trade-offs can be obtained by operating on the granularity (scaling factor $\Delta$) of the model. Specifically, we have assumed the conservative approximation discussed in Section 3.4.

More importantly we have developed an analytic solution, namely a closed form conservative bound, for the probability of a deadline miss. Our experiments reveal that the bound remains reasonably close to the experimental probability obtained from our test case real-time applications.

4.1 A Numeric Algorithm

The first key result shows a general expression for the steady state probability of respecting the deadline. As mentioned before, the analysis is restricted to periodic tasks, hence the

---

1 The theoretical results of this chapter are mainly reported for completeness since they were developed before the PhD studies of the author, who actively participated in the experimental validation of those results.
transition matrix presented in Equation (3.6) reduces to the following matrix:

\[ P = \begin{bmatrix}
    a_{0,0} & a_{0,1} & \cdots & a_{0,D} & 0 & 0 & \cdots & \cdots & \cdots \\
    \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
    a_{E,0} & a_{E,1} & \cdots & a_{E,D} & 0 & 0 & \cdots & \cdots & \cdots \\
    0 & a_{E,0} & a_{E,1} & \cdots & a_{E,D} & 0 & 0 & \cdots & \cdots \\
    \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
    0 & 0 & a_{E,0} & a_{E,1} & \cdots & a_{E,D} & 0 & 0 & \cdots \\
    \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
    \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
    \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
    \end{bmatrix}, \quad (4.1) \]

which retains the recursive structure shown in Equation (3.3). Indeed, from row \( E \) onward, each row is obtained by shifting the previous one to the right and inserting a 0 in the first position. For completeness, recall the following definitions:

\[ a_{h,h'} = \Pr \{ c_j = c_{\text{min}} + h' \} \]
\[ D = c_{\text{max}} - c_{\text{min}} \]
\[ E = (z_{\text{min}} \cdot Q^s) - c_{\text{min}} + 1 \]

Let us define the following function \( \varphi : \mathbb{N} \times \mathbb{R} \to \mathbb{R} \) as:

\[ \varphi_{k,l} = \sum_{j=0}^{k} \alpha_j \cdot l^{k-j} \]

where \( \alpha_j = a_{0,j}/a_{0,0} \). Using this function and the structure of the QBDP, it is possible to write the equation expressing the steady state equilibrium \( \Pi(j) = \Pi(j) \cdot P \), where \( \Pi(j) = [\pi_0(j), \pi_1(j), \ldots] \), as defined in Equation (3.7). The steady state solution is given by the following theorem:

**Theorem 1** Consider a QBDP described by the transition probability matrix \( P \) given in Equation (4.1), in which both \( a_{0,0} \) and \( a_{0,D} \) differ from zero. Assume that the matrix:

\[ W = \begin{bmatrix}
    0 & 1 & 0 & \cdots & 0 & 0 & \cdots & \cdots & \cdots \\
    0 & 0 & 1 & \cdots & 0 & 0 & \cdots & \cdots & \cdots \\
    0 & 0 & 0 & \ddots & 0 & 0 & \cdots & \cdots & \cdots \\
    \vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
    0 & 0 & 0 & \cdots & 0 & 0 & \cdots & 1 \\
    -\alpha_D & -\alpha_{D-1} & -\alpha_{D-2} & \cdots & w & -\alpha_{H-1} & \cdots & -\alpha_1 \\
    \end{bmatrix}, \quad (4.2) \]

where \( H = E - 1 \) and \( w = \varphi_{H-1,1} + \sum_{j=H+1}^{D} \alpha_j \), has distinct eigenvalues. Let \( \tilde{\pi}_j = \lim_{k \to +\infty} \pi_j(k) \) be the steady state distribution of the state. One of the two following cases apply:
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(I) If \( \sum_{j=0}^{H-1} \varphi_{j,1} \leq \sum_{j=H+1}^{D}(j-H) \cdot \alpha_j \) then the limiting distribution is given by:

\[
\tilde{\pi}_j = \lim_{k \to +\infty} \tilde{\pi}_j(k) = 0, \forall j,
\]

(4.3)

(II) If \( \sum_{j=0}^{H-1} \varphi_{j,1}, 1 > \sum_{j=H+1}^{D}(j-H) \cdot \alpha_j \) then:

\[
\tilde{\pi}_0 = \prod_{\beta \in \mathcal{B}_s} (1 - \beta).
\]

(4.4)

**Proof.** The proof of this theorem is presented in [84]. \( \square \)

In the second case, \( \mathcal{B}_s \) is the set of stable eigenvalues of \( W \) (in this context an eigenvalue \( \beta \) is said stable if \( |\beta| < 1 \)), and the terms \( \tilde{\pi}_j \) with \( 0 < j < H \) are known linear functions of \( \tilde{\pi}_0 \), while the terms \( \tilde{\pi}_j \) with \( j \geq H \) are given by:

\[
\tilde{\pi}_H = \sum_{j=H+1}^{D} \alpha_j \cdot \tilde{\pi}_0 - \sum_{j=1}^{H-1} \varphi_{j,1} \cdot \tilde{\pi}_{H-j},
\]

\[
\tilde{\pi}_{H+l} = \left( \varphi_{H-1,1} + \sum_{j=H+1}^{D} \alpha_j \right) \cdot \tilde{\pi}_l - \sum_{j=1}^{\min(D,l+H)} \alpha_j \cdot \tilde{\pi}_{l+H-j},
\]

holding \( \forall l \geq 1. \)

At this point, it is important to make two important remarks:

**Remark 1** The assumption on the eigenvalues of the matrix \( W \) is merely technical and it is not restrictive. In all our examples (both synthetically generated and using data from real applications), it is respected. We believe that artificial examples that violate it could probably be constructed but they are not relevant in practice.

**Remark 2** As well as paving the way for the analytical bound presented in Theorem 2, Theorem 1 contains an implicit numeric algorithm for the computation of the probability of respecting a deadline equal to the task period (\( \tilde{\pi}_0 \)) based on the computation of the eigenvalues of the matrix \( W \). Since the latter is in companion form, in the following we refer to this algorithm as companion.

The rationale behind Theorem 1 is the following. First, the equilibrium point of the QBDP is expressed as an iterative system. The evolution in the iteration step represents the connection between the probabilities of the different states. Using this representation and some property of convergence of the Markov chain, we can express all the steady-state probabilities as a function of \( \tilde{\pi}_0 \), which can eventually be found as a solution of a linear system of equations.
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The equilibrium of the QBDP can be derived, exploiting Equation (4.2) and Equation (4.5), by the following iterative equation for the vector $\Pi_j = [\tilde{\pi}_j, \ldots, \tilde{\pi}_{j+D-1}]^T$:

$$
\Pi_1 = \begin{bmatrix} 
\tilde{\pi}_1 \\
\tilde{\pi}_2 \\
\vdots \\
\tilde{\pi}_D 
\end{bmatrix} = W \cdot \Pi_0 \Rightarrow \Pi_j = 
\begin{bmatrix} 
\tilde{\pi}_j \\
\tilde{\pi}_{j+1} \\
\vdots \\
\tilde{\pi}_{D-1+j} 
\end{bmatrix} = W^j \cdot \Pi_0. 
$$ (4.6)

The characteristic polynomial of the companion form matrix $W$ reported in Equation (4.2) is given by:

$$
P(\lambda) = \lambda^n - \left( \gamma_{H-1,1} + \sum_{j=H+1}^{n} \alpha_j \right) \lambda^{n-H} + \sum_{j=1 \atop j \neq H}^{n} \alpha_j \lambda^{n-j},
$$ (4.7)

where the terms $\alpha_i$ of the polynomial allow us to obtain the steady–state probabilities for the next step of the iteration based on the steady–state probabilities of the previous iteration, as presented in Equation (4.6).

4.2 An Analytical Bound

As discussed earlier, the steady state probability of meeting a deadline equal to the task period can be found by computing the first element $\tilde{\pi}_0$ of the $\tilde{\Pi}$ that solves the equation $\tilde{\Pi} = \tilde{\Pi} \cdot P$, where $P$ is the infinite transition matrix in Equation (4.1) associated with the Discrete–time Markov chain (DTMC). Let us consider a new DTMC whose transition matrix is given by:

$$
P' = 
\begin{bmatrix} 
\frac{b'}{H} & a_{0,H+1} & \ldots & a_{0,D} & 0 & 0 & \ldots \\
0 & a'_{H-1} & a_{0,H} & a_{0,H+1} & \ldots & a_{0,D} & 0 & \ldots \\
0 & 0 & a'_{H-1} & a_{0,H} & a_{0,H+1} & \ldots & a_{0,D} & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ldots & \ldots & \ldots 
\end{bmatrix},
$$ (4.8)

where $H = E - 1, b'_H = \sum_{k=0}^{H} a_{0,k}$ and $a'_{H-1} = \sum_{k=0}^{H-1} a_{0,k}$.

The underlying idea is very simple. Consider the DTMC associated with matrix $P$. The terms on the left of the diagonal are transition probabilities toward states with a smaller delay than the current one. By using $P'$, we lump together all these transitions to the state immediately on the left of the current one. For instance, if the current state corresponds to 4 server periods of delay, its only enabled transition to the left will be
to the state associated with delay 3. The effect of deleting the transition toward states associated with smaller delays is to slow down the convergence toward small delays, thus decreasing the steady state probability of these states.

Let $\tilde{\Pi}$ represent the steady state probability of this system. We can easily show the following:

**Lemma 1** Let $\Gamma$ be a random variable representing the state of the DTMC evolving with transition matrix $P$ and $\Gamma'$ be a random variable describing the state of the DTMC associated with the transition matrix $P'$. If both DTMC are irreducible and aperiodic, then, at the steady state, $\Gamma'$ has a first order stochastic dominance over $\Gamma$: $\Gamma' \succeq \Gamma$, according to Definition 1. Therefore, for the first element of the steady state probability, we have $\tilde{\pi}_0 \geq \tilde{\pi}'_0$.

**Proof.** The proof of this lemma is presented in [5]. □

In view of Lemma 1, we can focus on the system associated to the transition matrix $P'$. In this case, we immediately derive that the equilibrium condition $\tilde{\Pi}' = \tilde{\Pi}' \cdot P'$ produces the following recursion:

\begin{align}
\tilde{\pi}'_1 & = \sum_{k=2}^{D} \alpha_k \cdot \tilde{\pi}'_0, \\
\tilde{\pi}'_l & = \left(1 + \sum_{k=2}^{D} \alpha_k \right) \cdot \tilde{\pi}'_{l-1} - \sum_{k=2}^{\min(D,H,l-1)} \alpha_k \cdot \tilde{\pi}'_{l-j},
\end{align}

holding $\forall l > 1$. These equations, as well as $P'$, have been respectively derived from Equation (4.5) and $P$ by imposing $H = 1$. In this situation, the following theorem holds:

**Theorem 2** Consider a QBDP described by the transition probability matrix presented in Equation (4.8), in which both $a_0, D$ and $a_{H-1}'$ differ from zero. Assume that the matrix $W$ in Equation (4.2) has distinct eigenvalues after imposing $H = 1$. Then, there exists a limiting probability distribution given by:

\begin{align}
\tilde{\pi}'_0 & = \lim_{k \to +\infty} \pi'_0(k) \\
& = \max \left\{ 1 - \sum_{k=2}^{D} (k-1) \cdot \alpha_k, \ 0 \right\} \\
& = \max \left\{ 1 - \sum_{k=2}^{D} (k-1) \cdot \frac{\alpha_k}{a_0}, \ 0 \right\},
\end{align}

while the generic terms $\pi^{(j)}$, with $j > 0$, are given by (4.9).
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Proof. The proof of this theorem is presented in [84]. □

The intuitive meaning of this result is the following. Consider a DTMC with transition matrix as in Equation (4.1) and assume for simplicity $D = 4$ and $H = 1$. The analytical bound in Theorem 2 is given by:

$$\tilde{\pi}_0' = 1 - 3 \cdot \frac{\alpha_4}{a_0} - 2 \cdot \frac{\alpha_3}{a_0} - \frac{\alpha_2}{a_0}$$

In the computation of the steady state probability $\tilde{\pi}_0$ we have to consider every possible transition to the right (i.e., increasing the delay) that the system can make. For each of them, we compute the ratio between the probability of taking the transition and the aggregate probability of moving to the left (decreasing the delay). In the final computation each of this ratio has a state proportional to the delay introduced. In our example, $a_4$ corresponds to three steps to the right and is weighted by the factor 3.

The application of this result to our context can be formalised in the following corollary:

Corollary 1 Consider a resource reservation used to schedule a periodic task and suppose that the QBDP produced respects the assumption in Theorem 1. Then the probability of respecting the deadline is greater than or equal to:

$$\tilde{\pi}_0' = 1 - \sum_{k=2}^{D} (k - 1) \cdot \frac{C' \Delta (z_{\min}^k + k - 1) \cdot Q_s)}{\sum_{h=0}^{z_{\min}-1} C' \Delta (h \cdot Q_s)}$$

(4.11)

This corollary descends from the following facts:

1. The DTMC described by the matrix $P$ in Equation (4.1) is a conservative approximation of the system;

2. Lemma 1 provides an analytically tractable approximation of the DTMC with transition matrix $P'$; and,

3. Theorem 1 and Theorem 2 contain the analytical bounds.

4.3 Experimental Validation

We have validated the presented approach in two different ways, both using real applications. First, we have computed the probabilistic deadline using a 3D mapping and navigation application, to compare the accuracy and efficiency of the analytic bound against other methods and to assess the impact of the scaling factor $\Delta$, presented in
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Equation (3.11), and of the bandwidth. This set of experiments reveals a very good performance of the bound for appropriate choices of the scaling factor $\Delta$. Its very low computation time allows one to select the best choice of $\Delta$ by testing a number of alternative choices. The tightness of the bound improves when the bandwidth is sufficient to achieve an acceptable real–time behaviour for the application.

In a second set of experiments, we have evaluated the method on a robotic control application, for which the mathematical assumptions underlying the model do not strictly apply. Hence, the produced results are obviously approximate; however the good quality of the approximation makes an interesting case for the practical applicability of the methodology.

4.3.1 The 3D Map Navigator Application

The first application consists of a 3D map navigator developed using WebGL. This application is part of the intelligent robotic walker, the “FriWalk”, developed in the context of the European Project ACANTO\(^2\). The FriWalk is a robotic walking assistant supporting elderly users in their daily activities, and the test case application allows the user to navigate the environment.

The 3D map navigator application requires three pieces of information from the FriWalk to move a placeholder on the map: its latitude, longitude and orientation. After receiving this data, the navigator properly moves the placeholder on the map. This step involves several operations, for instance requesting a new tile for the map or creating new 3D objects. Consequently, the WebGL engine is responsible for drawing the objects on the screen.

In order to bypass the client–server architecture of X11, which is not suitable for real–time 3D graphics and rendering, the application relies on the solution proposed in [74] making suitable for real–time applications to use fixed–priority scheduling and CPU reservations.

The studied scenario consisted of several random walks on a given environment. The starting points of the navigation and the orientation of the camera are randomly selected at each run. The FriWalk moves at 1 m/s and the redrawing of the 3D map occurs five times per second (once every 200 ms). The systems records the computation time required to draw each frame. This computation time is obtained by using the Google Chrome’s Trace Event Profiler tool.

All the results presented in this section have been measured on a Inspiron 15R 5521 equipped with an Intel Core i7–3537U 2–core processor operated at 2.0 Ghz and with
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8 GB of RAM. The hyperthreading and the CPU power management were disabled for the experiments while the frequency switching governor was set to performance.

We report the results of the comparison between the numeric solution resulting from Theorem 1 and discussed in Remark 2 (companion), the analytic approximated bound presented in Corollary 1 (analytic) and the Cyclic Reduction algorithm [18] (cyclic). We have chosen cyclic after a selection process in which several algorithms for the solution of general QBDP problems and implemented in the SMCSolver tool-suite [20] were tested on a set of example QBDPs derived from our application. The different algorithms have been implemented in C++ in the PROSIT \(^3\) [99] tool, described more in detail in Chapter 6.

As mentioned before, we report below the results obtained for a periodic task with period \(T = 200\) ms and computation time described by an i.i.d stochastic process. Figure 4.1 shows the empirical cumulative distribution function of the computation times.

**Effect of \(\Delta\)**

A first set of experiments was conducted to evaluate the impact of the \(\Delta\) scaling factor. We considered as scheduling parameters: reservation period \(T^s = 50\) ms and budget \(Q^s = 24\) ms. Figure 4.2 shows the results for the probability of respecting a deadline

\(^3\)https://bitbucket.org/luigipalopoli/prositool.git
Figure 4.2: Impact of the scaling factor $\Delta$ on the accuracy of the computed probability of respecting a deadline equal to the task period. In the case of the cyclic and companion methods, as the scaling factor is reduced, the accuracy in the probability of deadline hit improves. On the other hand, for the analytic method, the scaling factor must be kept large to obtain accurate results.

equal to the task period achieved for different values of $\Delta$ (chosen as sub–multiples of $Q^*$).

In accordance with our expectations, cyclic and companion produce almost the same result in terms of probability (differences are from the 8th digit) and the probability changes monotonically with $\Delta$. For example: for $\Delta = Q^*$, the coarsest possible granularity, the value of the probability is 0.68, while it is 0.82 for $\Delta = Q^*/64$. The reason for this decrease is obvious since resampling introduces a conservative approximation and the error is larger for increasing granularity.

For the analytic bound the computed probability is not monotonic with $\Delta$. In our example, the probability decreases from 0.66 at $\Delta = Q^*$ to 0.36 at $\Delta = Q^*/4$, and then becomes 0.0001 at $\Delta = Q^*/8$. The reason is that in the analytic bound we have two distinct effects, which play in opposite directions. On one hand, if we reduce $Q^*$ we have the same conservative approximation effect as for cyclic or for any other numeric method. On the other hand, as explained before, lumping together all backward transitions reduce the recovery of the error when the computation demand is smaller than the allocated bandwidth.

Another factor that we analysed was the computation time required by PROSIT to compute the probabilistic guarantees. In this case, each analysis was performed 50 times.
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The computation times reported here correspond to the average time of the individual trials with its corresponding 95\% confidence interval. These results are presented in Figure 4.3. For both cyclic and companion, the computation time changes with $\Delta$ in a substantial way. For instance: for cyclic the computation time is $566.06 \pm 9.2$ ms at $\Delta = Q_s$ and raises up to $4.52 \pm 0.1$ seconds at $\Delta = Q_s/64$. On the other hand, the computation time of the companion algorithm is considerably greater than the one reported using cyclic; for instance, when $\Delta = Q_s$ it is $552.02 \pm 8.46$ ms, which is comparable to the one obtained for cyclic, but for $\Delta = Q_s/64$, the time reaches $522.43 \pm 1.49$ seconds, namely two orders of magnitude greater than the result obtained with cyclic.

The probability computed by analytic is very close to the one of the numeric algorithms (either cyclic or companion) for $\Delta = Q_s$, while the computation time is several orders of magnitude below, remaining almost invariant around $542.21 \pm 5.27$ ms for any choice of $\Delta$. In our experience with different distributions (both synthetic and experimental) the choice of $\Delta = Q_s$ has consistently produced an acceptable performance.

It is important to point out that the probability of respecting the deadline estimated by the analytic method is always conservative with respect to the cyclic or companion methods. This pessimism, along with the short time required to obtain such result, could be an advantage in certain situations. For instance, it could be used in an online admission
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Table 4.1: Probability of respecting a deadline equal to the task period for different values of the bandwidth. The difference in the probabilities is evident for low values of the bandwidth. When the assigned bandwidth is increased, the gap is reduced.

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>40%</th>
<th>48%</th>
<th>56%</th>
<th>64%</th>
<th>72%</th>
<th>80%</th>
</tr>
</thead>
<tbody>
<tr>
<td>analytic</td>
<td>0.0000</td>
<td>0.6605</td>
<td>0.8771</td>
<td>0.9323</td>
<td>0.9536</td>
<td>0.9682</td>
</tr>
<tr>
<td>cyclic</td>
<td>0.3764</td>
<td>0.8178</td>
<td>0.9179</td>
<td>0.9579</td>
<td>0.9680</td>
<td>0.9813</td>
</tr>
</tbody>
</table>

Another possibility could involve to use the analytic method as a first step in an optimisation procedure. In this strategy, the analytic method could be used to estimate a fast initial conservative approximation that will be further refined towards a more accurate value by applying the cyclic method.

Behaviour with Changing Bandwidth

In order to compare the accuracy of the analytic method against the numeric solutions (cyclic) for different bandwidths, we considered the same task from the previous experiments. The task period and server period were $T = 200$ ms and $T = 50$ ms respectively while the budget $Q_s$ was changed so that the resulting bandwidth varies in the range [40%, 80%]. The granularity was fixed to $\Delta = 240 \mu s$ for cyclic to achieve a good approximation and to $\Delta = Q_s$ for the analytic solution.

The results reported in Table 4.1 show an important gap between analytic and cyclic for small values of the bandwidth. The gap is significantly reduced for bandwidth greater than 56%/64%. Smaller values of the bandwidth produce a probability level below 0.8, which is not acceptable for most real-time applications. The reason for the improvement of the analytic bound when the bandwidth increases is probably due to the fact that the system recovers more easily from large delays and this alleviates the impact of the conservative simplifications that underlie the analytic model.

The changes in the bandwidth do not affect the computation time required by PROSIT to obtain these results, as presented in Table 4.2, where is reported the average time and the 95% confidence interval for 50 executions of the stochastic analysis for the two methods: analytic and cyclic for different values of the bandwidth. Indeed, the main factor for the time required for the analysis is given by the size of the probability transition matrix $P$, presented in Equation (4.1). As discussed in the previous section, the scaling factor $\Delta$ has a direct impact in the matrix size while the assigned bandwidth has a smaller impact.
Table 4.2: Time required by PROSIT to calculate the probability of respecting a deadline equal to the task period for different values of the bandwidth. The required time remains stable and it is not affected by the variations of the assigned bandwidth.

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>Time analytic [ms]</th>
<th>cyclic [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>40%</td>
<td>540.82 ± 4.76</td>
<td>187.48 ± 0.44</td>
</tr>
<tr>
<td>48%</td>
<td>541.13 ± 4.00</td>
<td>180.15 ± 0.15</td>
</tr>
<tr>
<td>56%</td>
<td>539.26 ± 3.84</td>
<td>175.12 ± 0.34</td>
</tr>
<tr>
<td>64%</td>
<td>542.11 ± 3.91</td>
<td>177.05 ± 0.34</td>
</tr>
<tr>
<td>72%</td>
<td>548.44 ± 6.90</td>
<td>178.38 ± 0.37</td>
</tr>
<tr>
<td>80%</td>
<td>540.12 ± 4.39</td>
<td>176.65 ± 0.38</td>
</tr>
</tbody>
</table>

4.3.2 The Lane Detection Application

As a second test case, we have considered a robotic vision program that identifies the boundaries of a lane and estimates the position of a mobile robot by using a web–cam mounted on the chassis of the robot [46]. The computation was carried out using a WandBoard\(^4\) running Ubuntu. The version of the Kernel used (4.8.1) implements the CBS algorithm (under the name of SCHED_DEADLINE [70] policy) alongside the standard POSIX real–time fixed priority policies (SCHED_FIFO and SCHED_RR).

The robot executed 30 different paths across an area delimited by a black line. For each run, we have captured a video stream containing the line. The data sets roughly consisted of 2500 frames each and were later used for multiple off–line executions of the vision algorithm. A first group of 10 executions for each data set was performed with the algorithm executed in a task running alone and scheduled with the maximum real–time priority (99 for SCHED_FIFO). The maximum execution time of real–time tasks per period on Linux (RT throttling) was set to 95%. This allowed us to collect statistics of the computation time associated with the data set.

In a second group of executions, we have replicated a real–life condition. The vision algorithm was, in this case, executed in a periodic task processing a frame every \(T = 100\) ms. The task was scheduled using SCHED_DEADLINE, with server period \(T^s = 25\) ms and with different choices of the bandwidth in the range [15\%, 30\%]. For each data set and for each choice of the bandwidth, we repeated 10 executions recording the probability of respecting the deadline, expressed as the ratio between the number of jobs that finished before the deadline over the total number of jobs.

\(^4\)www.wandboard.org
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Figure 4.4: Comparison of the probability of respecting the deadline for different analysis methods and different values of assigned bandwidth. For low values of the bandwidth, there is a considerable gap, caused by the violation of the i.i.d. assumption, between the proposed methods and the experimental results. The problem is no longer observed when the assigned bandwidth is increased.

The probability averaged through the 10 executions was compared with the one obtained by PROSIT, executed with different solution methods and with the distribution estimated from the data set as input.

In accordance with the obtained in the previous experiments, the computation time required by PROSIT to produce these results was pretty much aligned among the different bandwidths. In particular, to solve the analytic bound (analytic), PROSIT required $58.63 \pm 0.25$ ms. The solution of the proposed numeric solution (companion) required $213.18 \pm 1.22$ seconds, while cyclic took $16.11 \pm 0.07$ seconds.

Figure 4.4 reports the probability of respecting the deadline for 4 representative choices of the bandwidth. The chosen scaling factor were $\Delta = 50 \mu s$ for cyclic and companion and $\Delta = Q^*$ for analytic. As expected, the four different values of bandwidth shown in the four sub–plots produced different probability of meeting the deadline.

As we observe in the plot, in the cases when the task is guaranteed enough bandwidth (more than 25%), the numeric algorithms (either cyclic or companion) produce a close match with respect to the experimentally obtained probabilities (wandboard) with an error smaller than 1%. On the other hand, the analytic bound performs well for deadlines greater than or equal to the task period, but its accuracy is not that good for deadline smaller than the period. It is worth to note that analytic provides a more conservative guarantee.

The situation is quite different when the assigned bandwidth is below the 25%. In this case, the proposed methods overestimate the probability of respecting the deadline, which can lead to several problems when the system executes under real conditions.
It is important to note that the gap in this overestimation increases significantly when reducing the assigned bandwidth. For instance, consider the left plot in Figure 4.4 representing a bandwidth of 15% ($Q^s = 3.75$ ms). In this case, the experimentally obtained probability (wandboard) is 0.68 for a deadline equal to the task period; while the proposed analysis (companion) reports a probability of 0.73 and the analytic bound (analytic) indicates a probability of 0.48.

As mentioned before, for this experiment the mathematical assumptions required to apply the proposed methods are not satisfied, hence the results can be considered only as a fair approximation. In particular, we observe that the vision algorithm iteratively builds upon previous results to produce the estimate. This characteristic introduces a strong correlation structure in the process that disrupts the assumptions required for an exact application of the method.

Even if, by adjusting the scheduling parameters of the task, the level of approximation could be acceptable when dealing with soft real–time systems, it remains the fact that for certain applications, the i.i.d. assumption is not verified. Therefore, the main contribution of this thesis, discussed in Chapter 5, is focused towards the development of a strategy that, considering the correlation in the computation times of such applications, is able to provide tight conditions for the probabilistic analysis of soft real–time systems.
Chapter 5

Non I.I.D. Computation Times

Several techniques for probabilistic guarantees exist for resource reservation schedulers and are based on the assumption that the process describing the application is independent and identically distributed (i.i.d.). However, as seen in the experimental validation presented in Section 4.3.2, there exists certain real–life applications for which this assumption does not hold.

In order to tackle these situations, it is necessary to devise an alternative model for the computation times that accounts for the characteristic correlation structure of these applications.

This chapter introduces a Markovian model for the computation times of these type of applications. Additionally, it proposes a technique based on the theory of hidden Markov models to extract the structure of the model from the observation of a number of execution traces. Moreover, it presents a methodology for the computation of the probability of deadline miss for a periodic real–time task scheduled by a resource reservation algorithm. This methodology is adapted from the standard techniques for probabilistic guarantees.

Our experimental results, obtained from a relevant set of state–of–the–art robotic applications, reveal a very good match between the proposed theoretical findings and the experiments. This good match is also reached when using synthetically generated distributions.

5.1 Randomized Methods

In the large class of robotic applications that can benefit from randomised methods, two deserve a special mention:

- Computer vision algorithms used to extract information of interest from a scene captured using on–board cameras,
• Path planning.

The popular RANSAC algorithm and its numerous derivatives [44] fall in the class of computer vision algorithms. This algorithm has been invented to interpret the sensed data in terms of predefined models, which typically correspond to known objects or landmarks.

Classic algorithms (e.g., based on least square analysis) consider all the data presented to the algorithm and are not able to single out and reject gross deviations from the model. Single gross deviations correspond to unexpected findings and are frequently encountered when travelling across an unknown environment. They are considered as “poisoned points” also for heuristic algorithms and can significantly impair the scene analysis.

To address the problem, the RANSAC algorithm proposes to select random points in the scene, instantiate the model on a subset of the data and measure the deviation. The procedure is repeated until a good consensus is reached between the selected subset and the model. This paradigm is easy to understand and implement, and it usually delivers excellent results in extracting the meaningful information from the scene.

In the class of the planning algorithms we find popular randomised methods such as Rapid–Exploring Random Tree (RRT) [64], or its recent development called RRT* [58]. The path planning problem is about finding a collision–free path that connects two points in the work space such that its curvature is required to be compatible with the kinematic and the dynamic constraints of the robot.

Both algorithms follow an iterative approach using a randomised search. For instance, RRT constructs two trees: one starting from the origin and one from the destination. In each iteration, a random number of points are selected and connected to the ones found at the previous step (cancelling the points that would determine a collision). The procedure stops when the two trees intersect. The algorithm selects the path along the tree with the minimum costs using a simple greedy heuristic. The advantage of using randomised algorithms is that we do not need any prior knowledge on the environment (e.g., concerning the presence of obstacles), which is “discovered” during the construction of the trees.

Vision and planning algorithms have to be executed in real–time while the robot is on the move. As an example, for a mobile robot of the size of a small vacuum cleaner, moving in a crowded space at 0.5 m/s, the planning can be safely executed three times per second (once every 400 ms).

The vision algorithm is used to localise and, ultimately, to control the vehicle. Therefore, it needs to produce the data more frequently. Moving at the moderate speed of our example, 200 ms could be an acceptable sampling time. Clearly, if the speed of the robot increases, so the sampling frequency will also need to increase. Since it is a known fact
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Figure 5.1: The robotic car used for one set of experiments. The lateral camera is used to capture the image and the lane detection algorithm is executed on the on–board platform.

that occasional timing failures can be acceptable for this type of systems [47, 27], we can easily trade such a possibility for a higher “average” sampling rate. However, an accurate assessment of the probability of these occasional failures is key to a correct design.

We now discuss in detail the applications that we will use as case study for this thesis and focus on the evolution of the computation time.

5.1.1 The Lane Detection Algorithm

The lane detection algorithm summarised below is used in some mobile robot applications developed in our department (see Figure 5.1). The goal of the algorithm is to determine the position of the robot with respect to a line delimiting the lane (see Figure 5.2). More specifically, the expected output of the algorithm is the distance \( y_p \) of the centre of the vehicle from the line and the angle \( \theta_p \) between the longitudinal axis of the car and the line.

The pair \((y_p, \theta_p)\) can be used to control the lateral position of the vehicle in the lane. Unsurprisingly, if the vehicle travels at a high speed, the sampling period has to be rather small (although occasional deadline misses can be tolerated).

The algorithm is described in previous literature [46]. For the reader’s convenience, we summarise here the main steps of the work flow:

1. The first step is a preprocessing of the image frame captured by the camera, in which the image size is reduced and the edges are detected to identify any relevant feature of the image (e.g. the line to be followed). Looking at the sample image in
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Figure 5.2: Setup of the vision system. The actual camera (looking at the road) captures a frame with a certain perspective ($I_a$) and the virtual camera (looking from above) “produces” a frame ($I_v$) where the perspective is corrected.

Figure 5.3 and moving from left to right, we can observe the image resizing and the canny filtering that extracts the edges, filtering out unnecessary elements.

2. Using an Inverse Perspective Mapping (IPM) technique, the scene observed by the “virtual” camera, flying above the scene, is reconstructed from the scene viewed by the actual camera. For the sample image in Figure 5.3, this corresponds to the fourth step. In the view from above, some elements of the frame are missing because they are simply not contained in the image captured from the camera due to the perspective effect.

3. By means of a RANSAC–based estimation algorithm, the position and orientation of the parallel lines in the “virtual” image are detected. The parallel lines sought in the image have to comply with an a priori model (e.g., the distance between the lines is known). The random search rules out all lines that receive a low compliance score and eventually comes up with the couple of parallel lines that are the closest to the model.

4. Finally, the position and orientation of the robot with respect to the actual line is computed. This information is then used to control the robot while moving in the
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Figure 5.3: Sequential analysis of the image performed by the lane detection algorithm. The captured image is scaled down and filtered, then the Inverse Perspective Mapping technique reconstructs the “virtual” image from the “actual” image. After that, the RANSAC–based algorithm estimates the position and orientation of the robot with respect to the lane.

The algorithm described above is suitable for real–time implementation even on a cheap hardware platform. For instance, we have compiled the algorithm for an ARM 9 platform and executed it on a WandBoard\(^1\) mounted on the mobile robot. The robot executed a linear path in the laboratory and its task was to follow a black ribbon unfolded on the floor and used as a lane delimiter.

In Figure 5.4, we report an excerpt of the trace of the computation times for a sequence of 900 jobs. As we can see, the computation time fluctuates but it has recognisable trends, which are revealed by the moving average of 25 samples drawn in red and superimposed on the trace. Such trends are obviously reflected into the autocorrelation function plotted on the right part of the figure. By inspecting the autocorrelation plot, we can see that a sample of the computation time is not only strongly correlated with the previous ones, but the correlation extends quite far into the past (the normalised value of the correlation remains greater than 20% even 20 samples behind).

In other words, the computation time of a job is correlated to the computation times of previous jobs, hence it cannot be described using a simple probability distribution function \(C(c) = \Pr \{c_j = c\}\), as done in previous works [3, 8, 84]. As a consequence, more advanced mathematical techniques have to be used to properly and more precisely describe the computation times.

\(^{1}\)www.wandboard.org
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![Graphs showing computation times and autocorrelation function.](image)

Figure 5.4: The left plot shows the computation times (dotted line) of the images taken by the robot while navigating the “clean” environment along with a superimposed (solid line) moving average to highlight the trend. The right plot shows the autocorrelation function of those computation times for different “lags” or time instants.

5.1.2 The Reactive Planning Algorithm

In the context of the European Project ACANTO\(^2\), our department is involved in the development of a robotic walking assistant. The robot, called “FriWalk” (see Figure 5.5), can guide the user along a path and suggest a velocity by various means. Reasonably, the operation environment can be a crowded one, hence it is expected that the robot detects and avoids either fixed obstacles or pedestrian in the surroundings.

The FriWalk is a standard commercial walking aid endowed with sensing abilities to understand the surroundings, with communication abilities to connect to cloud services, with planning abilities to produce safe paths in the environment and with a guidance system to constrain the platform to a desired path as the user provides thrust, preserving safety and maximising comfort [30, 82].

The goal of the reactive planning algorithm is to modify the originally planned path in order to avoid pedestrians in the surroundings. The algorithm relies on a very accurate model to predict the motion of each pedestrian; for instance, the Headed Social Force Model (HSFM) [42]. The possible trajectories for both the robot and the pedestrians are efficient to generate, collision free (up to a certain probability) and comfortable to follow.

The algorithm is described in previous literature [17]. For the reader’s convenience, we summarise here a possible scenario explaining the main steps of the algorithm:
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Figure 5.5: The robotic walker, FriWalk, with the sensing system and embedded hardware.

1. The user of the robotic walker wants to go from point $A$ to point $B$, hence a high level planner [30] produces an optimal *global path* (GP) that avoids static obstacles [16].

2. While moving, the FriWalk encounters an unforeseen obstacle along the planned trajectory. The HSFM predicts the possible future motion of human obstacles generating a number of possible trajectories. Each trajectory is associated with a possible destination, velocity profile and the probability that it will be taken by the pedestrian.

3. Then, the planning algorithm considers alternative paths for the robot, and for each computes the intersection with the possible curves taken by the pedestrian. By considering the probability associated with each of these curves, the planner computes the total probability of a collision and uses it to identify the trajectory with acceptable collision probability that minimises the deviation from the GP.

4. If a replanning is requested, the algorithm selects two points $Q_0$ and $Q_2$ on GP; the replanned trajectory will depart from $Q_0$ and will rejoin it at $Q_2$. The algorithm seeks a new point $Q_1$ in the proximity of the obstacle to pivot on to find the best trajectory, as presented in Figure 5.6.

5. If the algorithm is not able to find a solution that satisfies the geometric or the
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The randomised nature of the algorithms described in Section 5.1 generates a random computation time even for multiple executions on the same input data. However, as long as the input data set has the same complexity, the computation time will be of comparable magnitude. When the input data changes (e.g., due to a change in the scene), the computation time is likely to grow or decrease (although there will still be significant random fluctuations).

Figure 5.6: A sketch of the local re-planning method. In red the global trajectory that is no longer feasible because of the obstacle (purple circle). In green the optimal escaping manoeuvre, in black feasible candidates for different choices of $Q_1$ located deterministically aside from the obstacle trajectory.

Dynamic constraints, the robot can apply is backup solution, namely slow down or stop on the spot and wait until the original plan is feasible to be followed.

The described algorithm is able to satisfy the initial requirements: 1) the re-planned trajectory is collision free to a reasonable extent; 2) the path is socially acceptable and comfortable to follow; and 3) the trajectory re-planning can be computed in real-time and does not require expensive hardware to be implemented.

Moreover, the computation times collected from the planner under different conditions corresponding to a different density of obstacles in the environment, show characteristics that make them suitable to be modelled as a MCTM: 1) Fluctuates, as is typical for randomised methods; 2) Depends on the complexity of the input data set; and 3) For a given operating condition, it is uncorrelated. Section 5.5 presents the results obtained by analysing the reactive planning application.

5.2 The Markov Computation Time Model
Figure 5.7: A mode change approach to model, as a Markovian process, the correlation in a stochastic process. The system starts in the state $S_1$ where the computation times are i.i.d. and described by $PMF_1$. With a given probability ($p_1$), the system will remain in this state. However, there is a non–zero probability ($1 - p_1$) to change to state $S_2$, where the computation times are also i.i.d. and described by $PMF_2$. The resulting sequence of computation times, observed by the realisation of this Markov chain, are non i.i.d.

This switching behaviour introduces correlation in the stochastic process that models the computation time; hence, as previously noticed, it is not possible to describe the computation times of a task using a simple probability distribution.

A possible way to work around this issue is to find some kind of structure in the correlation between computation times, and to describe such a structure with some stochastic model.

The switching behaviour highlighted above suggests that it could be possible to describe the computation times within the limits of a tractable model by describing the different operating conditions of the system with a finite number of states ($N$). In each of these different modes, the computation time is described by a random variable; if the computation times for each mode are independent and identically distributed (i.i.d.), then it is possible to describe such random variables by associating a probability distribution to each state.

Figure 5.7 introduces a graphical representation of the proposed approach. The system starts in state $S_1$ where the computation times are described by an i.i.d process associated to $PMF_1$. With probability $p_1$, the system will remain in this state, however there is a chance for the system to “jump” to state $S_2$ where the computation times are associated to $PMF_2$. This switching behaviour continues and introduces the observed correlation in the computation times.

This idea is well expressed by the lane detection algorithm reported in Figure 5.8. On the left hand side, we observe an execution of the algorithm on a “clean” frame. On the
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Figure 5.8: Example of scene variation with the corresponding mode change. The robot travels a certain environment characterised by two different types of floor conditions. For a number of activations, the robot stays in the “clean” scene, where the computation times are described by $PMF_1$. Suddenly, the robot changes scene (to the “noisy” one) with computation times described by $PMF_2$. This switching behaviour introduces correlation in the computation times.

right hand side, we observe the execution of the same algorithm on a “noisy” frame, in which the computation time required to extract the lines is presumably much higher.

If the transitions between the different system states can be defined as a Markov process, the model just described corresponds to a particular type of non i.i.d. process that occurs very frequently in the applications, under the name of Markov Modulated Process (MMP) [43]. To be precise, since the state of the Markov chain is not directly accessible or observable (only the computation times are observable), the model can also be defined as a hidden Markov model (HMM). HMMs are very popular in several disciplines, such as economics and biology [40].

In this thesis, we will show that a HMM can be used to model the evolution of the computation times for a large class of robotic applications, and that some probabilistic analysis developed for i.i.d computation times can be adapted to work with this non i.i.d model.

Given our specific application, we will name this model: Markov Computation Time Model (MCTM). A precise definition is offered next.

**Definition 2** A Markov Computation Time Model is defined as the triplet $\{M, P, C\}$, where

- $M = \{m_1, \ldots, m_N\}$ is the set of modes;
• $P = (p_{a,b})$, with $a$ and $b \in \mathcal{M}$, is the mode transition matrix. The element $p_{a,b}$ defines the probability that, at the next step, the system will be in mode “b” ($m_j = b$) given that, at the previous step, the system was in mode “a” ($m_{j-1} = a$):

$$p_{a,b} = \Pr \{ m_j = b | m_{j-1} = a \};$$

• $\mathcal{C} = \{C_{m_j} : m_j \in \mathcal{M}\}$ is a set of distributions characterising the computation time in each mode. Each distribution is described by the Probability Mass Function (PMF) since the computation times can only take values that are multiples of the processor clock. Therefore, with this notation, $C_{m_j}(c)$ represents the probability that the computation time is equal to $c$ when the system executes in mode $m_j$.

Hence, every mode has an associated probability distribution for the computation times, and the mode transitions determine changes in the distribution of the computation time. We will make the following (reasonable) hypotheses:

**Assumption 1** For every job $J_j$, the computation time $c_j$ is a random variable described by the distribution $C_{m_j}$, which only depends on the current mode $m_j$ of the MCTM. The transitions between modes happen according to the probabilities $p_{a,b}$. Furthermore, the “mode change” event is independent both from the current computation backlog and from the computation time required by the previous execution.

**Remark 3** The process governing the mode change is typically rooted in the physics of the system (e.g., a robot travelling in a space and encountering an obstacle). Therefore, the assumed independence between the length of the computation time and the mode change is reasonable.

What is more, the mode change is generally asynchronous with respect to the start of the job, and it could, in reality, take place in the inter-sample period between the arrival of two jobs. However, for the purposes of the system, the mode change event has an effect on the computation time only in the next period (when a new sample is collected). Therefore, the synchronous assumption made above is also perfectly reasonable.

### 5.3 Stochastic Analysis

In this section, the analysis of the timing evolution of a periodic task, with period $T$ and computation time described by a MCTM, when it is scheduled through a CPU reservation with parameters $(Q^s, T^s)$, is shown. Assuming that the parameters describing the MCTM ($\{\mathcal{M}, P, \mathcal{C}\}$) are known, it is shown how the dynamic evolution of a CBS scheduler can
be described by a Markov chain. Then, how to efficiently compute the steady state distribution of the probability of the states of the Markov chain, is discussed. Finally, how to compute the distribution of the response time of the task using the steady state distribution of the states of the Markov chain, is presented.

5.3.1 Dynamic Model

As presented in Section 3.3, the timing evolution of a CPU reservation can be represented by a Markov chain with an infinite number of states. Moreover, Section 3.3.1 introduces $\delta_j$ as an upper bound for the response time of the job and Equation (3.4) defines the dynamic evolution of $\delta_j$.

Introduce the symbols $c_{m_j}^{\text{min}}$ and $c_{m_j}^{\text{max}}$ to denote the minimum and the maximum computation time for mode $m_j$: $c_{m_j}^{\text{min}} = \min \{ c \mid C_{m_j}(c) \neq 0 \}$ and $c_{m_j}^{\text{max}} = \max \{ c \mid C_{m_j}(c) \neq 0 \}$, with $m_j \in \mathcal{M}$. Let $c^{\text{min}}$ and $c^{\text{max}}$ be the minimum and the maximum computation time for all the different modes: $c^{\text{min}} = \min \{ c_{m_j}^{\text{min}} \}$ and $c^{\text{max}} = \max \{ c_{m_j}^{\text{max}} \}$. Since the computation time varies in the bounded set $\{ c^{\text{min}}, \ldots, c^{\text{max}} \}$ regardless of the mode of the MCTM, the value of $v_j$ will be lower bounded by $c^{\text{min}}$.

For the case of computation times described by an i.i.d stochastic process, the model in Equation (3.4) represents a DTMC, where the states are determined by the possible values of $v_j$, and the transition probabilities by the PMF of the computation time. On the other hand, for the case of MCTM computation times, the model still represents a DTMC but it is necessary to extend the definition of the state in order to consider the operating mode.

Therefore, for the $j^{\text{th}}$ job, the state of the system is captured by the pair $(m_j, v_j)$. Let us define the events $\mathcal{M}_g(j) = \{ m_j = g \}$, meaning that the system is in mode “$g$” at job $j$, and $\mathcal{V}_h(j) = \{ v_j = c^{\text{min}} + h \}$, meaning that the workload is equal to $c^{\text{min}} + h$ at job $j$, with $g \in \mathcal{M}$ and $h \in [0, \ldots, \infty]$ representing the total backlog accumulated until the previous job ($v_{j-1}$). Figure 5.9 shows a graphical representation of a DTMC describing a resource reservation where the computation time of the task is described by a Markov Computation Time Model.

Under this consideration, the state of a MCTM can be formally defined as follows:

**Definition 3** The state of a MCTM, $S_{g,h}(j)$, is defined as the intersection of the previously defined events: $S_{g,h}(j) = \mathcal{M}_g(j) \land \mathcal{V}_h(j)$. In plain words, the event $S_{g,h}(j)$ can be expressed as “the state $(m_j, v_j)$ has the value $(g, c^{\text{min}} + h)$.”
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\[ \text{Figure 5.9: Graphical representation of the dynamic evolution of the states of the system, modelled as an infinite queue. The states are given by the possible values (infinite) of the workload } v_j \text{ and the operating mode } m_j. \text{ The probability of such values is given by } \pi_{g,h}(j) = \Pr \{ m_j = g \land v_j = c_{\text{min}} + h \} \text{ and the evolution of the vector } \Pi = [\Pi_0, \Pi_1, \ldots], \text{ with } \Pi_h(j) = [\pi_{1,h}(j) \pi_{2,h}(j) \ldots \pi_{N,h}(j)] \text{ can be described using the standard notation of the Markov chains.} \]

Based on Definition 3 and Equation (3.2), it is possible to write:

\[ \Pr \{ S_{g',h'}(j) \mid S_{g,h}(j-1) \} = \Pr \{ M_{g'}(j) \land V_{h'}(j) \mid S_{g,h}(j-1) \} = \Pr \{ M_{g'}(j) \mid S_{g,h}(j-1) \} \cdot \Pr \{ V_{h'}(j) \mid S_{g,h}(j-1) \land M_{g'}(j) \}. \]  

(5.1)

As a direct application of Definition 3, the first term of Equation (5.1) can be written as:

\[ \Pr \{ M_{g'}(j) \mid S_{g,h}(j-1) \} = \Pr \{ M_{g'}(j) \mid M_g(j-1) \land V_h(j-1) \}. \]  

(5.2)

In view of Assumption 1, the mode change is independent of the computation time of the previous job. Hence, it is possible to write Equation (5.2) as:

\[ \Pr \{ M_{g'}(j) \mid S_{g,h}(j-1) \} = \Pr \{ M_{g'}(j) \mid M_g(j-1) \} = \Pr \{ m_j = g' \mid m_{j-1} = g \} = p_{g,g'}. \]  

(5.3)

The second term of Equation (5.1) can be written as:

\[ \Pr \{ V_{h'}(j) \mid S_{g,h}(j-1) \land M_{g'}(j) \} = \Pr \{ V_{h'}(j) \mid M_g(j-1) \land V_h(j-1) \land M_{g'}(j) \}. \]  

(5.4)
In view of Assumption 1, the process modelling the sequence $c_j$ of the computation times depends neither on $v_j$ nor on $m_{j-1}$, but solely on $m_j$. Thereby, taking into account Equation (3.4), it is possible to write Equation (5.4) as:

$$\Pr \left\{ v_j = c_{\min} + h' \left| m_j = g' \wedge m_{j-1} = g \wedge v_{j-1} = c_{\min} + h \right. \right\} = \Pr \left\{ \left[ c_{\min} + h - n \cdot Q_s \right]^+ + c_j = c_{\min} + h' \left| m_j = g' \right. \right\} = \Pr \left\{ c_j = c_{\min} + h' - \left[ c_{\min} + h - n \cdot Q_s \right]^+ \left| m_j = g' \right. \right\}$$

$$(5.5)$$

Note that, since we are assuming a periodic task, $n = T/T^*$. As a result, by combining Equation (5.3) and Equation (5.5), we have:

$$\Pr \left\{ S_{g', h'}(j) | S_{g, h}(j-1) \right\} = \begin{cases} p_{g, g'} C_{g'}(c_{\min} + h') & \text{if } h \leq n \cdot Q^* - c_{\min} \\ p_{g, g'} C_{g'}(h' - h + n \cdot Q^*) & \text{otherwise} \end{cases}. \quad (5.6)$$

We can now introduce a vector containing all the probabilities of the different states. Let $\pi_{g, h}(j)$ be defined as $\Pr \{ S_{g, h}(j) \} = \Pr \{ M_{g}(j) \wedge V_{h}(j) \}$. In plain words, $\pi_{g, h}$ represents the probability that at the $j^{th}$ job the mode $m_j$ be “g” and the workload $v_j$ be $c_{\min} + h$. Introduce the vector $\Pi_{h}(j) = [\pi_{1, h}(j) \pi_{2, h}(j) \ldots \pi_{N, h}(j)]$, which essentially represents the probability for the workload $v_j$ to be $c_{\min} + h$ for all the possible modes of the MCTM.

We can stack the vectors $\Pi_{h}(j)$ into a single probability vector $\Pi(j)$ composed by an infinite number of elements:

$$\Pi(j) = [\Pi_0(j) \Pi_1(j) \Pi_2(j) \ldots]. \quad (5.7)$$

The evolution of the vector $\Pi(j)$, presented in Equation (5.7), can be described using the standard notation of the Markov chains [26]: $\Pi(j) = \Pi(j-1) \cdot P$.

The matrix $P$ is called transition matrix and describes the evolution of the probability of finding the system in each state starting from an initial distribution. In our case, the vector $\Pi(j)$, presented in Equation (5.7), is made of an infinite number of elements, and so will be the matrix $P$.

By applying Equation (5.6), we can see that the matrix has a recursive structure. To this end, introduce the notation $\alpha_{g, h} = C_{g}(c_{\min} + h)$, $R = c_{\max} - c_{\min}$, and $S = (n \cdot Q^*) - c_{\min}$.
The matrix has the following block structure:

\[
P = \begin{bmatrix}
P_0 & P_1 & P_2 & \ldots & P_R & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & \ldots & 0 & P_0 & P_1 & P_2 & \ldots & P_R \\
0 & 0 & 0 & \ldots & 0 & 0 & 0 & \ldots & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 & \ldots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
\end{bmatrix},
\]

where

\[
P_e = \begin{bmatrix}
p_{1,1} \cdot \alpha_{1,e} & p_{1,2} \cdot \alpha_{2,e} & \ldots & p_{1,N} \cdot \alpha_{N,e} \\
p_{2,1} \cdot \alpha_{1,e} & p_{2,2} \cdot \alpha_{2,e} & \ldots & p_{2,N} \cdot \alpha_{N,e} \\
\vdots & \vdots & \ddots & \vdots \\
p_{N,1} \cdot \alpha_{1,e} & p_{N,2} \cdot \alpha_{2,e} & \ldots & p_{N,N} \cdot \alpha_{N,e}
\end{bmatrix},
\]

and 0 denotes a block of zero of size \(N \times N\).

5.3.2 Computation of the Steady State Probability

A few observations are in order:

1. Each row of the block matrix has at most \(R + 1\) non–zero blocks. Indeed, each new block is associated with a different value of the computation time and such values run from \(c_{\text{min}}\) to \(c_{\text{min}} + R = c_{\text{max}}\);

2. As a consequence of Equation (5.6), starting from a value of the workload \(h\) smaller than or equal to \(S\), the probability does not change with \(h\) but only depends on the workload \(h'\) after the transition; therefore, the first \(S + 1\) blocks of rows are repeated;

3. As a consequence of the same equation, starting from a value of the workload \(h\) greater than \(S\), the probability is a function of the difference \(h' - h\); therefore, from the block of rows \(S + 2\) onward, each block of row is obtained shifting the previous one to the right of one block and padding with a block of zeros 0.

In view of these considerations, the block matrix shown in Equation (5.8) has the periodic structure, shown in Equation (3.3), which is characteristic of a Quasi–Birth–Death Process (QBDP).

The four matrices \(C, A_0, A_1, A_2\) describing the QBDP can be expressed in terms of the blocks \(P_e\) in Equation (5.8). Recalling the symbol \(P(p_z : p_Z ; q_z : q_Z)\), which denotes the sub–matrix obtained from \(P\) by extracting the block of rows from \(p_z\) to \(p_Z\) and the block
of columns from $q_z$ to $q_Z$. For instance, $P(S + 1 : S + 2 ; 1 : 2)$ will denote the sub-matrix $[ \begin{bmatrix} P_{00} & P_{01} \\ 0 & P_{11} \end{bmatrix} ]$. By defining $H = \max \{ S, R \}$, it is possible to set the matrices as described in Equation (3.8), reducing the transition matrix to the QBDP structure mentioned above.

After casting our system into the QBDP framework, we can capitalise on the rich body of results in the field. In particular, following the same line of arguments as in [84], it is possible to show that:

1. The system admits a steady state

$$\tilde{\Pi} = [\tilde{\Pi}_0, \tilde{\Pi}_1, \ldots]$$

$$= \lim_{j \to \infty} \Pi(j)$$

$$= \lim_{j \to \infty} [\Pi_0(j), \Pi_1(j), \ldots],$$

where $\lim_{j \to \infty} \Pi_h(j) = \lim_{j \to \infty} [\pi_1,h(j) \ \pi_2,h(j) \ \cdots \ \pi_N,h(j)]$.

2. The steady state distribution $\tilde{\Pi}$ is unique and independent from the initial distribution $\Pi(0)$.

3. The computation of the steady state probability can be done using the very efficient numeric solutions available in the literature. In particular, this thesis uses the Cyclic Reduction algorithm presented in [18] for the numeric solution, although the Logarithmic Reduction algorithm [66] is also suitable for this purpose.

### 5.3.3 Computation of the Distribution of the Response Time

Once again, from the steady state probability $\tilde{\Pi}$, it is possible to recover the steady state distribution of the variable $\delta_j$, which, as mentioned before, is an upper bound of the response time of the task. The steady state CDF can be reconstructed using Equation (3.10) and reported here:

$$\lim_{j \to \infty} \Pr \{ \delta_j = \delta \cdot T^r \} = \sum_{h=(\delta-1)Q^r+1}^{\delta-Q^r} \lim_{j \to \infty} \Pr \{ v_j = h \},$$

where, for the case of MCTM:

$$\lim_{j \to \infty} \Pr \{ v_j = h \} = \begin{cases} 0 & \text{if } h < c_{\min} \\ \lim_{j \to \infty} \sum_{g=1}^{N} \Pr \{ V_{h-c_{\min}}(j) \land M_g(j) \} & \text{otherwise} \end{cases}.$$

We can finally observe that

$$\lim_{j \to \infty} \sum_{g=1}^{N} \Pr \{ V_{h-c_{\min}}(j) \land M_g(j) \} = \sum_{g=1}^{N} \lim_{j \to \infty} \pi_{g,h}(j).$$
As discussed in Equation (5.9), each element \( \sum_{g=1}^{N} \lim_{j \to \infty} \pi_{g,h}(j) \) of the sum can be extracted from the steady state distribution \( \tilde{\Pi} \).

By using the steady state distribution of the process \( \delta_j \), presented in Equation (3.10), it is possible to guarantee probabilistic deadlines. Indeed, a probabilistic deadline \((D, \beta)\) is guaranteed if \( \lim_{j \to \infty} \Pr\{\delta_j \leq D\} = \sum_{h=1}^{D/T_s} \lim_{j \to \infty} \Pr\{\delta_j = h \cdot T_s\} \geq \beta \), where we made the natural assumption that \( D \) is chosen as a multiple of \( T_s \).

5.4 HMM Identification

The analysis presented in Section 5.3 is based on the assumption that the parameters describing the MCTM, namely \( \{M, P, C\} \), are known by the system designer; however, in a real scenario this is not the case. Generally speaking, the system designer should be able to collect, from the target platform, a long enough raw trace of computation times; hence it is necessary to devise procedures and methods for the identification of the underlying models.

In order to address this issue, the computation time traces will be analysed using methods borrowed from the theory of the hidden Markov models (HMM) [89] to identify if a MCTM exists that fits the data.

In particular, a tractable model can be derived if the process is assumed to behave as a Markov Modulated Process (MMP). This choice comes from the nature of the stochastic process at hand: the computation times of data–driven applications depend on the actual input data quality, which is very often consistent along consecutive executions. With this assumption, a MCTM is effectively modelled by means of a hidden Markov model.

In this case, the computation times are assumed to depend on an internal state \( m_j \) of the task that can assume a finite number of values, i.e. \( m_j \in M = \{m_1, \ldots, m_N\} \). If the task is in state \( m_j \), then the execution time of the current job is distributed according to a probability mass function \( C_{m_j}(c) = \Pr\{c_j = c\} \), hence there is a different computation times probability distribution for each state. Of course, the internal state \( m_j \) cannot be directly measured and it is assumed to be modelled as a Markov chain, i.e. the probability to be in state \( m_k \) at time \( j \) only depends on the value of the state at time \( j - 1 \) [25].

In our \( N \)–states HMM, the transition probabilities \( p_{a,b} = \Pr\{m_j = b | m_{j-1} = a\} \) describe the stochastic transitions between the states. As is customary in the Markov chain literature [59], by denoting \( \pi_j \in \mathbb{R}^n \), the row vector of probabilities of being in each state, we have immediately that \( \pi_{j+1} = \pi_j \cdot P \), where \( P = (p_{a,b}) \) is the transition probability matrix. The probability distributions set \( C = \{C_{m_j} : m_j \in M\} \) models all the probability mass functions associated to each state.
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5.4.1 HMM Estimation

In order to analyse the (probabilistic) schedulability of the system, it is important to accurately describe the process of the computation times of a task using the MCTM from a given sequence of computation times. In the literature, this is known as the “HMM Learning” problem. Assuming the knowledge of the number of internal states $N$, this problem can be addressed by using some well-known techniques such as the Baum–Welch algorithm [12]. The Baum–Welch algorithm is a form of Expectation Maximisation algorithm maximising the likelihood function $L$, which is defined as the probability for the identified HMM $\theta \triangleq (P, C)$ to generate a sequence of measured values $c_0, \ldots, c_K$

$$L = \Pr\{c_0, \ldots, c_K | \theta\}.$$ 

The algorithm estimates $P$ and $C$ starting from two initial guesses that are iteratively refined. In each step of the iteration, the new estimations for $P$ and $C$ are computed based on the probability $\xi_j(a, b)$ for the HMM to be in state $m_a$ at job $J_j$ and in state $m_b$ at job $J_{j+1}$, given the sequence of observed computation times $c_0, \ldots, c_{j+1}$

$$\xi_j(a, b) = \Pr\{m_j = a \land m_{j+1} = b | c_0, \ldots, c_{j+1}\}.$$

Based on this, a new estimation of $P$ can be computed as

$$p_{a,b} = \frac{\sum_j \xi_j(a, b)}{\sum_j \sum_i \xi_j(a, i)}.$$ 

Although this algorithm works perfectly from the theoretical point of view, it can be subjected to numerical stability problems (underflow) when the number of observed computation times is too high, as noticed in [37]. This happens because $\xi_j(a, b)$ is computed based on the so called forward probabilities $\alpha_j(a)$, i.e. probability for the HMM to be in state $m_a$ at job $J_j$

$$\alpha_j(a) = \Pr\{m_j = a \land c_0, \ldots, c_j\},$$

and backward probabilities $\beta_j(a)$, i.e. probability to see computation times $c_{j+1}, \ldots, c_K$ given that the task is in state $m_a$ at job $J_j$

$$\beta_j(a) = \Pr\{c_{j+1}, \ldots, c_K | m_j = a\}.$$ 

The forward probabilities $\alpha_j(a)$ can be computed using the inductive expression

$$\alpha_j(a) = \sum_k \alpha_{j-1}(k) \cdot p_{k,a} \cdot C_{ma}(c_j),$$

and the backward probabilities can be computed as

$$\beta_j(a) = \sum_k \beta_{j+1}(k) \cdot p_{a,k} \cdot C_{mk}(c_{j+1}).$$
Since we have a lot of measured computation times, \( j \) can become large; hence, \( \alpha_j(\cdot)/\beta_j(\cdot) \) are multiplied a large number of times for probabilities that are less than 1, thus becoming 0 due to underflow errors. This problem can be solved by modifying the Baum–Welch algorithm to use conditional probabilities instead of joint probabilities, as shown in [37].

Given a sequence of observed computation times, the revised Baum–Welch algorithm is able to estimate the transition matrix \( \mathcal{P} \) and the probability distributions \( \mathcal{C} \) if the number \( N \) of distinct internal states \( m_j \) is available. In other words, the dimension of \( \mathcal{P} \) and the number of different PMFs \( \mathcal{C} \) should be known upfront. Hence, the problem is how to estimate such a value. In order to correctly dimension \( N \), we made use of a cross-validation approach for the likelihood [94].

Therefore, to estimate the number of states \( N \) we adopted a gradient–like approach:

1. Set \( N = 1 \), then execute the EM procedure and evaluate the cross–validated likelihood \( L \);
2. Set \( L^* = L \);
3. Set \( N = N + 1 \), then execute the EM procedure and evaluate the cross–validated likelihood \( L \);
4. If \( L \leq L^* \), go to step 2);
5. The optimal number of states is \( N - 1 \), with cross–validated likelihood \( L^* \).

It has to be noted that this algorithm is based on the experimental evidence, that increasing the number of states more than needed also increases the cross–validated likelihood. Although only a conjecture at this point, grounded to the theoretical results on gradient–based methods [25], this approach proved to be efficient in all the adopted test cases, as presented in Section 5.4.2 and Section 5.5.

Another remarkable feature is that the cross–validated likelihood can also be used to establish the maximum number of computation time measures to be used in the identification, again using a gradient–like algorithm. Even though more data means higher estimation accuracy, we found out that the number of measures to be analysed can be limited according to the observed improvement of the cross–validated likelihood gradient.

### 5.4.2 HMM Validation

Once the state transition matrix \( \mathcal{P} \) and the output probability distributions \( \mathcal{C} \) have been estimated, they can be used as an input for the analysis technique described in Section 5.3. However, it is first important to check if the identified MCTM correctly describes the
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The computation times of the application. To do this, each observed computation time can be associated to a hidden state, so that the sequence $c_0, \ldots, c_K$ is split in $N$ sub-sequences (one sequence per MCTM state), the independence of each sub-sequence can be tested, and the autocorrelations can be computed. This can be done by generating the most likely sequence of internal states for the identified MCTM given the computation times sequence $c_0, \ldots, c_K$. Such a problem is known as HMM Decoding problem in HMM literature, and can be easily solved by using the well-known Viterbi algorithm [48].

The proposed technique for the parameters identification and validation of the underlying MCTM has been implemented in the PROSIT$^3$ [99] tool, described more in detail in Chapter 6. As an example, the Baum–Welch algorithm has been fed with the sequence of computation times measured for the previously described robotic application (see Figure 5.4). This allowed us to identify a 5-states MCTM (trying to identify a MCTM with more than 5 states resulted in duplicated states).

The Viterbi algorithm has then been used to identify the most likely sequence of internal (hidden) states corresponding to the sequence of observed computation times, so that it has been possible to associate each computation time to one of the 5 hidden states of the identified MCTM. This allowed us to partition the sequence of computation times in 5 sub-sequences, to perform a numerical test for independence [73] on such sub-sequences, and to compute the autocorrelation for each one of them.

The results are presented in Table 5.1 and in Figure 5.10, and show that the computation times in each state are independent; hence, they can be correctly described by the identified output probability distributions, and the MCTM properly models the sequence of measured computation times.

The identification and validation processes can be time consuming. There are several

\footnote{https://bitbucket.org/luigipalopoli/prositool.git}

Figure 5.10: Autocorrelation function obtained from the 5 different modes in which the computation times presented in Figure 5.4 were classified. The strong correlation presented in the original sequence of computation times has disappeared. The 5 resulting sequences of computation times show a very low correlation.
Table 5.1: Results of the numerical independence tests for the 5 sub-sequences estimated by the Baum–Welch algorithm. A p-value greater than 0.01 allows us to accept the independence assumption.

<table>
<thead>
<tr>
<th>State</th>
<th>z-statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.5450</td>
<td>0.2929</td>
</tr>
<tr>
<td>2</td>
<td>-1.3929</td>
<td>0.0818</td>
</tr>
<tr>
<td>3</td>
<td>-1.5830</td>
<td>0.0567</td>
</tr>
<tr>
<td>4</td>
<td>-1.2692</td>
<td>0.1022</td>
</tr>
<tr>
<td>5</td>
<td>-1.1088</td>
<td>0.1338</td>
</tr>
</tbody>
</table>

factors that can affect directly the time required by PROSIT to properly estimate the parameters. In particular, we have: the number of states of the underlying MCTM, the desired number of iterations for the Baum–Welch algorithm, and the number of computation time samples used for the process. By tuning those values, it is possible to decrease the whole time of the process.

In this case of the robotic vision algorithm, the number of states ranged from 2 to 6, the number of iterations was set to 100, and the number of samples was set to 18400. The time required by PROSIT to estimate the HMM parameters was 665.19 ± 4.57 seconds for the identification and 209.47 ± 0.04 ms for the validation.

5.5 Experimental Validation

In order to show the practical applicability of the presented approach, we have evaluated it on the real robotic applications presented in Section 5.1.

5.5.1 The Lane Detection Application

The first application that we are considering is the: lane detection, described in Section 5.1.1, where a robotic vision program is used to identify the boundaries of the lane, estimating the position and orientation of a mobile robot while moving in a predefined track.

Experimental Setup

The experimental setup consisted of a black ribbon placed on the floor creating a track of 37 meters long. The linear velocity of the robot was constant and set to 0.6 m/s. The
robot executed 20 laps in the track, allowing us to capture, with a frame rate of 30 fps, a video stream containing the ribbon. This data set roughly consisted of 18400 frames.

Moreover, in order to test the vision algorithm under different conditions, 2 distinct tracks with different floor characteristics, as presented in Figure 5.8, were created.

The first track was considered a “clean” one given that the lane detection algorithm was able to remove all the undesired elements from the image. On the other hand, the second track was considered a “noisy” track because most of the undesired elements remain in the image after the preprocessing step. As expected, the computation times of the different tracks differ considerably.

As a result, the experiments were performed on 2 sets (1 “clean” and 1 “noisy”) of 18400 frames each. These sets were used as input for several off-line runs of the task executing the vision algorithm.

All these runs of the lane detection algorithm were carried out using a WandBoard\(^4\) running Ubuntu. The version of the Kernel used (4.8.1) implements the CBS algorithm (under the name of SCHED_DEADLINE [70] policy) alongside the standard POSIX real-time fixed priority policies (SCHED_FIFO and SCHED_RR).

On the other hand, all the results from the stochastic analysis presented in this section have been measured on a Dell Precision T1700 equipped with an Intel Core i7 8-core processor operated at 3.17 Ghz and with 32 GB of RAM.

**Experimental Results**

In order to collect statistics of the computation time associated with each data set, the task running the vision algorithm, scheduled with the maximum real-time priority (99 for SCHED_FIFO) and the default RT throttling (95% of CPU load), was run 100 times for each data set. In this way, each run will consist of 18400 jobs, with its corresponding computation time, each one representing the processing of one frame from the data set.

This group of 100 runs was divided into:

- Training set, which was analysed using the HMM identification techniques presented in Section 5.4.1 to identify if a MCTM exists that fits the data, and
- Testing set, which was used to validate the results of the HMM training phase.

As mentioned in Section 5.4.1, the Baum–Welch algorithm was fed with different sequences of measured computation times taken from the training set. This process has been repeated multiple times for different numbers of modes (ranging from 2 to 6). The algorithm identified 5 different modes for the “clean” track, which present independence.

\(^4\)www.wandboard.org
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Figure 5.11: Empirical cumulative distribution functions for the 5 different operating modes. These modes were identified by applying the Baum–Welch algorithm to a sequence of computation times measured from the “clean” track.

in the computation times associated to them. Figure 5.11 presents the cumulative distribution function for each mode of the “clean” track.

In a second group of 50 runs, we have replicated a real–life condition. The vision algorithm was, in this case, executed in a periodic task, receiving as input the whole data set (18400 frames per track), and processing one frame every $T = 100$ ms. The task was scheduled using SCHED_DEADLINE, with server period $T^s = 25$ ms and budget $Q^s = 4$ ms for the “clean” track.

The measured probability of respecting a deadline, expressed as the ratio between the number of jobs that finished before the deadline over the total number of jobs, was averaged through the 50 runs and compared with the one estimated by the MCTM model and the simplified i.i.d model presented in [84]. Note that the results labelled “i.i.d. approximation” assume that the computation times are described by an i.i.d. stochastic process even if they are not.

Figure 5.12 presents such a comparison, and shows two important things: first of all, the results obtained with MCTM are pretty similar to the ones obtained by executing a real application with SCHED_DEADLINE. Indeed, the experimentally obtained probability of respecting a deadline equal to the task period was 0.768; while the stochastic analysis performed assuming the MCTM indicated a probability of 0.765.

Then, the i.i.d. approximation results in an overestimation in the probability of respecting a deadline: 0.806 for the task period (a difference of around 4% for the task
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Figure 5.12: Comparison of the probability of respecting the deadline for different analysis methods, with a bandwidth fixed to 16% in the “clean” track. From 100 ms onwards, the i.i.d. approximation produces too optimistic results when compared with the experimental ones. By using the MCTM, the optimism is significantly reduced and the results from the analysis are in line with the experimental ones.

period but reaches 11% for 200 ms). Such an optimistic analysis can be dangerous when designing a real–time system. As shown, the MCTM allows to avoid this error.

Regarding the computation time needed by PROSIT to complete the analysis, when assuming i.i.d. computation times the time was $70.72 \pm 13.14$ ms; while the MCTM took $262.87 \pm 6.23$ ms to complete.

In the case of the “noisy” track, we found the same patterns presented in the case of the “clean” track. The computation times fluctuate in a recognisable trend, as shown in Figure 5.13 and the autocorrelation function reveals a strong correlation among the computation times.

The HMM identification algorithm was executed with the computation times obtained from the “noisy” track and presented in Figure 5.13. This allowed us to identify a 8–states MCTM. The validation algorithm successfully differentiated the 8 sub–sequences of independent computation times as detailed in Table 5.2 and Figure 5.14.

The results obtained from the HMM estimation procedure for the “noisy” track are compliant with the proposed MCTM, meaning that they correctly model the stochastic process of the computation times.

From the timing perspective, the estimation parameters were the same as in the case of the “clean” track, namely: the number of states ranged from 2 to 10, the number
of iterations was set to 100, and the number of samples was set to 18400. The time required by PROSIT to estimate the HMM parameters was 2479.15 ± 8.18 seconds for the identification and 389.71 ± 0.06 ms for the validation.

Regarding the probabilistic guarantees, the task executing the lane detection algorithm over the “noisy” track was scheduled as a periodic task with $T = 200$ ms, server period $T^s = 50$ ms and budget $Q^s = 35$ ms. Also in this case, as presented in Figure 5.15, we observe a good match between the proposed technique and the experimental result.

The experimentally obtained probability of respecting a deadline equal to the task period was 0.646; while the stochastic analysis performed assuming the MCTM indicated a probability of 0.642. In this case, the error introduced by making the i.i.d. approximation is evidently much larger: probability of 0.733, resulting in 9% of error but it reaches 23% for a deadline equal to 400 ms.

In this case, the computation time needed by PROSIT to complete the analysis when assuming i.i.d. computation times was 2.25 ± 0.05 seconds; while the MCTM took 1292.09 ± 0.84 seconds to complete.

In another set of experiments we compared the accuracy of the MCTM for different values of assigned bandwidth. Figure 5.16 shows the accuracy of the MCTM approach when the relative deadline is fixed to the task period ($T = 100$ ms), and different options of bandwidths are explored for the case of the “clean” track. Once again, the proposed approach shows a very good performance when compared with the real–life application. Similar results were obtained for the “noisy” track, as shown in Figure 5.17.
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Figure 5.14: Autocorrelation function obtained from the 8 different modes in which the computation times presented in Figure 5.13 were classified. The strong correlation presented in the original sequence of computation times has disappeared. The 8 resulting sequences of computation times show a very low correlation.

The close match between the analysis and the experimental data is apparently the result of a good correspondence between the process expressing the computation time and the MCTM. For other applications, the MCTM fitting could not be so good or require a number of modes that is beyond the reach of our analysis tool.

5.5.2 The Reactive Planning Application

The second application correspond to the: reactive planning, described in Section 5.1.2, where a path planning algorithm is used to modify the original path when the robot encounters pedestrian while navigating its environment.

Simulation Setup

The computation times of the reactive planning algorithm have been measured by running 25 simulations on a realistic scenario. During each simulation, the FriWalk moves on a reference path for 600 seconds. While the walker moves along the reference trajectory, the relevant portion of the map around the robot is populated by a given number (between 0 and 5) of random moving humans.

For each human, three parameters are set: 1) a random initial position, placed between 3 and 6 meters ahead; 2) a random orientation; and 3) a random goal. At each step of the simulation, the moving agents in the field of view of the walker are determined, and the reactive planner algorithm is executed to update the current reference trajectory accordingly.
Table 5.2: Results of the numerical independence tests for the 8 sub-sequences estimated by the Baum–Welch algorithm. A p-value greater than 0.01 allows us to accept the independence assumption.

<table>
<thead>
<tr>
<th>State</th>
<th>z-statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1.5990</td>
<td>0.0549</td>
</tr>
<tr>
<td>2</td>
<td>-1.7215</td>
<td>0.0426</td>
</tr>
<tr>
<td>3</td>
<td>-1.8066</td>
<td>0.0354</td>
</tr>
<tr>
<td>4</td>
<td>-1.8218</td>
<td>0.0342</td>
</tr>
<tr>
<td>5</td>
<td>-1.8322</td>
<td>0.0335</td>
</tr>
<tr>
<td>6</td>
<td>0.4625</td>
<td>0.6781</td>
</tr>
<tr>
<td>7</td>
<td>2.0446</td>
<td>0.9796</td>
</tr>
<tr>
<td>8</td>
<td>-1.9505</td>
<td>0.0256</td>
</tr>
</tbody>
</table>

Whenever the walker overtakes all the moving agents in the current zone, a new set of random moving agents is generated to replace the previous one, and the simulation proceeds.

Experimental Results

The set of computation times obtained from the simulations was randomly divided in 3 sub-sets to perform the analysis and experimental validation of the proposed method. Specifically, the group of 25 simulations was classified into:

- A training set of 5 sequences, which was analysed using the proposed HMM identification techniques.
- A simulation set of 10 sequences. These sequences were used by the resource reservation simulator to estimate the probabilities of deadline miss.
- An i.i.d. approximation set of 10 sequences. From each sequence, we obtained a probability distribution of the computation times and perform the stochastic analysis over this distribution, assuming the sequence as if it was obtained from an i.i.d. process.

Figure 5.18, presents an excerpt of 1500 jobs from a training sequence. As expected, the computation time fluctuates but it has recognisable trends, revealed by the 25 samples moving average drawn in red and superimposed on the trace. Such trends are reflected into the autocorrelation function plotted on the right part of the figure. This correlation
Figure 5.15: Comparison of the probability of respecting the deadline for different analysis methods, with a bandwidth fixed to 70% in the “noisy” track. From 175 ms onwards, the i.i.d. approximation produces too optimistic results when compared with the experimental ones. Using the MCTM eliminates the optimism in the analysis and the results are in line with the experimental ones.

This characteristic of the computation times makes them a good candidate for the application of the proposed MCTM stochastic analysis. As a first step, it is necessary to identify the underlying model and verify whether it satisfy the requirements of the model. As mentioned before, the identification process was performed over the 5 sequences of the training set.

The Baum–Welch algorithm received as input the sequences from the training set. The process was repeated multiple times for different numbers of modes (ranging from 2 to 24). The algorithm was not able to identify a number of modes that satisfy the requirements; however, the best approximation was obtained with a 18–states HMM. Figure 5.19 presents the cumulative distribution function for each mode.

For the validation of the model, the Viterbi algorithm was used to identify the most likely sequence of hidden states corresponding to the sequence of observed computation times. It was possible to associate each computation time to one of the 18 hidden states of the approximated MCTM. This allowed us to partition the sequence of computation times in 18 sub–sequences, to perform a numerical test for independence [73] on such sub–sequences, and to compute the autocorrelation for each one of them.
Figure 5.16: Distribution of the mean probability of respecting a deadline equal to the task period (100 ms) for different values of the bandwidth assigned to the task in the case of the “clean” track.

The results are presented in Table 5.3 and in Figure 5.20, and highlight a very interesting situation. Most of the operating modes, specifically 16 out of 18, passed the independence test; however, there are 2 operating modes (3rd and 10th) that did not pass the test.

Under this scenario, we cannot claim that the computation times can be described by the identified output probability distributions. Hence, the sequence of observed computation times cannot be modelled by a MCTM.

Nevertheless, despite the fact that the proposed mathematical model does not strictly apply, we decided to perform the stochastic analysis using the approximated MCTM previously identified. We were aware that the obtained results have to be considered as approximations. Still, a good quality of such approximation could make the case for the practical applicability of the proposed methodology.

In order to proceed with the stochastic analysis, the reactive planning algorithm was considered as a periodic task activated every $T = 200$ ms. The scheduling parameters were: server period $T^s = 40$ ms and budget $Q^s = 8$ ms. The simulation set was used to determine the empirical cumulative distribution function of the delays (probability of respecting the deadline).

The simulated probability of respecting a deadline, expressed as the ratio between the number of jobs that finished before the deadline over the total number of jobs, was compared with the one estimated by the approximated 18-states MCTM model and the
simplified i.i.d model presented in [84].

Figure 5.21 presents such a comparison, and shows two important things: first of all, as observed in the case of the lane detection application, the i.i.d. approximation results in an overestimation in the probability of respecting a deadline: 0.794 for the task period (a difference of around 3% for the task period but reaches 10% for 400 ms).

Second, and more important, the results obtained with the approximated MCTM match the ones obtained by the simulator. Indeed, the simulated probability of respecting a deadline equal to the task period was 0.7611; while the stochastic analysis performed considering the approximated MCTM indicated a probability of 0.7612.

This result is very important for two reasons. 1) it suggests that there are certain applications which cannot be strictly modelled by a MCTM but they are suitable to be approximated by a MCTM. The use of this approximation produces tighter guarantees of respecting the deadline when compared with the more optimistic and traditional i.i.d. assumption; and 2) it raises the question about the possibility of finding another MCTM approximation, possibly with a fewer number of modes, that is able to provide similar probabilistic guarantees even when the mathematical assumptions do not hold.

In order to test this second situation, we decided to explore the concept of statistical distance, namely the distance between two statistical objects; for instance, two probability distributions. In particular, we chose the Kullback–Leibler (KL) divergence [65] as a metric of how one probability distribution diverges from another one.
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Figure 5.18: The left plot shows the computation times (dotted line) of the reactive planning process performed by the FriWalker while avoids moving obstacles along with a superimposed (solid line) moving average to highlight the trend. The right plot shows the autocorrelation function of those computation times for different “lags” or time instants.

We are interested in the number of modes for the approximated MCTM that produce the minimum distance between the probability distributions of the delay observed from the simulator and the ones estimated by the approximated $N$–states MCTM. By minimising the KL distance, we can find the probability distribution of the model that is closest to the probability distribution of the observations.

Table 5.4 reports the Kullback–Leibler divergence for a set of HMM estimations. The minimum distance correspond to the 9–states MCTM but there are several other options with a small distance that could be considered for the stochastic analysis. Additionally, Figure 5.22 presents the comparison of the probability of respecting the deadline for the two options of the approximated MCTM: the 18–states MCTM selected by the identification process and the 9–states MCTM chosen by the KL minimum distance along with the probabilities obtained from the simulator and the traditional i.i.d. approximation.

It is possible to observe that the probability of respecting the deadline between the approximated MCTM is very close: 0.761 for the 18–states MCTM and 0.756 for the 9–states MCTM. These results allows to conclude that the level of approximation that we have reported could be acceptable in several cases.

5.5.3 Scalability Issues

Another important factor that we wanted to analyse about the proposed solution was the scalability of the analysis when multiples operating modes are considered. It is easy to imagine that the tractability of the system as well as the time required to solve the
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Figure 5.19: Empirical cumulative distribution functions for the 18 different operating modes. These modes were identified by applying the Baum–Welch algorithm to a sequence of computation times measured from the reactive planning application.

analysis are highly dependent on the number of operating modes.

When dealing with real–life applications, the underlying Markovian model is unknown. Therefore, to accomplish this set of experiments, we considered a set of 5 periodic task, identified from $\tau_1$ to $\tau_5$ with computation time described by a MCTM whose distributions were synthetically generated in simulation from known HMMs. The number of states for each MCTM was $N_i = \{2, 4, 8, 16, 32\}$ respectively.

The computation time for each mode of every task is an independent and identically distributed process generated according to a beta distribution with support $c \in [6000, 102000] \mu s$. The parameters of the distribution were randomly obtained to comply with the desired distribution support.

From each known HMM, we generated 105 different sequences of computation times, where each sequence was composed of 15000 samples. These sequences were divided into:

- A training set of 5 sequences, which was analysed using the HMM identification techniques presented in Section 5.4.1 to identify the underlying MCTM that generated the sequence of computation times.

- A simulation set of 50 sequences. These sequences of computation times were used by the resource reservation simulator to measure the required time to compute the probabilities of deadline miss.

- An i.i.d. approximation set of 50 sequences. From each sequence, we obtained a probability distribution of the computation times and perform the stochastic analysis.
Figure 5.20: Autocorrelation function obtained from the 18 different modes in which the computation times presented in Figure 5.18 were classified. The strong correlation presented in the original sequence of computation times has been reduced. Most of the 18 resulting sequences of computation times show a very low correlation; however, some of the operating modes still show some correlation in their computation times.

over this distribution. Once again, we measured the required time to perform such analysis (assuming the sequence as if it was obtained from an i.i.d. process).

HMM Estimation

As a first step, we used the training set to estimate and validate the underlying MCTM. PROSIT was fed with the sequences of the set. The process was repeated 2 times, for different numbers of operating modes (ranging from 2 to $N_i$). In order to speed up the identification process, the generated samples were resampled with $\Delta = 1000 \mu s$ and the Baum–Welch algorithm was set to perform 25 iterations in the estimation process. The algorithm consistently identified $N_i$ different modes, which presented independence in the
Table 5.3: Results of the numerical independence tests for the 18 sub–sequences estimated by the Baum–Welch algorithm. A p–value greater than 0.01 would allows us to accept the independence assumption; however, the $3^{rd}$ and $10^{th}$ sub–sequences did not pass the test.

<table>
<thead>
<tr>
<th>State</th>
<th>z-statistic</th>
<th>p-value</th>
<th>State</th>
<th>z-statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3759</td>
<td>0.6465</td>
<td>10</td>
<td>$-6.0647$</td>
<td>0.0000</td>
</tr>
<tr>
<td>2</td>
<td>$-1.8513$</td>
<td>0.0321</td>
<td>11</td>
<td>$-0.8001$</td>
<td>0.2118</td>
</tr>
<tr>
<td>3</td>
<td>$-3.4817$</td>
<td>0.0002</td>
<td>12</td>
<td>$-1.4848$</td>
<td>0.0688</td>
</tr>
<tr>
<td>4</td>
<td>0.1873</td>
<td>0.5743</td>
<td>13</td>
<td>$-0.9347$</td>
<td>0.1750</td>
</tr>
<tr>
<td>5</td>
<td>0.593</td>
<td>0.7234</td>
<td>14</td>
<td>0.4452</td>
<td>0.6719</td>
</tr>
<tr>
<td>6</td>
<td>$-0.2059$</td>
<td>0.4184</td>
<td>15</td>
<td>0.2023</td>
<td>0.5802</td>
</tr>
<tr>
<td>7</td>
<td>$-1.3303$</td>
<td>0.0917</td>
<td>16</td>
<td>0.0581</td>
<td>0.5232</td>
</tr>
<tr>
<td>8</td>
<td>0.1673</td>
<td>0.5664</td>
<td>17</td>
<td>$-1.4562$</td>
<td>0.0727</td>
</tr>
<tr>
<td>9</td>
<td>0.4848</td>
<td>0.6861</td>
<td>18</td>
<td>0.0981</td>
<td>0.5391</td>
</tr>
</tbody>
</table>

computation times associated to them.

Table 5.5 shows the time required by PROSIT to identify the underlying MCTM. This time is the average of the 10 executions of the estimation process along with its corresponding 95% confidence interval. The identification process assumes no prior knowledge about the original number of states; hence, the estimation started with 2 states and kept increasing the number of states until the independence was found. The reported time considers the whole estimation process.

**Stochastic Analysis**

When the MCTM that properly describes the computation times was identified, the next step was to perform the stochastic analysis. In order to reason on the scalability of the system, we focused on 2 aspects: size of the generated matrices and total time of the analysis.

As mentioned before, the tractability of the system depends on the dimension of the probability transition matrix $P$ of the QBDP presented in Equation 5.8 and described in Section 5.3.1.

The dimension of $P$ depends on the scaling factor $\Delta$ presented in Section 3.4, on the number of modes identified for the MCTM, on the task period ($T$) and on the scheduling parameters ($Q^s$, $T^s$), as shown in Equation (5.8). It is easy to appreciate that, three of the factors maintain their values despite of the model for the computation time. Indeed, in order to make a fair comparison: the task period, the scheduling parameters and $\Delta$
Figure 5.21: Comparison of the probability of respecting the deadline for different analysis methods, with a bandwidth fixed to 20% in the reactive planning application. From 200 ms onwards, the i.i.d. approximation produces too optimistic results when compared with the experimental ones. By using the MCTM, the optimism is significantly reduced and the results from the analysis are in line with the experimental ones.

must be equal for the analysis.

Therefore, the only remaining factor affecting the size of the matrix is the number of modes. Table 6.8 presents the dimension of the probability transition matrix for the different number of operating modes and for 2 possible values of $\Delta$: 1000 $\mu$s and 250 $\mu$s respectively. Note that the size of the matrix for the MCTM increases proportionally to the number of modes with respect to the i.i.d. approximation matrix.

Besides affecting the size of the matrix, a large number of modes imply that the computation time required by PROSIT to perform the stochastic analysis is incremented. This computation time is presented in Figure 5.23. Note that the computation time grows really fast when the number of modes is incremented; for instance, consider a 8–states MCTM with $\Delta = 1000$ $\mu$s, the average computation time required amounts to $15.80 \pm 0.03$ seconds. By setting $\Delta = 250$ $\mu$s, the average time increases up to $1269.05 \pm 72.21$ seconds, namely two orders of magnitude greater. This behaviour is consistent for all the number of modes.
5.6. APPLICABILITY ON MULTI–CORE SYSTEMS

As mentioned before, the proposed technique was developed to be applied on single–processor systems with the assumption that other types of interference between the tasks can be neglected. However, modern processors are multi–core where the interference between tasks could increase considerably; hence it is important to discuss how the proposed technique could be applied to these new processors.

When dealing with multi–processor architectures, there are two approaches for real–time scheduling: global and partitioned scheduling. In global scheduling, all ready tasks are put in the same data structure and then selected to execute on the different cores. In partitioned scheduling, instead, a list of ready tasks is maintained for each processor. The proposed method can be applied with partitioned scheduling, ensuring that each task is associated with a specific cpuset, which is a logical entity provided by the Linux kernel consisting of CPU and memory nodes. A set of tasks can be assigned to a cpuset binding the resources that they use. If the cpuset contains one single CPU then assigning a set of tasks to the cpuset causes that the scheduler behaves as a truly partitioned scheme with a very small overhead.

By assigning the set of tasks to a specific CPU it is possible to carry out the stochastic analysis of the tasks as if they were executed on a single–processor system. It is important

Table 5.4: Results of the Kullback–Leibler divergence metric. The minimum distance correspond to a 9–states MCTM, which represents the MCTM whose distribution of the delays is the closest to the distribution of the empirically obtained (measured) delays.

<table>
<thead>
<tr>
<th># of States</th>
<th>KL divergence</th>
<th># of States</th>
<th>KL divergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>∞</td>
<td>14</td>
<td>0.012691</td>
</tr>
<tr>
<td>3</td>
<td>∞</td>
<td>15</td>
<td>0.020064</td>
</tr>
<tr>
<td>4</td>
<td>∞</td>
<td>16</td>
<td>0.018737</td>
</tr>
<tr>
<td>5</td>
<td>0.083273</td>
<td>17</td>
<td>0.016614</td>
</tr>
<tr>
<td>6</td>
<td>∞</td>
<td>18</td>
<td>0.014136</td>
</tr>
<tr>
<td>7</td>
<td>0.030806</td>
<td>19</td>
<td>0.022019</td>
</tr>
<tr>
<td>8</td>
<td>0.031249</td>
<td>20</td>
<td>0.015987</td>
</tr>
<tr>
<td>9</td>
<td><strong>0.011496</strong></td>
<td>21</td>
<td>0.016736</td>
</tr>
<tr>
<td>10</td>
<td>0.016214</td>
<td>22</td>
<td>0.016327</td>
</tr>
<tr>
<td>11</td>
<td>0.027950</td>
<td>23</td>
<td>0.013309</td>
</tr>
<tr>
<td>12</td>
<td>0.024869</td>
<td>24</td>
<td>0.016219</td>
</tr>
<tr>
<td>13</td>
<td>0.014049</td>
<td>25</td>
<td>0.018090</td>
</tr>
</tbody>
</table>
Figure 5.22: Comparison of the probability of respecting the deadline for different analysis methods, with a bandwidth fixed to 20% in the reactive planning application. This plot include, in dash–dotted red, the approximated 9–states MCTM recommended by the Kullback–Leibler divergence metric. Note that the recommended MCTM is slightly more conservative than the identified one.

to respect Equation (2.3), which indicates that the total assigned bandwidth cannot be greater than 1; in other words, the total CPU utilisation cannot exceed 100%.

This constraint leads to another possible application of the proposed analysis. Let us assume the presence of a group of soft real–time tasks running on a multi–core system. The tasks are required to satisfy a given Quality of Service (QoS) metric (e.g., minimum deadline hit probability), hence it is necessary not only to perform a stochastic analysis to estimate the deadline hit probability for each task but also to minimise the bandwidth assigned to each task while respecting the required QoS.

Since the tasks are running on a multi–core system, the next step is to devise an approach for the assignment of the different tasks to the cpusets in such a way that the CPU load remains balanced between them.
Table 5.5: Time required by PROSIT to perform the HMM identification: estimation and validation, for different number of states. This time correspond to the average of 10 trials over 15000 samples with 25 iterations of the Baum–Welch algorithm.

<table>
<thead>
<tr>
<th>Task</th>
<th># of States</th>
<th>Estimation [s]</th>
<th>Validation [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$</td>
<td>2</td>
<td>$10.28 \pm 1.58$</td>
<td>$15.13 \pm 0.12$</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>4</td>
<td>$65.83 \pm 3.08$</td>
<td>$46.52 \pm 0.33$</td>
</tr>
<tr>
<td>$\tau_3$</td>
<td>8</td>
<td>$357.24 \pm 21.27$</td>
<td>$113.35 \pm 0.27$</td>
</tr>
<tr>
<td>$\tau_4$</td>
<td>16</td>
<td>$3731.25 \pm 102.91$</td>
<td>$273.73 \pm 0.70$</td>
</tr>
<tr>
<td>$\tau_5$</td>
<td>32</td>
<td>$45265.61 \pm 1334.40$</td>
<td>$777.58 \pm 5.12$</td>
</tr>
</tbody>
</table>

Table 5.6: Comparison between the dimension of the probability transition matrix of the QBDP for the case of computation times described by: an i.i.d. process and a MCTM. Two different values of $\Delta$ are considered. The matrix of the MCTM is roughly equal to the i.i.d. matrix times the number of states.

<table>
<thead>
<tr>
<th>Task</th>
<th># of States</th>
<th>$\Delta = 1000$</th>
<th>$\Delta = 250$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>IID MCTM</td>
<td>IID MCTM</td>
</tr>
<tr>
<td>$\tau_1$</td>
<td>2</td>
<td>$90 \times 90$</td>
<td>$184 \times 184$</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>4</td>
<td>$106 \times 106$</td>
<td>$448 \times 448$</td>
</tr>
<tr>
<td>$\tau_3$</td>
<td>8</td>
<td>$176 \times 176$</td>
<td>$1456 \times 1456$</td>
</tr>
<tr>
<td>$\tau_4$</td>
<td>16</td>
<td>$160 \times 160$</td>
<td>$2688 \times 2688$</td>
</tr>
<tr>
<td>$\tau_5$</td>
<td>32</td>
<td>$180 \times 180$</td>
<td>$6144 \times 6144$</td>
</tr>
</tbody>
</table>
Figure 5.23: Time required by PROSIT to obtain the results of the stochastic analysis of real-time tasks for different number of states. The scaling factor $\Delta$ was set to 1000 $\mu s$ for the left plot; while for the right plot it was set to 250 $\mu s$. Note that the choice of $\Delta$ is a key component for the analysis since there is an evident trade-off between: time required to perform the analysis and accuracy of the results.
5.6. APPLICABILITY ON MULTI-CORE SYSTEMS
Chapter 6

The PROSIT Tool

In this chapter, we present an extensible and open source design tool, called PROSIT\(^1\), that facilitates the access to the probabilistic analysis of soft real–time systems for a potentially large number of researchers and industrial practitioners. PROSIT is implemented as a C++ library under the GNU GPL license and is available online including several examples and datasets.

The tool tackles two different problems in the stochastic analysis of soft real–time systems: 1) enables the probabilistic analysis of the temporal performance of a real–time task under fixed–priority and resource reservations scheduling algorithms; and 2) offers an automatic procedure for the synthesis of scheduling parameters for resource reservations that optimise a quality metric related to the probabilistic behaviour of the tasks.

These problems are henceforth referred to as: the Analysis and the Synthesis Problem. When the tool is used for analysis, it computes the response time distribution of the tasks, and hence, the probability of meeting the deadline. On the other hand, when the synthesis abilities of PROSIT are used, the tool finds an optimal allocation of the bandwidth between the different tasks in the system, along with the probability of meeting the deadline for each task.

The Analysis Problem can be shortly described as follows:

**Problem 1** Given a set of applications, each one characterised by: the probability distribution of its computation and inter–arrival times, a scheduling algorithm, a set of scheduling parameters, a sequence of \(h\) probabilistic deadlines, a solution algorithm for the probabilistic guarantees, and an optional quality function. Decide whether the steady state probabilities \(\gamma_i^{(1)}, \ldots, \gamma_i^{(h)}\) are respected and compute the Quality \(\mu_i\) for each of the applications.

\(^1\)https://bitbucket.org/luigipalopoli/prositool.git
In the Analysis Problem, the scheduling parameters are assumed to be chosen by the designer and are given by the priorities \( (P_i) \) for a fixed–priority scheduler and by the pair \((Q^*_i, T^*_i)\) for a resource reservation scheduler. The computation time is, generally speaking, a MCTM described by a triplet \( \{M, P, C\} \) as discussed in Section 5.2.

In the current version, the full model has been implemented only for resource reservation scheduling. For fixed–priority scheduling, to the best of our knowledge, there is no stochastic analysis that considers the computation time as described by a MCTM, hence PROSIT requires the tasks to be periodic and with i.i.d. computation time.

The Synthesis Problem is different since it requires the computation of optimal scheduling parameters. The idea is that a choice of scheduling parameters determines a set of steady state distributions, hence a different quality for each of the applications. The different qualities can be collected to form a global quality function \( F(\mu_1, \ldots, \mu_n) \).

The Synthesis Problem can be expressed as:

**Problem 2** Given a set of applications, each one characterised by: the probability distribution of its computation and inter–arrival times, the reservation period \( (T^*) \), a sequence of probabilistic deadlines, a solution algorithm for the probabilistic guarantees, a quality metric as a function of the probability of meeting the deadline, and constraints on the minimal value of the quality \( (\mu_i) \). The quality of the different tasks can be combined into a global quality function. Maximise the global quality function \( F(\mu_1, \ldots, \mu_n) \) subject to \( \mu_i \geq \mu \) and to a schedulability condition.

Currently, PROSIT solves the synthesis problem only for the case of CPU reservations, for which the schedulability condition can be set as \( \sum_{i=1}^n B_i \leq 1 \). In the case of fixed–priority scheduling algorithms, the scheduling parameter is the task priority \( (P_i) \). Hence, in order to solve the synthesis problem it is necessary to identify a priority assignment that respects a certain quality metric. Maxim et al. [77] presented three optimal priority assignment algorithms for tasks described by probabilistic computation times, where the quality metric is the maximum permitted deadline miss ratio. Solving the synthesis problem for fixed–priority scheduling implementing such algorithms will be considered in a future release of the tool.

### 6.1 PROSIT Overview

As mentioned before, the design of PROSIT rests on two pillars. The first one is the analysis of the stochastic behaviour of real–time tasks. As previously stated, much of the recent literature has reached the conclusion that such analysis can be conveniently reduced to the study of the steady state solution of a particular class of discrete–time Markov
chains (DTMC), called Quasi–Birth–Death process (QBDP) [18]. This result holds both for fixed–priority scheduling [38] and for resource reservations [75], and it allowed us to use some of the most efficient numeric and analytic algorithms [19] as a basis for the implementation of the system analysis. Moreover, the resulting DTMC is a conservative approximation of the system, leading to a pessimistic result in the probabilistic analysis, as proved in [39, 84].

The second pillar is the definition of the Quality of Service as a function of the probability of meeting deadlines (or more generally, of the distribution of the delays). This allowed us to revisit, in a probabilistic framework, the ideas proposed in such frameworks as QRAM [91], and to develop algorithms for the optimal choice of the scheduling parameters. The solution of the optimisation problem is particularly efficient when we choose as a global quality metric the worst–case Quality between those experienced by the applications.

The PROSIT tool is a set of applications and libraries developed in C++, released under the GNU GPL license and designed to be flexible and extensible. It consists of a probabilistic analysis tool, a budget optimiser for the probabilistic analysis and an estimator of the parameters of the Markov Computation Time Model (MCTM) [6]. In order to perform all the vector and matrix calculations, PROSIT relies on the Eigen
More specifically, Figure 6.1 shows a package diagram of PROSIT, where it is possible to identify its main components and their relations. Under the Applications package we group the set of programs that are directly accessible to the user, such as the probabilistic analysis solver or the budget optimiser.

The implementation of the parameter estimation of the MCTM can be found in the HMM package, while the Analysis package contains the different probability solvers, and the Optimisation package the classes and the functions related to the budget optimisation. The Optimisation package uses the Analysis package to iteratively perform a probabilistic analysis and solve the optimisation. In order to perform their tasks, both packages rely on the Models package, which groups all the classes characterising the tasks including the Quality of Service functions.

A closer look to the internals of the tool reveals the reduced class diagrams shown in Figure 6.2. This diagram describes the structure of the tool by showing the most relevant classes for probabilistic analysis and optimisation, along with their attributes, methods and the relationships.

In particular, there are two classes at the core of the PROSIT design: TaskDescriptor and ProbabilitySolver. The ProbabilitySolver class defines the different solvers implemented for the probabilistic analysis of real–time tasks. The solvers produce the steady state probability vector of the transition matrix of the QBDP, which is one of their attributes.

The TaskDescriptor class defines a task by its name, a map of probabilistic deadlines, the distribution of the inter–arrival time and the granularity (\(\Delta\)) for resampling the computation time, as defined in Section 3.4. This class is specialised by two subclasses: ResourceReservationTaskDescriptor and FixedPriorityTaskDescriptor.

The former includes the scheduling parameters used for the resource reservation algorithm (e.g., budget and reservation period) and the distribution of the computation times modelled as a MCTM; namely, the number of modes, the transition probability matrix among the modes and the distribution of the computation times of each mode. Additionally, this class is associated with a ResourceReservationProbabilitySolver. Indeed, due to the temporal isolation property of the resource reservation scheduler, each task can be analysed independently by using a dedicated solver.

The FixedPriorityTaskDescriptor class defines the priority of the task, its initial offset and the distribution of the computation times modelled as an i.i.d. stochastic process. Contrary to the case of tasks scheduled by a resource reservation scheduler, the analysis of tasks scheduled by a fixed–priority scheduler has to be performed for the entire group of tasks sharing the processor. Such a group, specified through a vector of
Figure 6.2: Minimal schematic of the class diagram for the PROSIT tool. This diagram reveals the structure: attributes, methods and relationships among the most important classes of PROSIT.

FixedPriorityTaskDescriptors, is contained in the FixedPriorityTaskSchedule class along with a FixedPriorityProbabilitySolver.

Finally, the BudgetOptimiser class is used to perform budget optimisation. This class contains a vector of ResourceReservationTaskDescriptors (associated with the tasks for which the budget optimisation is required) and with the available bandwidth, which has to be distributed among the tasks. Each task involved in the optimisation is associated with a QoSFunction to quantify its performance.

The typical workflow in using PROSIT is sketched in Figure 6.3, which represents two use cases related to the solution of the problems tackled by the tool. It is possible to observe that PROSIT accepts the information from the user through two XML system
specification files, which are internally parsed in order to create the instances of the objects needed for the probabilistic analysis or design.

As a result of the parsing process, the tool created the proper instances of the required objects (e.g., the task, the probability solver and the QoS function). It is important to point out that when solving the analysis problem, the tasks are assumed to execute “alone” in the system, hence the results obtained by the solver is presented to the user.

The situation is slightly different when solving the synthesis problem. In this case, there are several tasks sharing the CPU and the optimisation process iteratively perform a stochastic analysis on these tasks, adjusting the assigned budget at each iteration. When the synthesis requirements have been fulfilled, the results are presented to the user.

As a final and important observation, most of the features of the tool are exposed to the software developer through an API. This enables the use of the PROSIT library for applications other than the one proposed in the tool. For instance, one could use the
Figure 6.4: Excerpt of an XML specification file for the description of the sets of tasks. Each task is composed of, at least, 1 task, which is described by a set of characteristics (e.g., name, solution algorithm, period, scheduling parameters, computation times, etc.). In the case of the analysis problem, the tag for the Quality of Service function is optional; while for the synthesis problem it is mandatory.

library for an admission test based on probabilistic deadlines.

6.1.1 XML Specification Files

As mentioned before, PROSIT receives the input from the user by means of two XML specification files. These files can be inserted by any XML editor (or by a GUI in a future development). One file contains a detailed description of the different tasks executing in the system, grouped in a number of task sets; while the other file defines the type of problem to be solved analysis or synthesis and associates each task set with the corresponding scheduling algorithm and its parameters.

As mentioned before, the tasks are described in an XML specification file, as shown in
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Figure 6.4. The tasks can be grouped together to form a **taskset** which is characterised by a name **name** and it has to be composed of, at least, one task (**task**).

Each task is described by its symbolic name, a type, a solution algorithm for the probabilities, the initial phase, and the relative deadline. If fixed-priority scheduling is used, for each task we specify the priority (PROSIT assumes the convention for which the higher the number, the higher the priority).


Additional elements are necessary to fill in the attributes of the task and must be part of the task XML entry. As an example, for periodic tasks it is necessary to specify the activation period, while for sporadic tasks it is necessary to specify the name of a file containing the distribution of the inter-arrival time (in the example, all tasks are assumed to be periodic). Note also that not all the attributes of the task are mandatory. For instance, if resource reservation scheduling is used, the **priority** is not required and can be safely omitted.

The computation time is also described by its Probability Mass Function (PMF), contained in an external file, if the stochastic process is assumed independent and identically distributed. In the case of MCTM computation time, the file must contain all the elements of the triplet \( \{M, P, C\} \). The corresponding entry in the XML record are the number of modes (**num_modes**), the transition probability matrix (**transition_matrix**) and the distribution of the computation times of each mode (**computation_time#**).

In order to speed up the computation, it is also possible to specify the **granularity** parameter (the scaling factor \( \Delta \)) used to resample the distributions. As mentioned in Section 3.4, a large value of the **granularity** reduces the time required for the computation of the steady state probability; however, the user has to pay the price of a coarser approximation for the computed probability.

An important problem is how to derive the distributions of the inter-arrival and of the computation time of the task (e.g., sequence of computation and inter-arrival times). This is relatively easy if the designer is in control of the source code and can instrument it with probes pinpointing the start and the termination of each job. The problem becomes much harder for legacy applications, which cannot easily be instrumented. Even in this case, reasonable estimates of the distributions can be derived by using two external modules: a tracer that operates inside the kernel and notes all the events related to the application and an event analyser, which detects periods and estimates the distribution of the computation time. More details on these external modules can be found in Section 6.3.
Figure 6.5: Definition of the synthesis problem with the PROSIT tool. The user provides the information to complete the XML specification files. The probability distribution of the computation times can be obtained empirically from the measured computation times. In the case of MCTM computation times, it is necessary to first estimate the parameters of the model before proceeding with the analysis.

Additionally, once the sequence of measured computation times has been obtained, it is necessary to estimate the parameters of the underlying MCTM. In order to be PROSIT compliant, the distributions of the inter-arrival and computation times have to be specified in a 2-column text file, where the first column represents the computation/inter-arrival time and the second column represents the probability. A possible workflow to derive the information required by PROSIT for its operations is shown in Figure 6.5.

As mentioned before, the second XML specification file, shown in Figure 6.6, defines the type of problem to be solved analysis or synthesis and associates the task set with the corresponding scheduling algorithm and its parameters.

The general structure of this XML file is similar in both cases. The first line defines the type of problem for which the tool is invoked: analysis or synthesis. In the specific case of a synthesis problem, it is necessary to specify the global quality function; for instance,
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Figure 6.6: Excerpt of two XML specification files for the solution of the analysis problem (top half) and the synthesis problem (bottom half). The task set to be analysed is associated with a scheduler, which is characterised by its scheduling parameters. In the case of the solution problem, it is necessary to include the available bandwidth to be allocated among the tasks.

the infinity norm maximisation, and the optimisation parameters, for example, the total available bandwidth \( \text{total\_bandwidth} \) to be distributed.

It is worth to point out that in the analysis problem of resource reservations, these tasks are assumed to execute “alone” in the CPU, meaning that the assigned bandwidth could reach 100% of the processor for each task. On the contrary, for the synthesis problem, these tasks are assumed to share the CPU, meaning that the sum of the assigned bandwidth to each task cannot exceed the total available bandwidth.

6.1.2 Analysis

The current version of the tool restrict the analysis to periodic tasks with i.i.d. computation time for fixed-priority scheduling, while for resource reservations, it is possible to specify stochastic (i.i.d.) inter-arrival time and MCTM computation time. An option left to the user is to insert, in the corresponding XML file, the definition of the QoS function
for the tasks.

The analysis of the system requires to specify the scheduling parameters (the budget $Q^s$ and the reservation period $T^s$ for resource reservation scheduling). In our example in Figure 6.6, we consider the task set to be scheduled by a fixed–priority scheduler (first assignment) and by a resource reservation scheduler with scheduling parameters $T^s = 100$ and $Q^s = 60$ (second assignment).

As a result of the tool invocation, PROSIT loads and parses the XML specification files, collecting all the relevant information of the tasks and instantiates the C++ objects from the classes as shown in Figure 6.2. Clearly, the selection of the generated objects depends on the scheduling algorithm and on the solver selected by the user.

In the particular case of tasks scheduled using a resource reservation scheduler, a ResourceReservationTaskDescriptor object is created for each task. As mentioned before, this object has a corresponding ResourceReservationProbabilitySolver object that must be created and set through a call to the setSolver(solver) method. Additionally, if the user specifies an XML entry for the optional quality function, a QoSFunction object will be generated and linked to the task descriptor.

The most important method of the ResourceReservationTaskDescriptor object is the computeProbability() method. This method is in charge of computing the probability of respecting the deadline for the task by calling the solve() method from its associated ResourceReservationProbabilitySolver. This is a virtual method, which is overloaded with the specific solution strategy chosen by the user. If required, the quality corresponding to the probability of respecting the deadline is computed by the evaluateQuality(prob) method, which is itself a pure virtual function to allow for different quality models.

In the case of fixed–priority scheduling, the analysis is performed on a set of tasks, hence a FixedPriorityTaskSchedule object is created. This object handles a vector of FixedPriorityTaskDescriptors. In the same way, the FixedPriorityTaskSchedule object has a corresponding FixedPriorityProbabilitySolver object that must be created and set by calling the setSolver(solver) method.

After setting the FixedPriorityProbabilitySolver, it is possible to call the corresponding computeProbability() method from the FixedPriorityTaskSchedule in order to compute the probability of respecting the deadline for the task set.

As a result of the program execution, the tool prints out on the screen the probability of respecting the deadline ($p_i$), as shown in Figure 6.7. Additionally, the printout also includes the total computation time spent by PROSIT in the probabilistic analysis.
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Figure 6.7: Screen capture of the output produced by PROSIT when queried for an analysis problem. The output includes some parameters of the task, the probability of respecting the deadline, the metric, if any, for the Quality of Service, and the time required to analyse each task and the whole process.

6.1.3 Synthesis

The solution of the synthesis problem is currently available only for the resource reservations. In this case, it is mandatory to define a Quality function for each task belonging to the task set. In the example presented in Figure 6.4, the user–provided Quality function is specified by a type (linear), meaning that there is a linear relation between Quality of Service and probability of meeting the deadline (see Section 6.4 for more details), and by a set of parameters. In the same entry, it is necessary to define the lower bound for the Quality of Service (qos_min_target).

It is noteworthy to point out that in the synthesis problem, the user does not specify the budget \( Q^s \), which is computed by the optimisation algorithm. One could legitimately argue over the choice of fixing \( T^s \) and leaving \( Q^s \) as decision variable. The motivation is rooted in the philosophy of the resource reservations, in which \( T^s \) is used to control the granularity of resource allocation, while \( Q^s \) is used to control the bandwidth.

In the corresponding XML specification file (see Figure 6.6), the user also specifies the global quality function \( F(\mu_1, \ldots, \mu_n) \). This function composes the quality associated with each application, which is a non–negative real number. Possible choices are: the infinity norm, where \( F(\mu_1, \ldots, \mu_n) = \max_{i=1}^n \mu_i \); or, the one norm, where \( F(\mu_1, \ldots, \mu_n) = \sum_{i=1}^n \mu_i \).

After the tool execution is started, the parser generates a C++ instance for each task (ResourceReservationTaskDescriptor) in the task set and hands them over to the GenericBudgetOptimiser object, which calls the optimise() method.
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Figure 6.8: Screen capture of the output produced by PROSIT when queried for a synthesis problem. The output includes the name of the task, optimal bandwidth to be assigned in order to satisfy the required Quality of Service, the probability of respecting the deadline, the metric for the Quality of Service, and the time required to analyse each task and the whole process.

The optimisation algorithm iteratively calls the `evaluateQuality(prob)` method of the `QoSFuncton` associated to the task, and indirectly the `solve()` method of the `ResourceReservationProbabilitySolver`, to compute the quality associated to a choice of decision variables or to estimate the gradient and eventually produces the optimal choice of the scheduling parameter ($Q^*$).

When the execution of the program has finished, the tool prints out on the screen the obtained results for each task (see Figure 6.8) including the assigned budget ($Q^*$), the probability of respecting the deadline ($p_i$) and the quality ($\mu_i$). Additionally, the printout also contains information on the total computation time (along with its split between the different phases of the algorithm).

6.1.4 HMM Identification

As mentioned before, the implementation of PROSIT assumes that the computation time of the tasks are described by a Markov Computation Time Model (MCTM). In order to apply the stochastic analysis of a task whose computation time is described by a MCTM, it is necessary to express this model in terms of a Markov chain, identifying the transitions between the operating modes and the distribution of computation time in each mode, as described in Section 5.4.

This identification is performed by applying the theory and the techniques developed for hidden Markov models (HMMs) [89] over a long enough series of observed computation times. In [6], we have introduced an effective procedure for the identification of
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Figure 6.9: Workflow for the estimation of the MCTM parameters, where $N$ is the number of operating modes, $P$ is the transition matrix of the Markov chain and $C$ is the distribution of the computation times. The identification process receives a sequence of measured computation times, the number of modes and initial random guesses for $P$ and $C$. After the required number of iterations, it produces the estimations. The computation times are classified into $N$ subsequences and then it is performed the numerical independence test over those sequences.

the parameters of a MCTM. These techniques, sketched in Figure 6.9, have been also implemented in PROSIT.

In particular, in order to identify the parameters of the HMM that best describe a given sequence of observed computation times, PROSIT implements the well–known Baum–Welch algorithm [12], which basically finds the set of parameters that maximise the likelihood that the given sequence of values is generated by the identified HMM.

Currently, this functionality is presented as a standalone program named **mctm_learner**. It receives as input: 1) a text file, in a 1–column fashion, containing the observed computation times, 2) the number of operating modes, 3) the number of random trials to choose the best solution, and 4) the granularity for resampling the observations (the scaling factor $\Delta$).

Once the state transition matrix and the distribution of computation time in each mode have been estimated, it is important to check whether the identified MCTM correctly describes the computation times of the application. This verification is implemented in PROSIT by using the Viterbi algorithm [48], which generates the most likely sequence of internal states for the identified MCTM given the computation times sequence.

Additionally, the initial sequence of observed computation times is divided into different sub–sequences, one for each operating state, and an independence test over such sub–sequences must be performed in order to guarantee that the computation time in each state is independent and identically distributed.

Once again, a standalone program named **mctm_decoder** is available. This program accepts as input: 1) a text file, in a 1–column fashion, containing the observed computation times, 2) the number of operating modes, 3) the granularity for resampling the
observations (the scaling factor $\Delta$), 4) the transition matrix between the operating modes, 5) the distribution of computation time in each operating mode, and 6) the significance level for the p–value.

The mctm_decoder program presents a table with the z–score and its corresponding p–value for each state in the Markov chain. Additionally, it shows whether the independence test was passed or not. Moreover, the program will create different text files containing the observations classified by state.

6.1.5 A Simulator for Resource Reservations

PROSIT also includes a simulator of a resource reservation scheduler. The simulator, a standalone program named cbs_simulator, accepts all the characteristic parameters of a real–time task scheduled with a resource reservation scheduler: task period ($T$), reservation period ($T^*$), budget ($Q^*$), and timing requirements (e.g., distribution of the inter–arrival and computation times). Additionally, it is necessary to indicate the length of the simulation, namely the number of jobs to generate.

The computation times can be described either by an independent and identically distributed stochastic process or by a MCTM. In the latter, the simulator also accepts the probability transition matrix of the Markov chain and generates a sequence of computation times obtained from the evolution of the corresponding Markov chain.

The simulator includes two possibilities for the computation times of the tasks: they are either described by a probability distribution or directly by a sequence of values. In the former, the simulator randomly generates a computation time from the distribution; while, in the latter, the times are extracted, one by one, from the sequence.

After the execution, the simulator produces two result files with: 1) the probability of respecting the deadlines, expressed as the ratio between the number of jobs that finished before the deadline over the total number of jobs, and 2) the timing details of each job: the activation, computation, finishing and response time.

6.2 Algorithms: Analysis and Synthesis

The cornerstone of PROSIT is the probabilistic analysis of soft real–time systems, implemented for both: resource reservations and fixed–priority scheduling. The stochastic analysis for CPU reservations is presented in Chapter 5; however, for completeness, we briefly present the analysis of a set of tasks scheduled by a fixed–priority scheduler. Additionally, it is presented the optimisation algorithm that solves the synthesis problem.
6.2.1 Probabilistic Analysis for Fixed–Priority Scheduling

The probabilistic analysis of a set of periodic tasks scheduled by a fixed–priority scheduler can also be modelled as a Quasi–Birth–Death Process, as described in [38]. The analysis computes the response time distribution of each task in the system, and, by extension, determines the probability of respecting the deadline for each task in the task set. The interested reader is referred to the original paper as we will briefly introduce only the most important concepts.

Recall that each job $J_{i,j}$ is characterised by its activation time $a_{i,j}$, its finishing time $f_{i,j}$, and its computation time $c_{i,j}$. The response time of the job is given by $r_{i,j} = f_{i,j} - r_{i,j}$. The response time is assumed to be a stochastic process $\mathcal{R}_i$ with PMF $\mathcal{R}_i(r) = \Pr \{ r_{i,j} = r \}$.

The analysis relies on the stochastic regularity observed at the hyperperiod level. Hence, the probability distribution of the response time of task $\tau_i$ is represented by the average of the probability distribution of the response time of all the jobs from the task in a hyperperiod, as follows:

$$\Pr \{ r_{i} = r \} = \frac{1}{m_i} \sum_{j=1}^{m_i} \mathcal{R}_i(r), \quad (6.1)$$

where $m_i = T/T_i$ is the number of jobs from $\tau_i$ released in a hyperperiod of length $T$.

To compute those response time distributions, the authors have defined the $P$–level backlog observed at time $t$ ($\mathcal{W}_t^P$, with PMF $\mathcal{W}_t^P(w) = \Pr \{ \mathcal{W}_t^P = w \}$), as the sum of the remaining computation times of all the jobs that have priorities higher than or equal to $P$ at time $t$ and that still have to be served.

If the P–level backlogs at time $t = 0$ (beginning of the hyperperiod) are known, then the P–level backlogs for $t \neq 0$ can be computed based on them. Hence, the analysis provides a way to compute a stationary distribution for the P–level backlog observed at the beginning of each hyperperiod $k$, denoted by $\mathcal{B}_k^P = \mathcal{W}_t^P_{\tau T}$, with PMF $\mathcal{B}_k^P(b) = \Pr \{ \mathcal{B}_k^P = b \}$. In particular, the analysis of Diaz et al. [38] proved that the stochastic process defined by the sequence: $\mathcal{B}_1^P, \mathcal{B}_2^P, \ldots, \mathcal{B}_k^P, \ldots$ is a Markov chain whose transition matrix presents the same recursive structure as presented in Equation (3.8), where each column $j$ represents the probability distribution of the backlog at the end of the first hyperperiod, if the initial backlog was $j$.

Once again, casting the system into the QBDP framework allows us to compute the steady state distribution of the P–level backlog, $\mathcal{B}_k^P(b)$, at the beginning of the hyperperiod (at time $k$). This steady state distribution allows us to compute the steady state distribution of the P–level backlog at any time $k'$, with $k' > k$. Usually, the time $k'$ is
the release time of the job and this backlog is called the steady state job–level backlog, $W_{a_i,j}^P(w)$. When the probability distribution of the job–level backlog for all the jobs in the hyper-period is computed, it is possible to compute the probability distribution of the response time of a job. For each job $J_{i,j}$, the response time can be computed as:

$$r_{i,j} = W_{a_i,j}^P + c_{i,j} + I_{i,j},$$  \hspace{1cm} (6.2)

where $W_{a_i,j}^P$ represents the sum of the remaining computation times of all the jobs that have priorities higher than or equal to $P_i$ ($P_i$ being the priority of the task $\tau_i$ to which the job belongs) and are not completed up to the release time, and $I_{i,j}$ is the interference on $J_{i,j}$ of all the jobs of higher priority than job $J_{i,j}$, released after job $J_{i,j}$.

Hence, the steady state probability distribution of the response time of job $J_{i,j}$, denoted as $R_i(r)$, can be computed from the steady state probability distribution of the job–level backlog, $W_{a_i,j}^P(w)$; the probability distribution of the computation time of the job, $C_i(c)$; and the probability distribution of the computation times of the jobs released after time $a_i,j$ with a priority higher than that of job $J_{i,j}$. Note that this process is obtained from Equation (6.2), where the sum of independent random variables is computed by performing the convolution over its probability distributions.

Finally, when the probability distribution of the response time for each job of the task $\tau_i$ is obtained, it is possible to compute the probability distribution of the response time of the task $\tau_i$ by averaging the probability distribution of each job, as presented in Equation (6.1).

### 6.2.2 The Optimization Algorithm

As discussed before, the synthesis problem amounts to the solution of an optimisation algorithm, which in the current version of PROSIT is possible only for resource reservations. The solution is very efficient when the infinity norm is used and the following assumption can be made: the quality increases if the budget reserved to the application, and hence the probability of meeting the deadline, increases. In all the cases of practical relevance that we have examined, this assumption is easily verified.

The monotonicity of the function allows us to apply the efficient solution algorithm reported in Algorithm 1. The first lines of the algorithm (3 through 5) are to verify if the total bandwidth required to attain the lower bounds of the specification exceeds 100%, the problem being unfeasible in this case.

The search for the optimal solution is reduced to within two bounds (lines 6-7); the lower one ($\mu$) derives form the lower bound constraints, while the higher one is obtained by assigning 100% of the bandwidth to the task ($Q^* = T^*$). The method
Algorithm 1 Solve Optimisation

Require: taskList; /* List of the tasks */; $\mu_i$; /* Lower bounds for Quality */
Ensure: $\mu$; /* Optimal value */; $Q^*_i$; /* Optimal budgets */

1: $B_A = 1.0$
2: $\forall_i \; \mu_i = \tau_i.\text{reservationPeriod}()$
3: if $\sum_{\tau_i \in \text{taskList}} \frac{\tau_i.\text{inverseQoSEvaluation}(\mu_i)}{\tau_i.\text{reservationPeriod}()} > 1.0$ then
4: \hspace{1em} return UNFEASIBLE;
5: end if
6: $\bar{\mu} = \min_{i=1,...,n} \mu_i$
7: $\underline{\mu} = \min_{i=1,...,n} \mu_i$
8: for $\tau_i \in \text{taskList}$ do
9: \hspace{1em} $Q^*_i = \tau_i.\text{inverseQoSEvaluation}(\bar{\mu})$
10: \hspace{1em} if $Q^*_i < \tau_i.\text{inverseQoSEvaluation}(\underline{\mu})$ then
11: \hspace{2em} $Q^*_i = \tau_i.\text{inverseQoSEvaluation}(\underline{\mu})$
12: \hspace{2em} taskList = taskList \setminus \tau_i$
13: \hspace{2em} $B_A = \frac{Q^*_i}{\tau_i.\text{reservationPeriod}()}$
14: \hspace{1em} end if
15: end for
16: if $\sum_{\tau_i \in \text{taskList}} \frac{Q^*_i}{\tau_i.\text{reservationPeriod}()} < 1.0$ then
17: \hspace{1em} $\mu = \bar{\mu}$
18: else
19: \hspace{1em} while $\bar{\mu} - \mu > 0$ do
20: \hspace{2em} $\mu = (\bar{\mu} + \mu) / 2$
21: \hspace{2em} for $\tau_i \in \text{taskList}$ do
22: \hspace{3em} $Q^*_i = \tau_i.\text{inverseQoSEvaluation}(\mu)$
23: \hspace{3em} if $Q^*_i < \tau_i.\text{inverseQoSEvaluation}(\underline{\mu})$ then
24: \hspace{4em} $Q^*_i = \tau_i.\text{inverseQoSEvaluation}(\underline{\mu})$
25: \hspace{4em} taskList = taskList \setminus \tau_i$
26: \hspace{4em} $B_A = \frac{Q^*_i}{\tau_i.\text{reservationPeriod}()}$
27: \hspace{3em} end if
28: \hspace{2em} end for
29: \hspace{1em} if $\sum_{\tau_i \in \text{taskList}} \frac{Q^*_i}{\tau_i.\text{reservationPeriod}()} < B_A$ then
30: \hspace{2em} $\mu = \mu$
31: else
32: \hspace{2em} $\bar{\mu} = \mu$
33: end if
34: end while
35: end if
inverseQoSEvaluation() computes the budget required to attain a specified level of quality; since the Quality is assumed monotone increasing, the inversion can be carried out by a simple dichotomic search.

This operation can be expensive because it entails repeated calls to the solve() method. The code segment between line 8 and 15 computes the budget required to each task for the upper bound \( \bar{\mu} \). If some of the tasks is constrained to a lower bound \( \mu_i \) higher than \( \bar{\mu} \), this task is removed from the subsequent search phases and it is allocated a bandwidth sufficient to attain its lower bound.

The execution of the algorithm is terminated if the total required bandwidth is lower than 100\%, meaning that \( \bar{\mu} \) is attainable and is therefore the optimum. In the opposite case, a binary search is carried out, in which the same steps applied to \( \bar{\mu} \) between line 7 and 15 are applied to the midpoint between \( \mu \) and \( \bar{\mu} \). The search is stopped when the two extreme coincides. It can easily be shown that this algorithm converges to the optimum.

### 6.3 External Modules

As shown in Figure 6.5, the distributions of the computation and inter-arrival times, \( C_i(c) \) and \( Z_i(c) \), can be extracted by analysing the execution traces of the task. As an example, the external tool TrcUtils [7] can be used for this purpose.

The tool uses the Linux ftrace functionality to capture such traces and is organised as a pipeline of trace filters: the first stage of the pipeline (the import filter) transforms the text traces generated by ftrace, which contain redundant information, into an internal binary format, which only contains the relevant information and can be used by later stages of the pipeline.

The next stages of the TrcUtils pipeline consist of a second set of filters that export traces in different formats, parse the internal format to gather various statistics about tasks execution, display the schedule, etc. In this context, the interesting functionality is the generation of PMFs of the computation and inter-arrival times, which can be exported by a new filter into the PROSIT format.

Currently, this mechanism operates correctly only for non self-suspending tasks (that is, real-time tasks for which a job never blocks, and the task blocks only at the end of each job). Work is being done to overcome this limitation taking inspiration from other techniques [32].

Another important activity supported by external tools is the generation of the mapping between probabilistic deadlines and the applications’ quality. Work is in progress to use the PSNRTools [62] to evaluate the quality of media processing tasks, based on the PROSIT outputs.
PSNRTools is a set of video processing tools that can encode an original video stream according to some specified parameters, using ffmpeg, and remove some parts of the video that have been lost or corrupted by some processing application to generate an output stream. A list of lost frames can be generated, for example, by considering the probabilistic deadlines computed by PROSIT.

PSNRTools can then evaluate the differences between the output stream and the original uncompressed video stream, by computing the PSNR or SSIM between them; when a frame is lost, the quality index is computed by using the latest correct output frame (a behaviour similar to the one of a real player).

6.4 Experimental Validation

In order to show the applicability of PROSIT, we have considered 3 different scenarios characterising the main functionality provided by the tool. These scenarios comprise real–time tasks described by both synthetic and experimentally obtained distributions. All the results presented in this section have been measured on a Dell Precision T1700 equipped with an Intel Core i7 8–core processor operated at 3.6 Ghz and with 32 GB of RAM; the tool was compiled with a gcc 4.8.4 and -O3 optimisation switch.

Moreover, in order to collect statistics of the time taken by PROSIT to perform the stochastic analysis or the budget optimisation, each scenario was analysed 50 times. Therefore, the computation times required to obtain these results, and reported here, correspond to the average time of the individual trials with its corresponding 95% confidence interval.

Additionally, PROSIT was used in [84] for the experimental validation and the probabilistic quality optimisation, in [98] for the stochastic analysis, and in [98, 6] for the estimation of the parameters of the model. PROSIT is freely available online for the real–time systems research community and the industrial practitioners.

6.4.1 Analysis of Resource Reservation Scheduling

The first scenario corresponds to the solution of the analysis problem for a reservation–based scheduling algorithm. This scenario comprises two periodic real–time applications that are scheduled through a reservation–based scheduler and whose computation time is described by synthetic distributions. The first task is characterised by a computation time described by an independent and identically distributed random variable; on the other hand, the second task is characterised by a computation time described by a Markov Computation Time Model (MCTM) [98].

https://bitbucket.org/luigipalopoli/prositool.git
Table 6.1: Probability of respecting a deadline equal to the task period with an assigned bandwidth of 51% for different choices of probability solvers. Additionally, in the second column, the time required by PROSIT to obtain these results. The probabilities are very close among each other, however the time required for the analytic method is 3 orders of magnitude smaller than the other methods.

<table>
<thead>
<tr>
<th>Solver</th>
<th>Probability</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>analytic</td>
<td>0.90541422</td>
<td>609.74 ± 9.28 µs</td>
</tr>
<tr>
<td>cyclic</td>
<td>0.92896863</td>
<td>495.66 ± 0.85 ms</td>
</tr>
<tr>
<td>logarithmic</td>
<td>0.92896868</td>
<td>471.18 ± 4.19 ms</td>
</tr>
<tr>
<td>companion</td>
<td>0.92896863</td>
<td>4739.13 ± 4.37 ms</td>
</tr>
</tbody>
</table>

The first task, $\tau_1$, represents a periodic task with period $T_1 = 100000$ µs and scheduling parameters: server period $T_{1s} = 25000$ µs and budget $Q_{1s} = 12750$ µs. The computation time is assumed to be independent and identically distributed, according to a beta distribution: $C_i(c) = J(\alpha, \beta)c^{\alpha-1}(1-c)^{\beta-1}$, with support $c \in [13000, 76500]$ µs, with $\alpha = 1.5$ and $\beta = 4$, and $J(\alpha, \beta)$ is a normalisation constant. The beta distribution is interesting because it is unimodal and has a finite support, which make it a good fit to approximate the behaviour of a large number of real–time applications.

We report the results of the comparison between the numeric solution resulting from the Cyclic Reduction algorithm [19] (cyclic), the Logarithmic Reduction algorithm [66] (logarithmic), the Companion Form algorithm [84] (companion) and the approximated Analytic Bound [84] (analytic). Table 6.1 shows the results obtained with PROSIT. These results were obtained with $\Delta = Q_{1s} = 12750$ µs for the analytic solver; while for the other solvers, $\Delta = 250$ µs.

In accordance with our previous results [84], the cyclic, logarithmic and companion solvers produce almost the same result in terms of probability. Indeed, it is possible to observe that the differences start from the sixth digit. In the case of analytic, being this method an approximated bound, the probability computed is very close to the ones obtained by the numeric algorithms. However, the time required by PROSIT to obtain this result is several orders of magnitude below than the time required to obtain the numeric solutions.

For the second task, we decided to present the whole process depicted in Figure 6.9. Therefore, we have considered a periodic task with computation time described by a MCTM whose distributions were synthetically generated in simulation from a known HMM.
6.4. EXPERIMENTAL VALIDATION

This HMM is considered to have 3 states. The cumulative distribution function for each operating mode is shown, in solid lines, in Figure 6.10 and the transition probability matrix is given by:

\[
\mathbf{M} = \begin{bmatrix}
0.6666 & 0.1221 & 0.2113 \\
0.2471 & 0.6452 & 0.1077 \\
0.1315 & 0.0219 & 0.8466
\end{bmatrix}.
\]

The PROSIT tool was fed with different sequences of synthetically generated samples, obtained from the previously described HMM. This process has been repeated multiple times, for different numbers of operating modes (ranging from 1 to 6). In order to speed up the process of parameter estimation, the generated samples were resampled with \( \Delta = 1000 \mu s \) and the Baum–Welch algorithm was set to perform 100 iterations in the estimation process. The algorithm consistently identified 3 different modes, which present independence in the computation times associated to them, as shown in Table 6.2.

In particular, the transition probability matrix \( \hat{\mathbf{M}} \) estimated with 15000 measures is

\[
\hat{\mathbf{M}} = \begin{bmatrix}
0.6843 & 0.1150 & 0.2007 \\
0.2217 & 0.6741 & 0.1042 \\
0.1247 & 0.0228 & 0.8525
\end{bmatrix},
\]

which has an error that is less than 2%. The estimated probability distributions for the computation times of each operating mode is presented, in dashed lines, in Figure 6.10. It
Table 6.2: Results of the numerical independence tests for the 3 sub–sequences estimated by the Baum–Welch algorithm. A p–value greater than 0.01 allows us to accept the independence assumption.

<table>
<thead>
<tr>
<th>State</th>
<th>z–statistic</th>
<th>p–value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.3731</td>
<td>0.3546</td>
</tr>
<tr>
<td>2</td>
<td>0.5473</td>
<td>0.7079</td>
</tr>
<tr>
<td>3</td>
<td>0.1692</td>
<td>0.5672</td>
</tr>
</tbody>
</table>

is possible to observe that the estimated distributions look pretty similar when compared with the original ones. The measured computation time required by PROSIT to estimate the MCTM parameters was 97.05 ± 1.96 seconds.

As mentioned before, the second task, \( \tau_2 \), whose computation time is described by a MCTM, represents a periodic task with period \( T_2 = 100000 \mu s \) and scheduled through a CPU reservation with server period \( T_s^2 = 25000 \mu s \) and budget \( Q_s^2 = 13000 \mu s \).

Figure 6.11 compares the probability of respecting the deadline estimated by the PROSIT tool when using the MCTM model with 3–states, the simulation results obtained with the simulator included in PROSIT and the simplified i.i.d model presented in [84]. Once again, the i.i.d. approximation produces an optimistic probability that could lead to problems in a real environment. Finally, the time taken by PROSIT to perform this stochastic analysis was 163.19 ± 1.08 ms.

### 6.4.2 Analysis of Fixed–Priority Scheduling

The second scenario corresponds to the stochastic analysis of periodic real–time tasks scheduled with a fixed–priority scheduling algorithm. PROSIT implements the stochastic analysis proposed in [38]. Hence, in order to test the results provided by our tool, we have used the same task sets presented in [50, 38], which are shown in Table 6.3.

The computation time of each task is given by a uniform distribution defined in the bounded set \( \{c_i^{\text{min}}, \ldots, c_i^{\text{max}}\} \), where the symbols \( c_i^{\text{min}} \) and \( c_i^{\text{max}} \) denote the minimum and maximum computation time for the task \( \tau_i \). Additionally, all three task sets in Table 6.3 are assumed to be scheduled by a Rate Monotonic scheduling algorithm. These task sets correspond to synthetic systems and the authors claim that the parameters of the distributions were carefully chosen to accentuate the potential for missed deadlines.

The results obtained with the PROSIT tool are presented in Table 6.4. These results show the probability of respecting the deadline, expressed as the ratio between the number of jobs that finished before the deadline over the total number of jobs. The simulation
Figure 6.11: Comparison of the probability of respecting the deadline for different analysis methods, with a bandwidth fixed to 52%. From 75 ms onwards, the i.i.d. approximation produces too optimistic results when compared with the simulated ones. Modelling the computation times with a MCTM significantly reduces such optimism and the results from the analysis are more accurate with respect to the simulated ones.

results are copied from [50], while the exact analysis results are obtained from [38].

As reported for the previous scenario, the measured computation time required by PROSIT to obtain these results was $174.91 \pm 0.27$ seconds.

6.4.3 The Synthesis Problem

The third scenario corresponds to the solution of the synthesis problem, namely to find an optimal allocation of the bandwidth between the different tasks. In this case, we have evaluated the tool with 2 different task sets. The first task set comprises four periodic real–time applications that are scheduled through a reservation–based scheduler and whose computation times are described by synthetic distributions.

In Table 6.5, we report for each task: the period $(T_i)$, the server period $(T^*_i)$, the lower bound for the Quality of Service $(\mu_i)$, and the QoS function. The Quality is, in this example, a very simple function of the probability $p$ of meeting a deadline set equal to the period. Specifically, the quality function used is defined as follows:
Table 6.3: Characterisation of the 3 task sets used for the stochastic analysis of periodic real-time tasks scheduled by a fixed-priority algorithm. The priorities are assigned according to Rate Monotonic (smaller period, higher priority). The computation times are described by an uniform distribution in the range \([c_i^{\text{min}}, c_i^{\text{max}}]\). These task sets were originally presented in [50].

<table>
<thead>
<tr>
<th>Set</th>
<th>Task</th>
<th>(T_i)</th>
<th>(D_i)</th>
<th>(c_i^{\text{min}})</th>
<th>(c_i^{\text{max}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_1)</td>
<td>(\tau_1)</td>
<td>300</td>
<td>300</td>
<td>72</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>(\tau_2)</td>
<td>400</td>
<td>400</td>
<td>72</td>
<td>150</td>
</tr>
<tr>
<td>(S_2)</td>
<td>(\tau_1)</td>
<td>300</td>
<td>300</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>(\tau_2)</td>
<td>400</td>
<td>400</td>
<td>50</td>
<td>150</td>
</tr>
<tr>
<td>(S_3)</td>
<td>(\tau_1)</td>
<td>300</td>
<td>300</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>(\tau_2)</td>
<td>400</td>
<td>400</td>
<td>1</td>
<td>150</td>
</tr>
</tbody>
</table>

\[
\text{linear}_{p_{\text{min}}, p_{\text{max}}, \alpha}(p) = \begin{cases} 
0 & \text{if } p \leq p_{\text{min}} \\
\alpha (p - p_{\text{min}}) & \text{if } p_{\text{min}} < p < p_{\text{max}} \\
\alpha (p_{\text{max}} - p_{\text{min}}) & \text{if } p \geq p_{\text{max}}
\end{cases} \quad (6.3)
\]

We have executed the synthesis procedure using the infinity norm as the global cost function. This procedure was done using as solvers both the approximated Analytic Bound [84] (analytic) and the numeric solution resulting from the Cyclic Reduction algorithm [19] (cyclic). The former produces a conservative bound on the probability of meeting the deadline. Thereby, an optimisation algorithm based on the analytic bound simply produces suboptimal solutions. On the contrary, the cyclic solver produces an exact solution for the probability (within the limits of a numeric solution) and hence the application of the optimisation algorithm described in the previous section produces the optimal solution.

The results of the optimisation using the analytic bound and the CR are reported in Table 6.6. In particular, we report the optimal value of the budget, the corresponding probability of meeting the deadline and the value of the quality function obtained from Equation 6.3.

In order to make a fair comparison, we have re-evaluated the probability for the optimal budgets using an exact solver (CR) also for the analytic solution. The CR solution clearly produces a closer approximation of the optimal as compared to the suboptimal produced by the analytic solution. Indeed, the infinity norm of the quality is 0.39 for CR and 0.32 for the analytic bound. But, the computation time was 3.74 ± 0.02 ms for the
Table 6.4: The probability of respecting a deadline equal to the task period for the task sets presented in Table 6.3. The results labelled “Simulation” and “Exact Analysis” were taken from the original papers presenting those methods [50] and [38] respectively.

<table>
<thead>
<tr>
<th>Set</th>
<th>Task</th>
<th>Simulation</th>
<th>Exact Analysis</th>
<th>PROSIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>$\tau_1$</td>
<td>100.0 ± 0.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td></td>
<td>$\tau_2$</td>
<td>95.3 ± 0.1</td>
<td>95.3</td>
<td>95.3</td>
</tr>
<tr>
<td>$S_2$</td>
<td>$\tau_1$</td>
<td>100.0 ± 0.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td></td>
<td>$\tau_2$</td>
<td>92.6 ± 0.2</td>
<td>92.6</td>
<td>92.6</td>
</tr>
<tr>
<td>$S_3$</td>
<td>$\tau_1$</td>
<td>100.0 ± 0.0</td>
<td>100.0</td>
<td>99.9</td>
</tr>
<tr>
<td></td>
<td>$\tau_2$</td>
<td>80.8 ± 0.1</td>
<td>80.8</td>
<td>80.8</td>
</tr>
</tbody>
</table>

Table 6.5: Characterisation of the synthetic task set used for the solution of the optimisation problem. The minimum Quality of Service required is denoted by $\mu_i$; while the parameters of the Quality of Service function are described in Equation (6.3).

<table>
<thead>
<tr>
<th>Task Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>$\tau_1$</td>
</tr>
<tr>
<td>$\tau_2$</td>
</tr>
<tr>
<td>$\tau_3$</td>
</tr>
<tr>
<td>$\tau_4$</td>
</tr>
</tbody>
</table>

analytic bound and 1042.99 ± 0.62 seconds for CR.

The second task set correspond to a real application, where a computing board is used to process, in real–time, multiple videos at the same time. It is based on two different videos encoded with a bit–rate of 600 Kb/s: the first one, “BridgeClose”\(^3\), displays a bridge with occasional people coming through, hence it is characterised by a single, almost static scene with slow movements; the second video, “The UFO”\(^4\), is a movie trailer characterised by frequent scene changes and rapid movements.

One of the best known ways to evaluate the quality of a video is the Peak Signal–to–Noise Ratio (PSNR), which is computed comparing pairwise the frames of the original raw video and of the one obtained after encoding and decoding it [63, 62]. This metric can be evaluated considering a video player implemented as a periodic real–time task.

\(^3\)http://trace.eas.asu.edu/yuv/index.html
\(^4\)http://www.theufo.net/index2.htm – trailer 1
Table 6.6: Optimal budget allocation for the tasks in the synthetic task set of the optimisation problem. For each method it is reported: the assigned bandwidth, the probability of respecting the deadline and the Quality of Service metric. The assigned bandwidths are almost the same for the 2 methods.

<table>
<thead>
<tr>
<th>Task</th>
<th>analytic</th>
<th>cyclic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Q_i^a$ $p_i$ $\mu$</td>
<td>$Q_i^c$ $p_i$ $\mu$</td>
</tr>
<tr>
<td>$\tau_1$</td>
<td>35 0.691448 0.3407</td>
<td>34 0.788359 0.3892</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>25 0.644236 0.3171</td>
<td>25 0.830756 0.4104</td>
</tr>
<tr>
<td>$\tau_3$</td>
<td>29 0.709177 0.3496</td>
<td>29 0.819039 0.4045</td>
</tr>
<tr>
<td>$\tau_4$</td>
<td>24 0.681572 0.3358</td>
<td>24 0.825144 0.4076</td>
</tr>
</tbody>
</table>

Table 6.7: Experimental results of the probabilistic optimisation of the Video Decoder Application for the two streams: BridgeClose and The UFO. For each method it is reported: the assigned bandwidth, the probability of respecting the deadline and the Quality of Service metric.

<table>
<thead>
<tr>
<th>Task</th>
<th>analytic</th>
<th>cyclic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Q_i^a$ $p_i$ $\mu$</td>
<td>$Q_i^c$ $p_i$ $\mu$</td>
</tr>
<tr>
<td>BridgeClose</td>
<td>2802 0.738281 39.6030</td>
<td>2550 0.746905 39.6799</td>
</tr>
<tr>
<td>The UFO</td>
<td>6684 0.997792 41.5377</td>
<td>6949 0.998912 41.5847</td>
</tr>
</tbody>
</table>

If a job misses its deadline, the video frame is not played back but it is decoded (to allow the incremental decoding of the frames that follow). In this case, the behaviour of most players is to fill–in the “hole” by simply repeating the last decoded frame. This is perceived by the user as a reduction in quality, which is well reflected in a degradation of the PSNR.

The PSNR was interpolated by a line with a slope of 8.9128 and a y–intercept of 33.112 for “BridgeClose” and a slope of 42.051 for “The UFO”. This difference is explained by the different nature of the movies: static the former and dynamic the latter. Both movies were decoded using a player executed by a periodic task and scheduled by the SCHED_DEADLINE policy. The distributions of the computation times were recorded on a notebook powered by an Intel Atom Processor, and the resulting CDFs are shown in Figure 6.12.

Choosing 30 ms for the activation period (corresponding to 33 fps), setting the server period to 10 ms, and restricting the total bandwidth available to 95% (to leave some room for other applications), the tool produces the results presented in Table 6.7. We identified
empirically the minimum acceptable PSNR as 31 for “BridgeClose” and 39 for “Ufo”. These values were codified as constraints in the optimisation problem. As a solver for the probability computation we have considered the approximated Analytic Bound \[84\] (analytic) with \(\Delta = Q^s\) and the numeric solution resulting from the Cyclic Reduction algorithm \[19\] (cyclic) with \(\Delta = 50\mu s\).

For both solvers, the solution assigns a larger bandwidth to the “The UFO” stream, approximately 69% for the cyclic and 66% for the analytic; this is because the quality degrades more quickly with the probability of meeting the deadline for “The UFO” than for “BridgeClose”. In this case, the use of the analytic bound produces an optimal value of 41.5377 in 120.38 \pm 5.6 ms, which is pretty much the same value as the one obtained with the cyclic reduction (41.5847), however the computation time of 510.28 \pm 0.21 seconds for the latter is three orders of magnitude above. This result confirms our preliminary observation, the analytic approach is viable if a quick computation is required (e.g., if the tool is used on-line), while the exact approaches are preferable when an offline execution of the tool allows for a more precise solution.

### 6.4.4 PROSIT Scalability

As mentioned in Section 5.5.3, the tractability of the system depends on the dimension of the probability transition matrix \(P\) of the QBDP presented in Equation 5.8 and described in Section 5.3.1. The dimension of the transition matrix depends on the granularity
Table 6.8: Dimension of the probability transition matrix of the QBDP for two different applications. In the left, the 3D map navigator application presented in Section 4.3.1 and scheduled using a resource reservation algorithm. In the right, the task set $S_1$ presented in Table 6.3 and scheduled using a fixed-priority algorithm.

<table>
<thead>
<tr>
<th>Granularity [µs]</th>
<th>Matrix size</th>
<th>Hyperperiod [ms]</th>
<th>Matrix size</th>
</tr>
</thead>
<tbody>
<tr>
<td>24000</td>
<td>34 × 34</td>
<td>300</td>
<td>426 × 426</td>
</tr>
<tr>
<td>12000</td>
<td>64 × 64</td>
<td>400</td>
<td>538 × 538</td>
</tr>
<tr>
<td>6000</td>
<td>126 × 126</td>
<td>600</td>
<td>962 × 962</td>
</tr>
<tr>
<td>3000</td>
<td>250 × 250</td>
<td>1200</td>
<td>1394 × 1394</td>
</tr>
<tr>
<td>1500</td>
<td>498 × 498</td>
<td>1400</td>
<td>2034 × 2034</td>
</tr>
<tr>
<td>1000</td>
<td>748 × 748</td>
<td>1500</td>
<td>2234 × 2234</td>
</tr>
<tr>
<td>500</td>
<td>1494 × 1494</td>
<td>1750</td>
<td>2346 × 2346</td>
</tr>
<tr>
<td>250</td>
<td>2986 × 2986</td>
<td>2000</td>
<td>2458 × 2458</td>
</tr>
<tr>
<td>100</td>
<td>7464 × 7464</td>
<td>2100</td>
<td>2658 × 2658</td>
</tr>
</tbody>
</table>

Additionally, depending on the scheduling algorithm, the dimension of the transition matrix could be affected by: the number of modes identified for the MCTM, the task period ($T$) and the scheduling parameters ($Q^s, T^s$) for the case of resource reservations; while for the case of fixed-priorities it can be affected by the hyperperiod of the tasks.

Table 6.8 shows the dimension of the probability transition matrix for different values of the granularity parameter for the 3D map navigator application example, presented in Section 4.3.1. For the case of fixed-priority scheduling, it is presented the task set $S_1$ described in Table 6.3 with a granularity = 1000µs and different values for the hyperperiod, meaning different choices for the task period $T_1 \in \{200, 250, 300\}$ and $T_2 \in \{300, 350, 400\}$.
Chapter 7

Conclusions and Future Work

Extensive literature supports the paradigm of stochastic analysis for real-time systems under the assumption that the stochastic process describing the computation times is independent and identically distributed (i.i.d.). This thesis presents some of the most relevant and conventional solutions that have been explored in the scientific community.

A frequent choice is to ignore the correlation structure and to consider the process as i.i.d., which we have shown with experimental data that may fall short of producing decent results in some applications.

Moreover, the ever increasing development of real-time robotics applications presenting correlation in their computation times has raised the attention of the community to the proper applicability of the i.i.d. assumption when dealing with this type of applications.

This dissertation elaborates on the identification of a particular model for the computation times that are not independent and identically distributed. In particular, a more general Markovian model, that we have called: the “Markov Computation Time Model” (MCTM), is introduced. This model associates a different state with every working condition of the system and generates a different distribution in each of these cases, recovering the i.i.d. process as a special case.

In order to apply the machinery developed for the probabilistic guarantees within the MCTM model, it is necessary to properly characterise its parameters. Hence, this research focused on an effective procedure for identifying the parameters of the MCTM from a limited number of observations, adapting ideas and techniques from HMM estimation. The effectiveness of the approach has been proved on both synthetic data and on real data sets taken from different robotic applications.

When the identification process determines that the computation times of the given real-time application fulfil the conditions to be described as a MCTM, it would be possible to perform the stochastic analysis. Therefore, we have also presented an adaptation of the standard techniques on probabilistic guarantees to cope with this new type of model. The
adapted technique provides numerically efficient probabilistic guarantees for respecting the deadlines.

Once again, through a series of experimental cases, we have proved that the proposed methods can be considered a more accurate and suitable solution for the stochastic analysis. The obtained results both in synthetic and real–life scenarios produced a more tight condition when compared with the one obtained by the customary i.i.d. assumption.

Moreover, we have developed a software tool for the probabilistic design of real–time systems. The tool, called PROSIT, is implemented as a C++ library under the GNU GPL license and is available, with several examples and datasets including all the experiments presented in this thesis, at https://bitbucket.org/luigipalopoli/prositool.git.

Various research activities can be organized from this point. First, it is possible to extend the analysis presented in this thesis to the case of aperiodic tasks, which are more frequently encountered in robotic applications. Probabilistic guarantees for aperiodic tasks can be given in case of i.i.d. computation and inter–arrival times, as shown in Chapter 4. If the stochastic process describing the inter–arrival times can be modelled as a Markov Modulated Process, it could be possible to apply a similar technique in order to estimate its parameters and the stochastic analysis could also be extended to cope with Markovian inter–arrival times.

Future research efforts can also be directed towards the development of a supervisor algorithm that periodically verifies whether the modelled system properly represents the current situation. For instance, considering a mobile robot which navigates a certain environment, it is perfectly possible that the estimated parameters of the MCTM vary in time (e.g., the robot faces an environment which is modelled by a 3–states MCTM while suddenly enters a different environment which is better modelled by a 6–states MCTM).

Depending on different factors such as: the minimum number of samples required to perform the parameter estimation, the time required to estimate the parameters of the MCTM, the computational power required by the robot to performs the analysis; it could be possible to devise an online and iterative algorithm which will incrementally adapt the estimated parameters of the model as the samples are collected.

Such a method could potentially pave the way for the development of adaptive scheduling schemes: adaptive reservations, in which the scheduling parameter, namely the bandwidth assigned to each task is adjusted online in order for the application to meet a target on the Quality of Service requirements (e.g., probability of respecting the deadline).

Another research avenue regards modern multi–core systems. Although the proposed technique focuses on single–processor systems, it can also be applied on multi–core architectures with partitioned scheduling. Statically assigning a set of tasks to a cpuset containing a single CPU simulates, a single–processor architecture. Under these condi-
tions it is possible to perform the stochastic analysis of the tasks as if they were executed on a single-processor system.

However it is necessary to investigate whether the measured computation times obtained from a single-processor system are comparable to the ones obtained in a multi-processor system with partitioned scheduling in order to characterise and account for the overhead introduced by the architecture.

Additionally, it could be possible to combine the proposed techniques in order to produce a comprehensive strategy for the deployment of the real-time tasks. The PROSIT tool could include some extra features allowing the designer to analyse the schedulability of a set of tasks running on a multi-processor architecture with partitioned scheduling.

The extra features should include a CPU load balancing algorithm in such a way that, when possible, the tool will also produce the optimal partition of the tasks among the defined cpusets guaranteeing a fair load among the CPUs and the respect of the required Quality of Service metrics.

Another possible direction to follow, based on the proposed approach developed in this thesis, considers the investigation of the level of sensitivity/tolerance provided by the presented analysis regarding the respect of the measured computation times towards the empirical PMF.

This study could be considerably useful in the case of persistent effects derived of interference between tasks. In particular, any possible additional time required by a cache miss or a bus contention introduces more variability in the computation times. If not accounted for, this variability could lead to severe differences between the probability of respecting the deadline obtained by the system and the one estimated by the analysis.

Regarding the PROSIT tool, an intense development activity covering a significant number of features of the tool, such as: 1) the definition of new solution algorithms for probability computation, 2) the definition of new quality metrics, 3) the definition of different optimisation algorithms, 4) the definition of a library for different distribution types (e.g., Uniform, Beta, Gaussian, etc.) allowing the user to customise the distribution parameters, 5) full support for fixed-priority systems including the solution for the synthesis problem by following the algorithms presented in [77], is currently ongoing.

From the modelling point of view, we are looking at different types of real-time applications (e.g., multi-task and distributed applications); the analysis of such applications will extend the library of available quality functions. Finally, the production of a Graphical User Interface (GUI) is also planned as an important future activity.
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