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implicit numerical methods on staggered meshes in order to analyse their properties and
in order to show the potential applications of this family of scheme in the fields of com-
putational fluid dynamics. In particular, two big topics are investigated. In the first part
of the thesis, pressurized fluids in elastic pipes are investigated using staggered semi-
implicit methods. In particular, the governing PDEs are first solved using finite volume
schemes and successively they are integrated using arbitrary high order accurate Discon-
tinuous Galerkin methods. Afterwards, in the second part we present a novel nonlinear a
posteriori stabilization technique for high order staggered semi-implicit Discontinuous
Galerkin finite element schemes. This strategy is based on the combination of a pos-
teriori detection criteria with the use of staggered semi-implicit subcell finite volume
schemes in those cells that have been detected as troubled. The new limiter is applied
to the shallow water equations and to the Euler equations of compressible gasdynamics.
To the best knowledge of the author, this is the first time an a posteriori subcell finite
volume limiter has been proposed for high order discontinuous Galerkin schemes. In
addition, this new tool is fundamental in order to carry out simulations for real world
problems using high order Discontinuous Galerkin schemes, such as the treatment of
wet and dry fronts in shallow water flows.
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Abstract

Abstract

In the present work we solve systems of partial differential equations (PDE) for hy-
perbolic conservation laws using semi-implicit numerical methods on staggered meshes
applied both to the class of finite volume (FV) and both to the family of high order Dis-
continuous Galerkin (DG) finite elements schemes. In particular, we want to show that
these new semi-implicit schemes can be applied in several fields of applied sciences,
such as in geophysical flows and compressible fluids in compliant tubes.

Inside this thesis we distinguish two big parts. First, we consider staggered semi-implicit
schemes for compressible viscous fluids flowing in elastic pipes. This topic is very im-
portant in several practical applications of civil, environmental, industrial and biomedi-
cal engineering. Here, we analyse the accuracy and the computational efficiency of fully
explicit and semi-implicit 1D and 2D finite volume schemes for the simulation of highly
unsteady viscous compressible flows in laminar regime in axially symmetric rigid and
elastic pipes. We consider two families of differential models that can be used to pre-
dict the pressure and velocity distribution along the tube. One is the so called 2Dxr
PDE model which is derived from the full compressible Navier-Stokes equations under
the assumptions of a hydrostatic pressure and an axially symmetric geometry. The sec-
ond family is a simple 1D non-conservative PDE system based on the cross-sectionally
averaged version of the Navier-Stokes equations in cylindrical coordinates. In this last
case, the use of a simple steady friction model is not enough to simulate the wall friction
phenomena in highly transient regime. As a consequence the wall friction model has
to be frequency dependent and, following previous studies present in the literature, we
consider the classes of convolution integral (CI) models and instantaneous acceleration
(IA) models.
We carry out a rather complete analysis of the previously-mentioned methods for the
simulation of flows characterized by fast transient regime in rigid and compliant tubes.
The numerical results show that the convolution integral models are clearly better
than instantaneous acceleration models concerning accuracy. Moreover, for CI mod-
els, instead of computing the convolution integrals, which is very time- and memory-
consuming, we express these methods via a set of additional ODEs for appropriate aux-
iliary variables. This trick improves the computational efficiency of these methods sub-
stantially, since it avoids the direct computation of the convolution integral. In addition,
semi-implicit finite volume methods are significantly superior to classical explicit finite
volume schemes in terms of computational efficiency, however, providing the same level
of accuracy.
We then proceed by extending the finite volume discretization of the 1D and 2Dxr PDE
models to arbitrary high-order of accuracy in space introducing a new SIDG scheme

xii



Abstract

on staggered meshes. Both models include the effects of the viscosity and of the wall
motion. The nonlinear convective terms are discretized explicitly by using a classical
RKDG scheme of arbitrary high-order of accuracy in space and third order of accuracy
in time. The continuity equation is integrated over the elements that belong to the main
grid, while the momentum equation is integrated over the control volumes of the edge-
based staggered dual grid. Inserting the discrete momentum equation into the discrete
continuity leads to a mildly nonlinear algebraic system for the degrees of freedom of the
pressure, which is solved by using the (nested) Newton method of Brugnano, Casulli and
Zanolli. We use the θ-method in order to get second order of accuracy in time for the
implicit part of the scheme. In addition, the schemes have to obey only a mild CFL con-
dition based on the fluid velocity and not based on the sound speed; consequently these
schemes work also in the low Mach number regime and even in the incompressible limit
of the Navier-Stokes equations. This is a very important property, which is the so-called
asymptotic preserving (AP) property of the scheme. We carry out several numerical tests
in order to validate this novel family of numerical methods against available exact so-
lutions and experimental data. We also report numerical convergence tables in order to
show that the new schemes indeed achieve high order of accuracy in space.

In the second part of the thesis, we present a new class of a posteriori sub-cell finite
volume limiters for spatially high order accurate semi-implicit discontinuous Galerkin
schemes on staggered Cartesian grids for the solution of the 1D and 2D shallow wa-
ter equations (SWE) and of the Euler equations both expressed in conservative form.
Here, the starting point is the unlimited arbitrary high order accurate staggered SIDG
scheme proposed by Dumbser and Casulli (2013). For this method, the mass conserva-
tion equation and the momentum equations are integrated using a discontinuous finite
element strategy on staggered control volumes, where the discrete free surface elevation
is defined on the main grid and the discrete momentum is defined on edge-based stag-
gered dual control volumes. According to the semi-implicit approach, pressure terms
are discretized implicitly, while the nonlinear convective terms are discretized explicitly.
Inserting the momentum equations into the discrete continuity equation leads to a well
conditioned block diagonal linear system for the free surface elevation which can be ef-
ficiently solved with modern iterative methods.
Furthermore, the staggered SIDG is also extended to the Euler equations of compress-
ible gasdynamics. Here, the governing PDE are rewritten using a flux vector splitting
technique. The convective terms are updated using an explicit Runge-Kutta DG integra-
tor. Then, the discrete momentum equation, which is integrated again on the dual grid,
is coupled with the discrete energy equation that is discretized on the control volumes
of the main grid. The pressure is efficiently obtained solving a linear system combined
with an iterative Picard iteration procedure.
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However, according to Godunov’s theorem, any unlimited high order scheme inevitably
produces spurious oscillations in the vicinity of discontinuities and strong gradients.
Therefore, in this PhD thesis the family of a posteriori sub-cell finite volume limiters
recently introduced by Dumbser et al. (2014) for explicit DG schemes is also extended
for the first time ever to semi-implicit time discretizations.
At time tn the unlimited DG scheme is run in order to produce a so-called candidate
solution for time tn+1. Later on, we find the cells characterized by a non-admissible
candidate solution using physical and numerical detection criteria based on the positiv-
ity of the solution, the absence of floating point errors and the use of a relaxed discrete
maximum principle (DMP) according to the MOOD strategy of Clain, Loubère and Diot
(2013).
In all the cells marked as troubled control volumes a lower order but more robust semi-
implicit finite volume (FV) method is then applied on a sub-grid composed of 2P + 1
cells, where P denotes the polynomial degree used for approximating the discrete solu-
tion within the DG scheme. Then, after having identified the troubled cells, the linear
system for the new pressure terms is assembled and solved again, where unlimited cells
use the high order semi-implicit DG scheme and limited cells are evolved via the more
robust finite volume method on the subgrid. Finally, from the subcell finite volume av-
erages a higher order DG polynomial is reconstructed and the scheme proceeds with the
next time step.
We apply the new semi-implicit staggered DG method with a posteriori subcell FV lim-
iter to classical benchmarks such as Riemann problems in 1D and circular explosion
problems in 2D with shock waves, showing that the new subcell limiter resolve shocks
successfully and accurately without producing spurious oscillations. Moreover, in the
benchmarks characterized by smooth solutions the detector does not find any troubled
cells. As consequence, the limiter is not activated and the method corresponds to the un-
limited staggered semi-implicit DG scheme. For SWE we carry out additional numerical
tests in order to show the well-balanced property of the method and that it is also able to
deal with wet and dry fronts properly.
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1 Introduction

Many problems and phenomena investigated by science and engineering can be ex-
pressed by the principle of conservation of certain physical properties, such as mass,
momentum and total energy. Consequently, the behaviour of a physical system is gov-
erned by conservation laws, which are mathematically classified as partial differential
equations (PDEs), since the physical quantities in general depend on space and time.
In particular, the phenomena of the fundamental branches of continuum mechanics are
described by PDEs, but for this family of equations, exact solutions are available only
in very simple situations. Over the last fifty years, great advances have been made in
the field of numerical analysis and the approximation of PDEs has a fundamental impor-
tance in engineering and applied sciences.
In the following, without claiming to be exhaustive, we briefly recall the most widespread
strategies adopted in order to approximate PDEs numerically. For every class, we state
the advantages and the disadvantages, in particular, focusing the attention on semi-
implicit schemes, since this is the family of methods that has been mainly investigated
in this thesis. For the sake of clarity and in order to ease notation, in this introduction we
consider only rather simple examples of PDEs in one space dimension, in to highlight
the benefits and drawbacks of the different methods.

1.1 Explicit schemes

First, we consider explicit methods, which are one of the most widespread strategies for
solving non-linear hyperbolic time-dependent systems of conservation laws. A system
of m conservation laws is given as follows

∂Q

∂t
+

∂

∂x
F (Q) = 0, Q ∈ ΩQ ⊂ Rm,F (Q) ⊂ Rm, (1.1)

where Q is the vector of the conservative variables and F (Q) is the flux vector. The
system above is rewritten in the quasi-linear form

∂Q

∂t
+A(Q)

∂Q

∂x
= 0, with A(Q) =

∂F

∂Q
, (1.2)

1



1 Introduction

and where A(Q) is the so-called Jacobian matrix of the flux F (Q); the system is
called hyperbolic if the matrix A has m real eigenvalues and m linearly independent
eigenvectors. We distinguish three categories of explicit methods. The first is the family
of explicit finite difference schemes (FD), where data are represented by point values.
The second one are the finite volume (FV) methods, where data are represented by cell
averages inside each cell. The third type of explicit schemes considered here is the so-
called Discontinuous Galerkin (DG) finite element method (FEM), characterized by high
order polynomial data inside each control volume, with a discontinuity (jump) at the cell
interfaces.

1.1.1 Explicit finite volume schemes

Here, we explain shortly the main features and the numerical background of explicit
finite volume schemes; for an exhaustive treatment of these methods see [148]. We de-
note the computational domain in space by Ω = [xL, xR], discretized byNx equidistant
cells, indicated as Ti = [xi− 1

2
, xi+ 1

2
], with constant length ∆x = xR−xL

Nx
. We intro-

duce also a temporal control volume Tn = [tn, tn+1]. Hence the elementary space-time
control volume is denoted as Ti × Tn. We now integrate eq. (1.1) over Ti × Tn and
obtain
x
i+ 1

2∫
x
i− 1

2

Q(x, tn+1)dx =

x
i+ 1

2∫
x
i− 1

2

Q(x, tn)dx+

tn+1∫
tn

F (Q(xi− 1
2
, t))dt−

tn+1∫
tn

F (Q(xi+ 1
2
, t))dt.

(1.3)
Defining the cell averages at the time levels tn by

Qn
i =

1

∆x

x
i+ 1

2∫
x
i− 1

2

Q(x, tn)dx (1.4)

and, successively, the time averaged fluxes at the interfaces xi± 1
2

as

F ni± 1
2

=
1

∆t

tn+1∫
tn

F (Q(xi± 1
2
, t))dt, (1.5)

we end up with the following reformulation

Qn+1
i = Qn

i −
∆t

∆x
(F ni+ 1

2
− F ni− 1

2
), (1.6)
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1.1 Explicit schemes

which is the base in order to build an approximate solution of the system (1.1). In the FV
framework, the key factor is the choice of the numerical flux at the cell interfaces. The
most appropriate option is the Godunov flux, which is based on the exact solution of the
Riemann problem at the cell interface [45, 78, 148]. Since this procedure is also the most
difficult and time-consuming one, several approximate Riemann solvers (RS) have been
proposed in literature. A first example is the Riemann solver of Roe [125] founded on
the idea to linearise the nonlinear Riemann problem in an appropriate manner. Then, one
can use the Riemann solvers of the Harten-Lax-Leer (HLL) family, [85], such as HLLE
[68]. This family of RS is characterized by simplicity and great robustness. However,
they smear out contact discontinuities and other internal waves, which is a big drawback
for large PDEs systems. A significant advance for this problem has been made by Ein-
feldt et al., who proposed the HLLEM Riemann solver [69], and by Toro et al., who
designed the HLLC method [149]. Both, HLLC and HLLEM are able to resolve steady
contact discontinuities exactly, without compromising the robustness of the underlying
HLL scheme. This property made HLLC one of the most widespread Riemann solvers
nowadays, used in many computer codes. The strategy proposed by Osher and Solomon
in [116] is based on path integrals and it is also well-suited for large PDE systems, since
it is a so-called complete Riemann solver. However, the computational cost increases
significantly. In addition, we also mention the local Lax-Friedrichs (LLF) or Rusanov
method [126], which is a very simple but very robust approximate Riemann solver; it
can be seen also as a particular case of the HLL RS. We conclude this list, mentioning
that very recently the Osher and HLLEM Riemann solvers were extended also to non-
conservative systems of hyperbolic PDEs, see [62, 65].
Additionally, the well-known CFL constraint on the time step ∆t is necessary in order
to ensure the stability of an explicit scheme, see [46]. In the one dimensional case, this
stability condition reads:

CFL < 1, with CFL = |λmax,i|
∆t

∆x
, (1.7)

where CFL is the so called Courant-Friedrichs-Lewy number and |λmax,i| is the abso-
lute value of the maximum eigenvalue for everyQn

i .
Moreover, another essential property of any numerical method is the monotonicity. In
general, if this crucial feature is not respected, the method produces non-physical os-
cillations in the presence of shocks and discontinuities. This phenomenon is unwanted,
because it could generate a wrong physical understanding of the results or, even worse,
the simulation could crash. In this sense, a barrier to the construction of monotonicity-
preserving high order FV methods is given by the Godunov theorem [78], which states
that linear monotone schemes can be at most first order accurate. However, over the
years, researchers understood that this theorem can be circumvented by building non-
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1 Introduction

linear high order FV schemes, which respect the monotonicity property. Hence, a fun-
damental improvement in terms of accuracy has been achieved by van Leer [157], who
proposed a nonlinear (data-dependent) reconstruction of piecewise polynomials of de-
gree one in space and time, leading to the so-called MUSCL-Hancock method. The
nonlinearity was achieved by a so-called slope limiter, and in the last decades, many of
such slope limiters have been developed. The MUSCL-Hancock scheme belongs to the
family of so-called Total Variation Diminishing (TVD) schemes, which are second-order
accurate nonlinear methods for which in the scalar 1D case it can be proven that the total
variation (TV) of the discrete solution does not increase in time.
Another significant progress is represented by the class of ENO schemes, proposed by
Harten et al. in [86], and by the WENO scheme of Jiang and Shu [93]. ENO and WENO
schemes are based on nonlinear data-dependent reconstruction, making use of several
reconstruction stencils in order to find the least oscillatory reconstruction polynomial.
High order of accuracy in space is achieved by extrapolating the values to the cell inter-
faces from the nonlinear reconstruction polynomial, while integration in time is typically
done using high order TVD Runge-Kutta methods, see [40, 93].
Another successful strategy is the ADER scheme of Toro and Titarev [145, 146, 150,
151], where high order of accuracy in space and time are achieved in one step by using
the approximate solution of the generalized Riemann problem.
The finite volume methods mentioned above can also be extended to nonlinear systems
of hyperbolic conservation laws in multiple space dimensions, see [148]. We distinguish
two different ways, depending on the subdivision of the computational domain. The first
strategy is based on regular Cartesian grids and the other approach uses unstructured
grids, typically adopted for the discretization of geometrically complex domains. For
this last case we mention the possibility to discretize the system of PDEs also on moving
conforming and non-conforming unstructured meshes, see e.g. [15, 16, 17, 76, 77].
To summarize, explicit finite volume methods are widely used for the numerical simu-
lation of nonlinear hyperbolic systems of PDEs. They are characterized by great robust-
ness and there are several strategies in order to obtain high order of accuracy in space and
time. However, they are not suitable for the simulation of low Mach number or nearly
incompressible flows, since the CFL condition (1.7) of an explicit FV scheme is based
on the sound speed, which is contained in the eigenvalues of the compressible Euler sys-
tem. Furthermore, in some particular situations, such as the simulation of compressible
turbulent flows and the resulting acoustic waves, a data representation based merely on
piecewise constant cell averages may not be enough. This makes piecewise polynomial
data more desirable for the design of high order schemes.
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1.1 Explicit schemes

1.1.2 Explicit Discontinuous Galerkin schemes

In the previous section, we explained that in the finite volume framework the computa-
tions are carried out using only cell averages and, consequently, high order finite volume
schemes are based on reconstruction procedures of the piecewise constant values that
lead to high order polynomials.
The discontinuous Galerkin schemes belong to the family of explicit discontinuous fi-
nite elements methods, and arbitrary high order of accuracy in space is easily obtained by
working with piecewise polynomial basis functions. DG has first been proposed by Reed
and Hill in 1973 for the investigation of neutron transport [124] and after fifteen years
Cockburn and Shu recovered the method and they extended these schemes to general sys-
tems of nonlinear hyperbolic equations in a famous series of papers [41, 42, 43, 44, 44].
Considering the governing system of PDEs in eq. (1.1) and the computational domain
Ω introduced in the previous section, we multiply all the terms by a test function that
consist in piecewise polynomials of degree P . Q and F are projected into a discrete
space spanned by the same piecewise polynomial basis functions and within each spatial
control volume they are expressed as follows:

Q(x, t) =

P∑
l=0

φl(x)Q̂l(t), F (x, t) =

P∑
l=0

φl(x)F̂l(t) (1.8)

where Q̂(t) and F̂ (t) are the so-called degreed of freedom of the vector of the conser-
vative variables and of the flux vector, respectively. Then, we integrate over the control
volume Ti and integration by parts produces

x
i+ 1

2∫
x
i− 1

2

φ
∂Q

∂t
dx+ φ(xi+ 1

2
)Fi+ 1

2
− φ(xi− 1

2
)Fi− 1

2
−

x
i+ 1

2∫
x
i− 1

2

∂φ

∂x
F (Q)dx = 0. (1.9)

In eq. (1.9)Fi± 1
2

= Fi± 1
2

(
Q−
i± 1

2

,Q+

i± 1
2

)
are computed by using one of the numerical

fluxes discussed in section 1.1.1 evaluated at the boundary extrapolated values Q±
i± 1

2

on the right and the left of the cell interface. The discretization of the PDE system
continues using a TVD Runge-Kutta time integration. In most cases, the third order
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1 Introduction

accurate version of the TVD Runge-Kutta method is used. It reads as follows:

k̂1 = Q̂n + ∆tLh
(
Q̂n
)
,

k̂2 =
3

4
Q̂n +

1

4
k̂1 +

1

4
∆tLh

(
k̂1

)
,

Q̂n+1 =
1

3
Q̂n +

2

3
k̂2 +

2

3
∆tLh

(
k̂2

)
,

(1.10)

where the operator Lh contains the space discretization

Lh
(
Q̂
)
i

= − 1

∆x
M−1

(
ϕ(1)Fi+ 1

2
−ϕ(0)Fi− 1

2
−K · F̂i

)
. (1.11)

In addition, in eq. (1.11) the following universal matrices were introduced

Mkl =

∫ 1

0

ϕ(ξ)ϕ(ξ)dξ, Kkl =

∫ 1

0

ϕ′(ξ)ϕ(ξ)dξ, (1.12)

which can be simply precomputed. The success of the DG scheme is mainly based on the
fact that it can easily obtain arbitrary high order of accuracy in space, and the third order
of accuracy of the time integration is usually sufficient for many practical application.
We also mention the so called ADER-DG method [53, 88, 122, 135], which achieves
arbitrary high order of accuracy in space and time in a single step, which makes ADER-
DG a fully discrete one-step scheme. However explicit DG schemes suffer of a very
severe stability condition on the time step, because the Courant number depends on the
polynomial degree P approximately as follows

CFL <
1

2P + 1
. (1.13)

Another important drawback is the fact that the DG scheme, as presented above, is lin-
ear in the sense of Godunov. Hence, spurious oscillations are inevitably generated in
the vicinity of steep gradients and discontinuities. The design of appropriate limiters
for high order DG methods is still an open subject of research and several different
approaches have been proposed in the literature over the years. A first family of lim-
iting strategies is the so called a priori limiting. It is divided into three main classes
that are the artificial viscosity method [3, 114, 118], (H)WENO limiting [2, 94, 95] and
slope/moment limiters [24, 49, 50, 100, 101, 108]. Recently, a novel family of a posteri-
ori sub-cell finite volume limiting on uniform and adaptive Cartesian has been proposed
in [64, 163]. This approach has been successfully extended also to fixed and moving
unstructured grids in [14, 59]. Here, we also mention a family of DG schemes with
a priori subcell finite volume limiting, see [111, 132, 133]. We furthermore provide a

6



1.2 Implicit and semi-implicit schemes

non-exhaustive list of publications of explicit DG schemes in applied sciences consid-
ering the fields of computational fluid dynamics [7, 8, 9, 74], elastic wave propagation
[57, 58, 143] and computational astrophysics [61, 73, 74, 164]. The major problem of
explicit DG schemes is the time step restriction given by the stability condition in eq.
(1.13). This issue can be circumvented or at least alleviated by using either implicit or
semi-implicit time discretizations, which will be discussed in the next section 1.2.

1.2 Implicit and semi-implicit schemes

In this section, we discuss the families of implicit and semi-implicit schemes for the
numerical approximation of PDEs. Instead of explicit schemes, they can also be applied
to parabolic and elliptic PDEs and, in general, they are more efficient because they are
either subject to some milder stability conditions (semi-implicit methods), or they are
even unconditionally stable (fully implicit schemes).
Implicit methods are widespread in physical problems governed by linear or nonlinear
parabolic equations, which describe, for example, the propagation of heat and pollutants,
or groundwater flow in unsaturated porous media. We start by giving a very simple
example of implicit method. For this purpose, we consider the one-dimensional diffusion
equation

∂C

∂t
+
∂F

∂x
= 0, with F = −D∂C

∂x
, (1.14)

where C is the concentration, D ≥ 0 is the diffusion coefficient and F is a flux term
that depends on the D and the gradient of C. Introducing a computational domain Ω =
[xL, xR] subdivided into Nx equally spaced elements, a finite-difference approximation
of eq. (1.14) with an implicit time discretization of the fluxes reads as follows

Cn+1
i +

∆t

∆x
(Fn+1

i+ 1
2
−Fn+1

i− 1
2

) = Cni with Fn+1

i+ 1
2

= −Di+ 1
2

Cn+1
i+1 − C

n+1
i

∆x
. (1.15)

Moving unknowns at time level tn+1 to the left yields

−Di− 1
2

∆t

∆x2
Cn+1
i−1 +(1+Di− 1

2

∆t

∆x2
+Di+ 1

2

∆t

∆x2
)Cn+1

i −Di+ 1
2

∆t

∆x2
Cn+1
i+1 = Cni .

(1.16)
After supplying proper boundary conditions, equation (1.16) repeated for all the indexes
i = 1, .., Nx forms a three-diagonal linear algebraic system with Nx equations and Nx
unknowns. Several strategies can be adopted in order to solve the linear systems that
arise from the implicit discretization of PDEs. For example, Gaussian elimination and
LU factorization methods that belong the so called family of direct methods, see [123].
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Here, we also mention the Thomas algorithm, see [123], which is a particular case of
the Gaussian elimination method applied to tridiagonal systems of equations and which
is particularly efficient in terms of memory and computational cost. Implicit time dis-
cretization can be easily extended to multiple space dimensions; however, the use of
direct solvers for large linear algebraic systems is usually computationally very expen-
sive. An efficient alternative is typically given by the class of iterative linear solvers. In
particular, a robust and fast algorithm is the conjugate gradient (CG) method [87, 123],
which can be applied when the system is symmetric and positive definite. If these two
properties are not satisfied, one can for example use the GMRES method of Saad and
Schultz [127].
The most important feature of fully implicit schemes is the fact that they are uncon-
ditionally stable and, consequently, they become very competitive in those situations
where explicit schemes are restricted by very small time steps due to the CFL condition.
Fully implicit methods can be adopted in order to solve numerically nonlinear PDE sys-
tems like the Navier-Stokes equations. In the context of implicit DG schemes, we refer
the reader to the methods proposed by Bassi et al. [4, 5, 6, 110] and the fully implicit
space time DG schemes of Van der Vegt et al. [98, 156]. Typically, solving nonlinear
systems of PDEs using fully implicit schemes is computationally very expensive, since
the implicit discretization yields strongly nonlinear algebraic systems with huge num-
bers of unknowns and with rather high condition number. In the context of high order
DG schemes, the discretization is carried out mostly on collocated grids.
In order to keep using a large time step but increasing the computational efficiency, the
semi-implicit approach is valid a strategy; hence a general nonlinear system of PDEs is
split [152] as

∂Q

∂t
+

∂

∂x
Fc(Q) +

∂

∂x
Fp(Q) = 0, (1.17)

where Fc(Q) is the nonlinear convective-type flux and Fp(Q) is a pressure flux. In the
semi-implicit philosophy, the convective subsystem is updated explicitly, while the pres-
sure system is integrated using an implicit time discretization. Hence, the time step is
given by a mild stability condition based only on the fluid velocity and not based on
the sound speed. In the framework of finite volume and finite difference methods, sev-
eral very successful semi-implicit schemes have been developed by Casulli et al. for
the shallow water and free-surface Navier-Stokes equations in a well-known series of
papers [27, 28, 29, 33, 35, 36]. These methods are characterized by a staggered grid
approach [84], where the free surface is located in the cell centers and the velocities are
defined at the cell interfaces. Staggered semi-implicit finite volume methods have been
recently also extended to the simulation of blood flow in systems of compliant arteries
[34, 72, 141] and, successively, to the flow of compressible fluids in rigid and elastic
pipes [56]. The idea of staggered meshes for semi-implicit finite volume schemes has
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1.3 Targets of the thesis

been extended also to the numerical simulation of the motion of fluids in porous media
[19, 30, 31, 37], to the compressible Euler and Navier-Stokes equations [55] and to mag-
netohydrodynamics (MHD), see e.g. [66].
In the context of discontinuous Galerkin finite elements, the first high order semi-implicit
DG schemes on collocated meshes were proposed by Dolejsi and Feistauer in [51, 52]
for the Navier-Stokes equations. Further semi-implicit DG schemes on collocated grids
have been proposed for the shallow water equations by Tumolo and Bonaventura in
[154, 155].
A new class of semi-implicit DG methods on staggered meshes was first introduced by
Dumbser and Casulli in [54] for the shallow water equations and this idea was success-
fully extended to unstructured meshes by Tavelli and Dumbser for different PDE systems
in [136, 137, 138, 139, 140, 142] . High-order staggered semi-implicit space-time DG
schemes for the solution of the incompressible Navier Stokes equations on uniform and
adaptive Cartesian grids (AMR) have been proposed in [70, 71].

1.3 Targets of the thesis

The scope of the present work is to solve numerically partial differential equations using
finite volume and high order finite element methods on staggered meshes with a semi-
implicit time integration. Then, we want to use these new schemes in order to investigate
some simple engineering applications.

Hence, at first we develop semi-implicit finite volume and finite elements schemes on
staggered meshes in order to investigate pressurized fluids in rigid and elastic pipes.
These numerical tools are very important in order to carry out simulations for biomedi-
cal, industrial and civil phenomena.

Another part of the work is devoted to the development of a novel shock capturing al-
gorithm for the family of staggered semi-implicit high order Discontinuous Galerkin
method. This tool is fundamental in order to perform successfully simulations charac-
terized by strong shock waves which typically happen for shallow water flows or for
acoustic phenomena at low Mach number regimes.

1.4 Structure of the thesis

The remaining chapters of this doctoral thesis are structured as follows:

• In Chapter 2 we discuss and compare explicit and semi-implicit FV methods for
pressurized viscous compressible flows in elastic tubes with each other. Great
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1 Introduction

attention is dedicated to analyse the different types of frequency-dependent wall
friction models available in literature. Moreover, we propose a new simple and
computationally efficient approximation of Zielke’s convolution integral to ac-
count for frequency-dependent friction.

• In Chapter 3 we still investigate compressible viscous pipe flow phenomena, and
propose a novel staggered semi-implicit DG scheme for a cross-sectionally aver-
aged 1D model and for a hydrostatic, axially symmetric 2Dxr model. After the
theoretical part, we perform several tests in order to validate the novel schemes.

• In Chapter 4 we deal with the 1D and 2D shallow water equations. First, we recall
the basis of the staggered semi implicit DG method of Dumbser and Casulli [54].
Then, we proceed explaining the idea of a new a posteriori sub-cell finite volume
limiter that is needed in order to deal with shock waves (bores) and the problem
of wetting and drying in the shallow water equations. This is the first time ever
that an a posteriori subcell finite volume limiter is used in the context of semi-
implicit staggered DG schemes. In the last part of the chapter we carry out some
benchmark simulations in order to validate the new family of methods.

• In Chapter 5 the new a posteriori subcell finite volume limiter is generalized to
the 1D and 2D compressible Euler equations. We first start with the derivation of
the unlimited SIDG schemes on staggered Cartesian meshes. Then we discuss the
limited scheme and, finally, we execute the validation via several test cases that
involve shock waves and other types of discontinuities.

• In Chapter 6 we draw the conclusions. In particular, we summarize the targets that
have been achieved in this thesis and finally we discuss potential improvements
and further steps that are left to future research.
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2 A comparison of explicit and semi-implicit
finite volume schemes for viscous
compressible flows in elastic pipes in fast
transient regime

In this chapter we compare the accuracy and computational efficiency of fully explicit and semi-
implicit 1D and 2D finite volume schemes for the simulation of highly unsteady viscous compress-
ible flows in laminar regime in axially symmetric compliant tubes. There are essentially two main
classes of mathematical models that can be used to predict the pressure and velocity distribution
along the tube: one class is based on the full compressible Navier-Stokes equations in an axially
symmetric geometry, leading to a two-dimensional governing PDE system with moving bound-
aries, and the other class uses a simpler, cross-sectionally averaged version of the Navier-Stokes
equations, which leads to a non-conservative PDE system in only one space dimension along the
axial direction of the tube. Within the first class of models, the influence of the wall friction on
the flow field is directly obtained from first principles, without any further modelling assumptions
and is thus valid even for highly unsteady flows. In the second case, only averaged flow quantities
are available, and it is well known from previous studies published in the literature that the correct
representation of the wall friction needs to be frequency dependent, since the use of a simple steady
friction model, like the classical Darcy-Weisbach law, is not sufficient to reproduce the wall friction
effects in highly transient flows. For the cross-sectionally averaged Navier-Stokes equations, there
are again two main classes of frequency-dependent wall friction models: convolution integral (CI)
models and instantaneous acceleration (IA) models.
We provide a very thorough and critical comparison of all the above-mentioned methods for the
simulation of highly oscillatory flows in rigid and compliant tubes concerning accuracy and compu-
tational efficiency. From our numerical results we can conclude that the convolution integral models
are significantly superior to instantaneous acceleration models concerning accuracy. Furthermore,
the CI models require only a slight computational overhead if they are properly implemented by
solving a set of additional ODEs for appropriate auxiliary variables, instead of directly computing
the convolution integrals. We also find that semi-implicit finite volume methods are clearly supe-
rior to conventional explicit finite volume schemes concerning computational efficiency, however,
providing the same level of accuracy.
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2 Explicit and semi-implicit FV schemes for compressible flows in elastic pipes

2.1 Mathematical models and numerical methods for pipe
flow

2.1.1 Explicit path-conservative finite volume schemes for
non-conservative hyperbolic systems

After having taken a cross-sectional average of the 3D compressible Navier-Stokes equations in
an axially symmetric duct, the flow of a viscous and compressible fluid in a flexible pipe can be
modeled by a simplified system of 1D partial differential equations (PDE) which is composed by
the continuity and by the momentum equation. It is written as follows:

∂

∂t
(ρA) +

∂

∂x
(ρAU) = 0,

∂

∂t
(ρAU) +

∂

∂x
(ρAU2 +Ap)− p

∂A

∂x
= −2πRτw,

(2.1)

where t ∈ R+
0 is the time, x is the longitudinal coordinate which belongs to the 1D domain

Ω = [xL, xR] ⊂ R , ρ is the density, A is the cross sectional area of the tube, U is the mean
velocity in the x direction, p is the mean pressure and τw is the wall shear stress. This system is
composed by two equations but it has five unknowns. Consequently three closure relations need
to be introduced. The first one relates the pressure with density; here, we use a simple equation of
state that is valid for a barotropic fluid:

p = p(ρ) = p0 + c20 (ρ− ρ0) , (2.2)

where ρ0, p0 and c0 are the reference density, pressure and speed of sound of the fluid, respectively.
The second closure relation connects the cross sectional area of the pipe with the pressure. Here we
use a simple elastic model which is given by Hooke’s law applied to a cross sectional area of a pipe
[79, 105]:

A = πR2, R = R0

√
1 +

2Wp

E∞
. (2.3)

In Eq. (2.3), R0 is the equilibrium radius, E∞ is the Young’s modulus of the material and W is a
geometric parameter which contains the dependence on the wall thickness hw and the Poisson ratio
νw of the tube, see [79, 105]:

W = 2
(hw
R0

)2(1 + νw)− (1− 2νw)

(hw
R0

)2−1
. (2.4)

In this work the material parameters hw and νw are assumed to be constant. Note that when E∞
tends to infinity the tube becomes stiff and, consequently, the wall strain is negligible. The last
closure regards the evaluation of τw . In experiments characterized by fast transient flow the classi-
cal Darcy-Weisbach formula, which is only valid for the stationary regime, has to be supplemented
by an additional term which contains the unsteady friction component for the computation of the
tangential wall shear stress. Under the assumption of laminar flow the total wall shear stress is com-
puted as τw = τs + τu. Here, τs is the quasi-steady friction term expressed as τs = ρλ|U |U/8,
with λ = 64/Re being the usual Darcy-Weisbach friction factor for laminar flows given in terms
of the Reynolds number Re and τu is the unsteady wall shear stress. Its evaluation is discussed
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2.1 Mathematical models and numerical methods for pipe flow

in detail in section 2.1.3. Note that when ∂A/∂x = 0 and τw = 0 in (2.1), one obtains the well
known 1D compressible Euler equations for barotropic fluids.
Introducing the vector of the physical variables defined as Q = (ρA, ρAU)T , system (2.1) can be
written as follows:

∂Q

∂t
+ J(Q)

∂Q

∂x
+B(Q)

∂Q

∂x
= S(Q). (2.5)

where J(Q) = ∂f(Q)/∂Q is the Jacobian matrix of the flux vector f = (ρAU, ρAU2 +Ap)T =
(Q2, Q2

2/Q1 +Ap)T . B(Q)∂Q/∂x represents the non-conservative term and the only non-zero
element of the matrix B is B21 which is equal to B21 = p/( A

c20∂A/∂p
+ ρ); S(Q) is the source

term and the non-zero term is given by the total wall shear stress that has to be properly written in
conserved variables. It is possible to introduce the matrix A(Q) = J(Q) + B(Q) and rewrite the
system (2.5) as a quasi-linear system of PDEs as follows

∂Q

∂t
+ A(Q)

∂Q

∂x
= S(Q). (2.6)

The diagonal matrix of eigenvalues Λ = diag(λ1, λ2) and the matrix of right eigenvectors R of
the matrix A read

Λ =

[
U − c′ 0

0 U + c′

]
R =

[
1 1

U − c′ U + c′

]
with c′ =

c0√
1 +

ρc20
A

∂A
∂p

, (2.7)

where the parameter c′ is the speed of sound modified by the effect of the wall elasticity and the
derivative ∂A/∂p can be directly derived from equation (2.3). Furthermore, it is important to recall
that in the flux calculation the pressure has to be found from the known conservative quantities by
solving the nonlinear scalar equation g(p) = Q1 − ρ(p)A(p) = 0. In order to do this one can
either use a Newton method or the more robust bisection method.
A grid composed by Nx equally spaced intervals Ti = [xi− 1

2
, xi+ 1

2
] is introduced; the length

of each element Ti is equal to ∆x = xi+ 1
2
− xi− 1

2
= (xL − xR)/Nx. The finite volume

update based on a second order space-time TVD reconstruction for a non-conservative system of
hyperbolic equations reads (see [65])

Qn+1
i = Qn

i −
∆t
∆x

(D−
i+ 1

2

+ D+

i− 1
2

)− ∆t
∆x

(f−
i+ 1

2

− f+

i− 1
2

)− ∆t
∆x

B(Q
n+ 1

2
i )∆Qn

i + ∆tS(Q
n+ 1

2
i ),

(2.8)

where the D±
i+ 1

2

are the so-called fluctuations and f±
i+ 1

2

= f(Q
n+ 1

2
,±

i+ 1
2

) are the boundary extrap-

olated fluxes from within the element. The ∆Qn
i are the slopes computed from the cell averages at

time tn by using the standard MINMOD slope limiter (applied componentwise) [148]

∆Qn
i = minmod(Qn

i+1 −Qn
i ,Q

n
i −Qn

i−1). (2.9)
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2 Explicit and semi-implicit FV schemes for compressible flows in elastic pipes

Once that reconstructed values Qn,∓
i± 1

2

= Qn
i ±∆Qn

i at the time tn are known, the quantities at

the boundary and at the half time tn+ 1
2 = tn + 1

2
∆tn are given by the following time evolution:

∂tQ
n
i = −

(f(Qn,−
i+ 1

2

)− f(Qn,+

i− 1
2

))

∆x
−B(Qn

i )
∆Qn

i

∆x
+ S (Qn

i ) ,

Q
n+ 1

2
,∓

i± 1
2

= Qn
i ±

1

2
∆Qn

i +
∆t

2
∂tQ

n
i .

(2.10)

We furthermore have used the abbreviation Q
n+ 1

2
i = Qn

i + 1
2

∆t∂tQn
i . Then, the fluctuations

D±
i+ 1

2

can be computed by using either the Osher Riemann solver [115, 116] or the HLL Rie-

mann solver, both extended to non-conservative systems of hyperbolic equations using the path-
conservative framework of Castro and Parés [26, 117]:

D±
i+ 1

2

= D±OSHER(Q
n+ 1

2
,−

i+ 1
2

,Q
n+ 1

2
,+

i+ 1
2

) or D±
i+ 1

2

= D±HLL(Q
n+ 1

2
,−

i+ 1
2

,Q
n+ 1

2
,+

i+ 1
2

).

(2.11)
We recall that for the path-conservative Osher scheme [67] the jump terms for two general states
QL and QR read

D±OSHER(QL,QR) =
1

2
(

∫ 1

0
A(ψ(s))ds±

∫ 1

0
|A(ψ(s))|ds)(QR −QL), (2.12)

when using the simple segment path ψ(QL,QR, s) = QL + s(QR −QL). However, the path
integral appearing in the expression above can become quite cumbersome to evaluate for general
PDE systems. With an abuse of notation, throughout the rest of the chapter we therefore define
D±OSHER(QL,QR) to be the approximation of (2.12) via numerical quadrature, i.e. as

D±OSHER(QL,QR) =
1

2

G∑
j

wj(A(ψ(sj))± |A(ψ(sj))|)(QR −QL), (2.13)

where the path integral has been approximated using a Gauss-Legendre integration rule with nodes
sj and weights wj on the unit interval [0, 1]. For systems composed of only two PDEs, as the one
considered in (2.1), the HLLEM Riemann solver proposed in [65] reduces to the HLL method, for
which the jumps term (fluctuations) are given by the expressions

D−HLL(QL,QR) = −
sL

sR − sL
[fR − fL + D∗]+

sLsR

sR − sL
(QR −QL),

D+
HLL(QL,QR) = +

sR

sR − sL
[fR − fL + D∗]−

sLsR

sR − sL
(QR −QL),

(2.14)

with the abbreviation D∗ = B̃(QL,Q∗)(Q∗−QL) + B̃(Q∗,QR)(QR−Q∗) and where Q∗
is the intermediate HLL state computed as

Q∗ =
1

sR − sL
[(QRsR −QLsL)− (fR − fL)− B̃(QL,QR)(QR −QL)], (2.15)
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2.1 Mathematical models and numerical methods for pipe flow

and for B̃(Qa,Qb) we have

B̃(Qa,Qb) =

∫ 1

0
B(ψ(Qa,Qb, s))ds ≈

G∑
j

wjB(ψ(sj))(Qa −Qb). (2.16)

The wave speeds are estimated according to [65] as follows,

sL = min(0,Λ(QL),Λ(Q̃)) sR = max(0,Λ(QR),Λ(Q̃)) with Q̃ =
1

2
(QR + QR),

(2.17)
with min(0,Λ, Λ̃) = min(0, λ1, λ2, λ̃1, λ̃2) and max(0,Λ, Λ̃) = max(0, λ1, λ2, λ̃1, λ̃2). As
already mentioned above, in Eq. (2.13) and Eq. (2.16), sj and wj are the points and weights of
an appropriate Gauss-Legendre quadrature formula. Here we consider G = 3 and consequently
s = ( 1

2
−
√

15
10

, 1
2
, 1

2
+
√

15
10

) and w = ( 5
18
, 8

18
, 5

18
). For all the details see [67]. The scheme

obeys the stability condition ∆t = CFL ∆x
max|Λ(Qn

i
)| with CFL ≤ 1 and it is second order accurate

both in space and in time. This stability condition is based on the speed of sound of the flow, but
for incompressible flows, the ratio of flow speed and sound speed (the Mach number) tends to zero.
This means that in the incompressible limit explicit time stepping schemes become increasingly
inefficient and a different strategy, such as the semi-implicit approach explained in [55, 56], has to
be introduced in order to perform faster simulations.
Furthermore, as shown in [65, 104], the path-conservative HLLEM scheme and the path-conservative
Osher Riemann solver are well balanced for certain classes of non-conservative PDE systems. In
particular, these schemes exactly preserve steady state solutions with zero velocity and constant
pressure in ducts with variable reference cross section (A0 = πR2

0) in longitudinal direction.
However, for the sake of simplicity we only consider the case R0 = const, since the main focus
of this chapter is on the detailed study of the influence of the wall friction in highly transient flows.

2.1.2 Semi-implicit finite volume schemes
In order to increase the computational efficiency of the simulation, especially for low Mach num-
ber flows, an alternative semi-implicit discretization can be used in order to approximate the PDE
system (2.1). Here, for convenience, it is rewritten as follows:

∂

∂t
(ρA) +

∂

∂x
(ρAU) = 0, (2.18a)

∂

∂t
(ρAU) +

∂

∂x
(ρAU2) +A

∂p

∂x
= −2πRτs − 2πRτu. (2.18b)

First, a staggered grid is introduced in order to discretize the one-dimensional domain. Hence, the
pipe of length L is divided into Nx intervals of constant length ∆x = L/Nx. The pressure is
located at the cell centers xi, while the velocities and the mass fluxes are defined at the interfaces
xi± 1

2
of the control volumes (see Fig. 2.1). In addition, the θ-method is introduced for the time

discretization, where θ is an implicitness parameter taken in the range 0.5 ≤ θ ≤ 1 for stability.
Moreover, when θ = 1 the scheme is of first order of accuracy in time, while when θ = 0.5 one has
a Crank-Nicolson type scheme of second order. For example, the θ-method applied to the pressure
gives pn+θ

i = θpn+1
i + (1 − θ)pni . The θ-method is widely used in semi-implicit schemes, see

[34, 55, 56, 72, 136, 141], because is it quite a simple and cheap strategy to achieve second order
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2 Explicit and semi-implicit FV schemes for compressible flows in elastic pipes

● ●

Ui−1 2 pi Ui−1 2

xi−1 2 xi xi+1 2

x

Figure 2.1: Grid for the semi-implicit 1D scheme: according to the staggered approach,
the pressure is defined in the cell barycenter while the velocity is defined in
the cell edges

of accuracy in time.
The semi-implicit discretization for the continuity equation yields [56]

M(pn+1
i ) = M(pni )−∆t(Qn+θ

i+ 1
2

−Qn+θ

i− 1
2

), (2.19)

where M(pi) = ρ(pi)A(pi)∆x is the mass of fluid contained in the i-th cell and Qn+1

i+ 1
2

=

ρn
i+ 1

2

An
i+ 1

2

Un+1

i+ 1
2

is the mass flow rate with ρn
i+ 1

2

= max[0, 1
2
ρ(pni )+ 1

2
ρ(pni+1)] andAn

i+ 1
2

=

max[0, 1
2
A(pni ) + 1

2
A(pni+1)]. At the same time, the discrete momentum equation reads

Qn+1

i+ 1
2

− FQn
i+ 1

2

∆t
= −An

i+ 1
2

∆t

∆x
(pn+θ
i+1

− pn+θ
i )− 2πRn

i+ 1
2

ρn
i+ 1

2

λn
i+ 1

2

Un
i+ 1

2

Un+1

i+ 1
2

8
− 2πRn

i+ 1
2

(τnu )i+ 1
2
,

(2.20)
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2.1 Mathematical models and numerical methods for pipe flow

where FQn
i+ 1

2

is an explicit and nonlinear operator for the convective terms. It can be computed in

many ways and a simple choice can be a finite volume method based on the Rusanov flux, as done
in [56]:

FQn
i+ 1

2

= Qn
i+ 1

2

−
∆t

∆x
(fni+1 − fni ), where

fi =
1

2
(Un
i+ 1

2

Qn
i+ 1

2

+ Un
i− 1

2

Qn
i− 1

2

)−
1

2
Smax(Qn

i+ 1
2

−Qn
i− 1

2

),

Smax = 2 max(|Un
i− 1

2

|, |Un
i+ 1

2

|).

(2.21)

The evaluation of term τnu is explained in section 2.1.3. Eq. (2.20) can be rewritten as

Qn+1

i+ 1
2

= Gn
i+ 1

2

− θAn
i+ 1

2

∆t

∆x
(pn+1
i+1 − p

n+1
i )−∆tγn

i+ 1
2

Qn+1

i+ 1
2

, (2.22)

where the term γn
i+ 1

2

=
2πRn

i+ 1
2

λn
i+ 1

2

|Un
i+ 1

2

|

8An
i+ 1

2

≥ 0 takes into account the effects of quasi-steady

friction using the Darcy-Weisbach law. Here λn
i+ 1

2

= 64/Re denotes the (local) Darcy friction

factor in terms of the Reynolds number of the flow. MovingQn+1

i+ 1
2

to the left hand side, the previous

expression becomes

Qn+1

i+ 1
2

= (
G

1 + ∆tγ
)n
i+ 1

2
−θ

∆t

∆x
(

A

1 + ∆tγ
)n
i+ 1

2
(pn+1
i+1 − p

n+1
i ), (2.23)

where the quantity Gn
i+ 1

2

includes the nonlinear convection and the known terms at time tn:

Gn
i+ 1

2

= FQn
i+ 1

2

− (1− θ)An
i+ 1

2

∆t

∆x
(pni+1 − pni )− 2πRn

i+ 1
2

(τu)n
i+ 1

2

∆t. (2.24)

Substitution of Eq. (2.23) into Eq. (2.19) yields:

M(pn+1
i )− θ2 ∆t2

∆x

[
(pn+1
i+1 − p

n+1
i )( A

1+∆tγ
)n
i+ 1

2
−(pn+1

i − pn+1
i−1 )( A

1+∆tγ
)n
i− 1

2

]
= bni , (2.25)

which can be written more compactly using the following matrix vector notation

M(pn+1) + Tpn+1 = b(pn), (2.26)

where M is a vector function that contains the non-linearity, T is a symmetric three-diagonal
matrix, pn+1 is the vector of the unknown pressures and bn is the known right hand side term.
System (2.26) is efficiently solved by using either the Newton algorithm of Brugnano and Casulli
[20, 21], or the more general nested Newton algorithm of Casulli and Zanolli [37, 38, 56], if more
complex equations of state are needed, see [55, 56]. When the pressure is known, the numerical
mass flux can be easily computed by using Eq. (2.23) and, consequently, the new velocity is equal
to Un+1

i+ 1
2

= Qn+1

i+ 1
2

/(ρn
i+ 1

2

An
i+ 1

2

). Moreover, the density and the cross sectional area at the new

time are updated using the closures in Eq. (2.2) and in Eq. (2.3).
To improve the information that regards the radial velocity profile, one can use a semi-implicit
scheme for a two-dimensional model such as the one suggested in [56]. This method is an extension

17



2 Explicit and semi-implicit FV schemes for compressible flows in elastic pipes

to weakly compressible flows of the family of semi-implicit methods for blood flow presented in a
series of recent papers [34, 72, 141]. Under the hypothesis of hydrostatic radial pressure equilibrium
and when the longitudinal scale is much larger than the radial one, the motion of a compressible
barotropic fluid in a circular elastic duct is described by the following system of equations, which
is a simplification of the Navier-Stokes equation in cylindrical coordinates:

∂ρr

∂t
+

∂

∂x
(ρur) +

∂

∂r
(ρrw) = 0,

ρ(
∂u

∂t
+ u

∂u

∂x
+ w

∂u

∂r
)+

∂p

∂x
=
µ

r

∂

∂r
(r
∂u

∂r
),

(2.27)

where r is the radial coordinate, µ is the dynamic viscosity, and u and w are the velocity compo-
nents in x and r direction, respectively.
The kinematic boundary condition at the moving wall yields (see [34, 72, 141])

∂R

∂t
+ u

∂R

∂x
− w = 0 for r = R. (2.28)

The first equation of system (2.27) is integrated over the cross section and using the kinematic
boundary condition the following relation is obtained:

∂ρA

∂t
+ 2π

∂

∂x

∫ R

0
ρur dr = 0. (2.29)

The quantities A and ρ can be computed by using the same closures introduced in the previous
section. Similarly to the previous method, in axial direction there are Nx cells of length ∆x and
the pressure pi is located at the center of these control volumes in the position xi. The radial grid is
composed of ring elements of size ∆rn

i+ 1
2
,k

= rn
i+ 1

2
,k+ 1

2

−rn
i+ 1

2
,k− 1

2

with k = 1, 2, ....,Kn
i+ 1

2

where Kn
i+ 1

2

is the number of active rings at the cell interface xi+ 1
2

. Kn
i+ 1

2

is bounded between

1 and Nr , which is the maximum number of ring elements. For simplicity, we will always use
the maximum number of ring elements (Ki+ 1

2
= Nr). However we want to underline that in

principle the semi-implicit 2D scheme allows to modify the number of active layers according to
the wall deformation. The axial velocity u is located at the edge xi+ 1

2
and at the midpoint ri+ 1

2
,k

while wi,k+ 1
2

is defined in the cell barycenter xi and at the edge of the radial segment rk+ 1
2

(see
figures 2.2 and 2.3 ). This discretization of the computational domain yields again a staggered grid.
The momentum equation is discretized using a semi-implicit approach [56]:

qn+1

i+ 1
2
,k
− Fqn

i+ 1
2
,k

∆t
= −an

i+ 1
2
,k

pn+θ
i+1 − p

n+θ
i

∆x
,

+ 2πµ(rn
i+ 1

2
,k+ 1

2

un+θ

i+ 1
2
,k+1

− un+θ

i+ 1
2
,k

∆rn
i+ 1

2
,k+ 1

2

− rn
i+ 1

2
,k− 1

2

un+θ

i+ 1
2
,k
− un+θ

i+ 1
2
,k−1

∆rn
i+ 1

2
,k− 1

2

),

(2.30)

where qn+1

i+ 1
2
,k

= ρn
i+ 1

2

an
i+ 1

2

un+1

i+ 1
2

and an
i+ 1

2
,k

= 2πrn
i+ 1

2
,k

∆rn
i+ 1

2

are respectively the mass

flow and the area of the k-th ring in position xi+ 1
2

. Fqn
i+ 1

2
,k

is an explicit and non-linear operator
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ri+1 2, k
ui+1 2, k

Ri+1 2
n

k=Nr

x = xi+1 2

Figure 2.2: Radial grid for the axial velocity u

for the convective terms. The discrete momentum equation can be rewritten in a more compact
form obtaining the vector of the mass fluxes [56]:

Qn+1

i+ 1
2

= [D−1G]n
i+ 1

2
− θ

∆t

∆x
(pn+1
i+1 − p

n+1
i )[D−1A]n

i+ 1
2
, (2.31)

where Qn+1

i+ 1
2

= (qi+ 1
2
,1, qi+ 1

2
,2, ..., qi+ 1

2
,Kn
i+ 1

2

)T and An+1

i+ 1
2

= (ai+ 1
2
,1, ..., ai+ 1

2
,Kn
i+ 1

2

)T

are column vectors of the mass and of the area of the rings. Dn
i+ 1

2

is a three-diagonal matrix that

accounts for the coefficients of the viscous terms at the time tn + ∆t (see [34, 56, 141]). The
column vector Gn

i+ 1
2

contains the non linear convective terms and the known quantities at time tn.

Eq. (2.29) is approximated by using a finite volume discretization. Also here the θ-method is used
in order to improve time accuracy,

M(pn+1
i ) = M(pni )−∆t(1T ·Qn+θ

i+ 1
2

− 1T ·Qn+θ

i− 1
2

), (2.32)

where we have used the notation 1T = (1, 1, · · · , 1) for a row vector consisting only of ones.
Substituting the discrete momentum equation (2.31) into the discrete continuity equation Eq. (2.32),
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ri, k+1 2

wi, k+1 2

Ri
n

k=Nr

x = xi

Figure 2.3: Radial grid for the radial velocity w

one obtains the following mildly non-linear system:

M(pn+1
i )− θ2 ∆t2

∆x
{(pn+1

i+1 − p
n+1
i )[1TD−1A]

n
i+ 1

2
− (pn+1

i − pn+1
i−1 )[1TD−1A]

n
i− 1

2
}= bni ,

(2.33)
which has the same form of system (2.26) and is therefore solved in the same way at the aid of
the (nested) Newton method. Once the pressure is known, the axial velocity is computed with Eq.
(2.31), while the radial velocity is obtained from the discretization of the continuity equation (2.1).
For more details about the numerical method, see [34, 56, 72, 141].
The stability condition of the semi-implicit schemes corresponds to the stability condition of the
method used for the calculation of nonlinear convective terms. In general, the time step restriction
is only based on the speed of the flow and not on the sound speed. Consequently, these schemes are
very efficient, especially in the case of low Mach number flows. Moreover, if the convective terms
can be neglected, one can simply set Fq = q, and in this case the schemes are unconditionally
stable. However, the time step ∆t should be chosen small enough to reduce the numerical viscosity
and to resolve unsteady flow features properly.

In addition, it is rather simple to show that the semi-implicit schemes satisfy the so-called C-
property, i.e. that these schemes are well-balanced. Consider the case where the cross sectional
reference area of the pipeA0 = πR2

0 is not constant in longitudinal direction, while the pressure is
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2.1 Mathematical models and numerical methods for pipe flow

constant (pni = const.) and the velocity is zero everywhere (Un
i+ 1

2

= 0). In this case the discrete

pressure gradients in (2.20) are zero and also the non-linear convective terms are zero, which can
be easily seen by inserting Un

i+ 1
2

= 0 into Eq. (2.21). Furthermore, also the unsteady friction

terms vanish. As a result, the discrete mass fluxes Qn+1

i+ 1
2

= 0 at time tn+1 remain zero and thus

the pressure remains unchanged (pn+1
i = pni = const.), i.e. the steady state solution is exactly

preserved.

2.1.3 Unsteady friction models

2.1.3.1 Convolution integral methods (CI)

The analytic expression for the calculation of the unsteady loss is given by the convolution integral
of Zielke, see [162],

τu(x, t) =
2µ

R

∫ t

0
W(t− t∗)

∂U(x, t∗)

∂t
dt∗, (2.34)

which is also called frequency dependent friction, since Zielke derived this expression in the com-
plex domain after applying the Laplace transform. Moreover, he assumed incompressible and lam-
inar flow in a rigid pipe and implemented his formula with the method of characteristics. In Eq.
(2.34) the acceleration is multiplied by a weighting functionW of the following form

W(t̂) =


j=6∑
j=1

mj t̂
0.5(j−2) for t̂ ≤ 0.02,

j=5∑
j=1

e−nj t̂ for t̂ ≥ 0.02,

(2.35)

where the coefficients are given by (m1, ...,m6)=(0.282095, -1.250000, 1.057855, 0.937500,
0.396696, -0.351563) and (n1, ..., n5)=(26.3744 ,70.8493, 135.0198, 218.9216, 322.5544), while
t̂ = νt/R2 is the dimensionless time. Note that the domain of definition of the weighting function
is 0 < t̂ < ∞. The numerical evaluation of the convolution integral needs a very large memory
amount and makes this approach computationally very expensive. Consequently, another more ef-
ficient approach is necessary. First, Trikha proposed in [153] an approximated weighting function
of the following form:

Wapp(t̂) =

Nw∑
j=1

mje
−nj t̂, (2.36)

with Nw = 3, (m1,m2,m3)=(40.0, 8.1, 1) and (n1, n2, n3)=(8000, 200, 26.4). Using a weight-
ing function written as series of exponential functions, the unsteady wall shear is calculated with
the formula of Trikha [153]

τnu ≈
2µ

R

3∑
j=1

ynj =
2µ

R
(

3∑
j=1

e
−nj ν∆t

R2 yn−1
j +

3∑
j=1

mj [U
n − Un−1]), (2.37)

which improved the efficiency but not the accuracy because the weighting function of Trikha does
note reproduce well the original function. Successively Kagawa et al. [96] proposed a more accurate
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2 Explicit and semi-implicit FV schemes for compressible flows in elastic pipes

weighting function with Nw = 10 terms (valid for 6.31 · 10−6 ≤ t̂ < ∞ ) and another formula
to approximate the Zielke convolution integral:

τnu ≈
2µ

R

Nw∑
j=1

ynj =
2µ

R
(

Nw∑
j=1

e
−nj ν∆t

R2 yn−1
j +

Nw∑
j=1

mje
−nj ν∆t

2R2 [Un − Un−1]). (2.38)

The coefficients of the Kagawa weighting function are (n1, ..., n10)= (26.3744, 72.8033, 187.424,
536.626, 1570.60, 4618.13, 13601.1, 40082.5, 118153, 348316) and (m1, ...,m10)=(1, 1.16725,
2.20064, 3.92861, 6.78788, 11.6761, 20.0612, 34.4541, 59.4541, 101.59).
Other authors proposed other values for the coefficientsmj and nj for the approximated weighting
function Eq. (3.13), such as Vitkovsky et al. [160] and Vardy and Brown [159]. In addition, Ur-
banowicz and Zarzycky [165] recently proposed a very accurate function with Nw = 26, defined
in the range 10−9 ≤ t̂ < ∞: (n1, ..., n26)= (26.3744, 70.8493, 135.0198, 218.9216, 322.5544,
499.148, 1072.543, 2663.013, 6566.001, 15410.459, 35414.779, 80188.189, 177078.960, 388697.936,
850530.325, 1835847.582, 3977177.832, 8721494.927, 19120835.527, 42098544.588, 92940512.285,
203458923, 445270063.893, 985067938, 2166385707.058, 4766167206.672) and (m1, ...,m26)=
(1 , 1, 1, 1, 1, 2.141, 4.544, 7.566, 11.299, 16.531, 24.794, 36.229, 52.576, 78.150, 113.873,
165.353, 247.915, 369.561, 546.456, 818.871, 1209.771, 1770.756, 2651.257, 3968.686, 5789.566,
8949.468). For a very nice review of convolution integral theory and of its approximation see [165].

2.1.3.2 Instantaneous acceleration methods (IA)

Another class of unsteady friction models is the one called Instantaneous Acceleration based models
and is based on the hypothesis that the unsteady wall shear stress is directly proportional to the
acceleration of the flow. To the knowledge of the authors, the most complete model of this family
is the one of Brunone et al. which is formulated as follows [22, 23, 120]:

τus =
ρDKBru

4
(
∂U

∂t
+ sign(U

∂U

∂x
)c0

∂U

∂x
). (2.39)

Several values have been proposed for the coefficient KBru and here we use the expression sug-
gested by Vardy and Brown in [158] because it seems to be the only one related to the Reynolds
number

KBru = 2

√
7.41

Reχ
, χ = log(

14.3

Re0.05
). (2.40)

2.1.4 A new efficient approximation of the Zielke convolution
integral

The numerical integration of a convolution integral can be very computationally expensive, espe-
cially when long time simulations are required. Here, we derive a new simplification of the model
of Zielke that leads to a new efficient formula for the evaluation of the unsteady wall shear stress.
Our idea follows the approach used in the work of Moczo and Kristek that simplified convolution
integrals in order to compute efficiently material-independent anelastic functions for seismic wave
propagation [112]. Substituting a weighting function expressed as a sum of exponential functions
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(eq. (3.13)) into the convolution integral, the total wall shear is computed as τu =
∑Nw
j τj , where

the j-th component is written as follows

τj(t) =
2µ

R

∫ t

0
mje

−
njν

R2 (t−t∗) dU(t∗)

dt
dt∗. (2.41)

The coefficients mj and nj can be taken from any of the approximated weighting functions previ-
ously citepd. Deriving with respect to time the left and the right side of the previous equation and
applying the Leibniz rule, we obtain the expression

d

dt
τj(t) = −

2µ

R

∫ t

0

dU(t∗)

dt
mj

njν

R2
e
−
njν

R2 (t−t∗)
dt∗ +

2µ

R

dU(t)

dt
mj (2.42)

that can be formally rewritten as an ordinary differential equation

d

dt
τj(t) = −

njν

R2
τj +

2µ

R

dU(t)

dt
mj . (2.43)

Since the coefficients nj can assume very large values [96, 159, 160, 165], the source terms in the
ODE (2.43) are stiff. Hence, for efficiency and stability reasons, the ODE (2.43) is approximated
by using the implicit Euler method

τnj − τ
n−1
j

∆t
= −

njν

R2
τnj +

2µ

R

Un − Un−1

∆t
mj , (2.44)

and finally, after solving for the quantity τnj , the unsteady friction term at time tn reads:

τnu =

Nw∑
j=1

τnj =

Nw∑
j=1

τn−1
j + 2µ

R
mj(U

n − Un−1)

1 +
njν

R2 ∆t
. (2.45)

Here, we deliberately omit the spatial index for the averaged velocity U , since the above formula
(3.12) applies to both, the path-conservative finite volume scheme on collocated grids, as well as to
the semi-implicit finite volume method on staggered grids.

2.2 Numerical results

In this section we show and compare the computational results that have been obtained by applying
the previously presented numerical schemes. We use some abbreviations: PC1D for the explicit
path conservative scheme applied to the 1D model, SI1D and SI2D for the semi-implicit schemes
applied to the one-dimensional and to the two dimensional PDE, respectively. The unsteady friction
model of Urbanowicz and Zarzycki is abbreviated by UZ model. Furthermore, Kagawa ODE and
UZ ODE indicate that the new approximation of the Zielke convolution integral based on the ODE
solver (3.12) has been used, and that it has been implemented by using the coefficients of the
weighting function of Kagawa et al. [96] and of Urbanowicz and Zarzycky [165], respectively. In
addition, the Osher Riemann solver and the HLL Riemann solver give very similar results for the
1D PDE system, which can be explained by the fact that the system does not contain any linearly
degenerate intermediate field. Consequently, in the next plots the numerical solution for the explicit
path-conservative finite volume scheme is referred to the one computed by using the Osher Riemann
solver, in order to keep the images clear and readable. The differences between the methods can be
appreciated in terms of accuracy and computational time for the simulations.
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2 Explicit and semi-implicit FV schemes for compressible flows in elastic pipes

2.2.1 Womersley test
For the first test considered the fluid is assumed incompressible (c0 = 1020) and the pipe rigid
(E∞ = 1020). Consequently, this test case can be numerically performed only by using the semi-
implicit schemes because when the speed of sound c0 and thus also the the maximum eigenvalue
(max|Λ(Qn

i )|) tends to infinity, the system (2.1) is no longer hyperbolic.
An oscillating pressure gradient of the following form

pin(t) = <(pout + LAwe
jωt) = pout + LAw cos(ωt) (2.46)

is imposed in a pipe of length L and radius R. The pressure wave is characterized by an amplitude
Aw and by an angular frequency ω = 2πf . Due to the incompressibility and rigidity conditions,
the pressure varies linearly along the longitudinal coordinates. The axial velocity u is constant in
longitudinal direction while the radial profile is given by the analytic solution of Womersley [161]

u(r, t) = <{Aw
1

jω
[1−

Jo(r̂j3/2Wo)

Jo(j3/2Wo)
]ejωt}, (2.47)

where j =
√
−1 is the imaginary unit, Wo = R

√
ω
ν

denotes the Womersley number and Jo is
the zeroth order Bessel function of complex argument.
For this test we consider L = 1 m,R = 4 · 10−3 m, pout = 5 · 105 Pa,Aw = 1000 Pa, f = 500
Hz and ρ0 = 998.2 kg/m3. According to the solution derived by Womersley, the convective terms
are neglected. The numerical parameter for the grids are Nx = 500 and Nr = 50 while the time
step has been imposed as ∆t = f−1/100, hence a single wave period is resolved in 100 time
steps (100 points per wave length). As initial conditions, in the code for the semi-implicit two di-
mensional method we imposed the velocity profile given by u(r, 0) while for the one dimensional
semi-implicit method, the mean velocity is equal to U = 1/A

∫
u(r, 0)dA.

The velocity computed by the scheme SI2D has to be cross-sectionally averaged in order to have
a consistent comparison against the velocity given by averaged SI1D method, for which we have
implemented and tested several unsteady friction models. Similarly, also the exact solution in Eq.
(3.70) is averaged over the cross section, in order to have the exact mean velocity that is subse-
quently compared against all numerical results.
First, a dynamic viscosity of µ = 10−3 Pa·s is chosen. In Figures 2.4-2.7 the reference solution
is well fitted by the numerical solution of SI2D but also by all the friction models implemented in
SI1D. Later on, the viscosity has been increased by three order of magnitude, hence µ = 1 Pa·s. In
this case, the exact solution is well fitted by all friction models, apart from the models of Trikha and
Brunone, see Fig. 2.9. The first disagreement could be justified by the fact that Trikha’s weighting
function doesn’t approximate well the original function of Zielke. The second mismatch could be
explained because the Brunone model does not take into account the past acceleration of the flows,
such as the model of Zielke and, consequently, also all its approximations.

2.2.2 Impedance matrix for weakly compressible flow in the
frequency domain

The next investigation regards the comparison of the numerical solutions against an analytic solution
derived in the frequency domain that is valid for weakly compressible laminar flows and which has
been exposed in [105]. The system of equations (2.27) is simplified neglecting the radial velocity
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Figure 2.4: Womersley test, µ = 10−3. Exact solution ( ), numerical data given by
SI2D (N) and by SI1D with Zielke model (O)
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Figure 2.5: Womersley test, µ = 10−3. Exact solution ( ), numerical data given by
SI1D with Trikha model (N) and with Brunone model (O)
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Figure 2.6: Womersley test, µ = 10−3. Exact solution ( ), numerical data given by
SI1D with Kagawa model (N) and with Kagawa ODE model (O)
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Figure 2.7: Womersley test, µ = 10−3. Exact solution ( ), numerical data given by
SI1D with UZ model (N) and with UZ ODE model (O)
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Figure 2.8: Womersley test, µ = 1. Exact solution ( ), numerical data given by SI2D
(N) and by SI1D with Zielke model (O)
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Figure 2.9: Womersley test, µ = 1. Exact solution ( ), numerical data given by SI1D
with Trikha model (N) and with Brunone model (O)
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Figure 2.10: Womersley test, µ = 1. Exact solution ( ), numerical data given by
SI1D with Kagawa model (N) and with Kagawa ODE model (O)
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Figure 2.11: Womersley test, µ = 1. Exact solution ( ), numerical data given by
SI1D with UZ model (N) and with UZ ODE model (O)
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w and the convective terms of the momentum equations. Further assumption is the hypothesis
of periodic laminar flow in a situation such that the friction effects given by the frequency are
higher than those of quasi-steady flow conditions. Applying the Laplace transform one obtains the
following expression for an hydraulic system composed by a tube of length L and radius R[
p̂1(s)
p̂2(s)

]
= Z(s)

[
Q̂1(s)

Q̂2(s)

]
=

[
ZL(s)

cosh(γ(s)L)
sinh γ(s)L

−ZL(s) 1
sinh(γ(s)L)

ZL(s) 1
sinh(γ(s)L)

−ZL(s)
cosh(γ(s)L)
sinh γ(s)L

][
Q̂1(s)

Q̂2(s)

]
, (2.48)

where s = jω is the Laplace parameter, p̂(x, s) and Q̂(x, s) are the complex pressure and the
complex volume flow rate. The indices 1 and 2 denote the quantities at the inlet and at the outlet of
the tube, respectively. Consequently, we have p̂1 = p̂(0, s), p̂2 = p̂(L, s) and Q̂1 = Q̂(0, s) and
Q̂2 = Q̂(L, s). Z(s) is the impedance matrix and its elements are expressed as functions of the
hyperbolic sinus and cosine functions. Moreover, ZL is a transfer coefficient given by

ZL(s) = Z0

√
J0(R∗)

J1(R∗)
with Z0 =

√
E′ρ

πR2
, E′ = E

1

1 + E
E∞

W
, (2.49)

where Z0 is the frictionless case of ZL and E′ is the modified total bulk modulus of the system
that takes into account also the wall elasticity. Here, E∞ is the Young modulus of the wall material
and E is the bulk modulus of the fluid, commonly defined as E = ρ0c20; γ is a wave propagation
parameter that is essentially a function of the speed of sound and of the complex radius R∗:

γ(s) =
s

c0

√
−
J0(R∗)

J2(R∗)
with R∗ = j

√
s

ν
R. (2.50)

In order to compute the elements of the impedance matrix for a numerical simulation in the time
domain, a frequency has to be fixed and then an oscillatory pressure gradient is imposed, exactly
like in the Womersley test. The complex quantities p̂ and Q̂ are then computed by applying the fast
Fourier transformation to the time signals of the numerical pressure and mass flow rates taken at the
inlet and at the outlet of the tube. Applying an oscillating pressure signal of the same form given by
Eq. (3.69) the complex pressure at the outlet p̂2 is much smaller than the complex pressure at the
inlet of the pipe p̂1. Moreover, it is possible to demonstrate that the impedance matrix is symmetric
and consequently the elements z11 and z12 of the impedance matrix can be computed as follows
[79, 105]:

z11(s) =
p̂1(s)Q̂1(s)

Q̂2
1(s)− Q̂2

2(s)
z12(s) = −

p̂1(s)Q̂2(s)

Q̂2
1(s)− Q̂2

2(s)
. (2.51)

For additional details about the impedance theory see [105].

2.2.2.1 Rigid case

First, the numerical models are applied in order to reproduce existing experimental measurements
that have been obtained for a test fluid in a rigid pipe characterized by radius R = 4 mm and
length L = 0.791 m. In the semi-implicit schemes the longitudinal resolution is equal to 1 mm and
consequently the number of cells is 791. The radial grid for SI2D is composed by 50 equally spaced
layers. On the contrary, for the path conservative method the number of cells Nx has been chosen
equal to 395 that gives a resolution of 2 mm. This choice for the parameters ∆x and ∆t comes
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from the result of a series of preliminary simulations that will be discussed in subsection 2.2.4.
The investigated frequency range goes from 50 Hz to 2000 Hz using a frequency step of 10 Hz. In
addition, both in the numerical simulations as well as in the measured data, a transient phase occurs
at the beginning of the experiments. During this period the mass flow signals are not regular, but
experiences have shown that they becomes cleaner after 0.1 s. Moreover, the fast Fourier transform
has been applied to the signal composed by the last 50 wave periods. Consequently, for each
frequency the final time of the simulation is equal to 0.1+50/f . According to the hypothesis of this
theory the convective terms are neglected and the semi-implicit schemes are unconditionally stable
but, in order to limit the numerical viscosity and to resolve the unsteady flow features properly, the
parameter ∆t is imposed equal to Tw/100, where Tw is the wave period (Tw = f−1).
In Fig. 2.12 one can see that the numerical solution of the scheme SI2D reproduces perfectly well
the analytic solution without the use of any friction model, since the 2D model is based on first
principles and directly discretizes the viscous terms from the available radial velocity profiles. In
Fig. 2.13 the first element of the impedance matrix is computed using the one dimensional schemes
PC1D and SI1D without any unsteady friction model; here, the numerical data do not fit the exact
solution and, consequently it is possible to understand the crucial role of unsteady (frequency-
dependent) friction models. According to the results of the previous test, also in this case the
approximations proposed by Trikha (see Fig. 2.14) and the model of Brunone (see Fig. 2.19) do
not give good agreements with the reference solution. In the next four figures (Fig. 2.15, Fig. 2.16,
Fig. 2.17 and Fig.2.18) the coefficients of the weighting functions of Kagawa and of Urbanowicz
and Kamil are used to compute the contribution of the unsteady wall shear stress by using both the
formula of Kagawa (eq. (2.38)) and the new ODE integrator (eq. (3.12)); in all these cases the
agreement is very good.

2.2.2.2 Elastic case

Second, the frequency domain is investigated for a generic fluid in a flexible pipe. The wall defor-
mation is governed by the Hooke law presented at the beginning of the chapter. It is a very simple
model for the tube wall and for comparison against experimental data more sophisticated equations
must be used. However, the advantage of the Hook model used for these simulations is that it can
be easily taken into account in the exact solution of the impedance matrix. The fluid properties
are: ρ0 = 998.2 Kg/m3, c0 = 1400 m/s and µ = 10−2 Pa·s. The length of the pipe is L = 1
m and the radius R = 1 mm while the Young’s modulus is E∞ = 1 · 1010 Pa. The longitudi-
nal resolution is still 1 mm for the semi-implicit schemes while it is equal to 2 mm for the path
conservative method. The other numerical parameters are taken equal to the case of the rigid pipe.
The semi-implicit 2D model gives again a very good match compared against the reference solu-
tion (see Fig. 2.20) and also for this test when the unsteady friction is neglected in the 1D models
the disagreement remains high (see Fig. 2.21). The 1D schemes implemented accounting for the
unsteady friction via the convolution integral family match very well the reference solution in the
frequency domain (see Figures 2.22, 2.23, 2.24, 2.25 and 2.26). Also the Trikha method works well
(see Fig. 2.22 ) because the viscosity of the fluid is quite small. However, as shown in Fig. 2.27, the
model of Brunone still gives significant disagreements when compared against the exact solution
in the frequency domain. We want to underline that the approximations of the Zielke model fit the
analytic solution for compressible flow in elastic ducts very well, although the original model was
proposed for incompressible fluids in rigid pipes! Moreover, for these tests the simulations are very
long and it is practically impossible to get the results by using the original Zielke method due to its
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Figure 2.12: Absolute value and phase of the element z11 of the impedance matrix for a
test fluid in a rigid pipe - Reference solution ( ), experimental data (•)
and numerical data from the method SI2D N
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Figure 2.13: Absolute value and phase of the element z11 of the impedance matrix for a
test fluid in a rigid pipe - Reference solution ( ), experimental data (•)
and numerical data from the method SI1D (N) and from PC1D (O) using
only a steady friction model
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Figure 2.14: Absolute value and phase of the element z11 of the impedance matrix for a
test fluid in a rigid pipe - Reference solution ( ), experimental data (•)
and numerical data from the method SI1D (N) and from PC1D (O) with
Trikha model for the unsteady friction term
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Figure 2.15: Absolute value and phase of the element z11 of the impedance matrix for a
test fluid in a rigid pipe - Reference solution ( ), experimental data (•)
and numerical data from the method SI1D (N) and from PC1D (O) with
Kagawa model for the unsteady friction term
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Figure 2.16: Absolute value and phase of the element z11 of the impedance matrix for a
test fluid in a rigid pipe - Reference solution ( ), experimental data (•)
and numerical data from the method SI1D (N) and from PC1D (O) with
Kagawa ODE model for the unsteady friction term
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Figure 2.17: Absolute value and phase of the element z11 of the impedance matrix for a
test fluid in a rigid pipe - Reference solution ( ), experimental data (•)
and numerical data from the method SI1D (N) and from PC1D (O) with
Urbanowicz and Zarzycky model for the unsteady friction term
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Figure 2.18: Absolute value and phase of the element z11 of the impedance matrix for a
test fluid in a rigid pipe - Reference solution ( ), experimental data (•)
and numerical data from the method SI1D (N) and from PC1D (O) with
Urbanowicz and Zarzycky ODE model for the unsteady friction term
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Figure 2.19: Absolute value and phase of the element z11 of the impedance matrix for a
test fluid in a rigid pipe - Reference solution ( ), experimental data (•)
and numerical data from the method SI1D (N) and from PC1D (O) with
Brunone model for the unsteady friction term
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2.2 Numerical results

slowness and due to the massive memory amount that it requires.

2.2.3 Water hammer

The last test presented here is a typical benchmark problem used to assess the quality of different
unsteady friction models. In a long pipeline characterized by normal flow and with a constant hy-
draulic head upstream given for example by a reservoir, the downstream valve is suddenly closed
generating a pressure wave that travels back into the pipe and then it is periodically reflected. This is
known as the experiment of Holmboe and Rouleau [89] and from their results it was understood that
the unsteady friction contribution is crucial in order to predict the pressure damping at the down-
stream border of the pipe correctly. Here, we consider a fluid which has similar physical properties
of water: ρ0 = 998.2 kg/m3, c0 = 1400 m/s, µ = 10−3 Pa·s. The length of the pipe is L = 15
m and the radius is R = 4 mm. For all the schemes the number of cells is Nx = 1000, because
we decided to take the pressure signals in the same position in order to compare the numerical data
in the best way possible. In addition, for SI2D the number of rings is Nr = 50 and for both the
semi-implicit schemes the time step ∆t is imposed equal to 2 · 10−5 s to reduce the numerical
viscosity introduced by the implicit time discretization.
The aim of this analysis is to compare the behavior of the different unsteady friction models con-
sidered in this chapter. We assume that the reference solution for the pressure at the end of the tube
is the numerical one given by SI2D, since it is the only method that is able to evaluate the friction
term directly from first principles, without any closure relation.
In Fig. 2.28 the results of the Trikha method implemented in SI1D and in PC1D are shown. It is
possible to observe that both numerical schemes (SI1D and PC1D) give very similar results with
the same unsteady friction model, which, however, deviate from the reference solution. In Fig. 2.29
the numerical data obtained from the Brunone model are exposed and a disagreement can be seen,
but this behavior is intrinsic to the Brunone model and has been observed also by other authors, see
for example [120].
Fig. 2.30 and Fig. 2.31 show the results of the Kagawa coefficients used in the original formula of
Kagawa (2.38) and in our new ODE method (3.12). The results illustrate a very good fitting with
the reference solution. The same conclusion can be observed applying the UZ model coefficients,
see Figures 2.32 and 2.33.
As conclusive test, we repeat the previous simulations for an elastic tube with E∞ = 1010 Pa and
with an increased viscosity equal to µ = 10−1 Pa·s. This comparison in the time domain is carried
out in order to show again the robustness of our new ODE method at relatively high viscosities
and to underline again the excellent fitting of convolution-integral type unsteady friction models
for viscous compressible fluids in flexible pipes. Figures 2.34 and 2.35 show the good agreement
between the reference solution and the 1D models implemented with the Kagawa ODE and with
the UZ ODE models, respectively.

2.2.4 Efficiency analysis and computational times

The reference solution for the impedance matrix allows to compute the error and to compare it
against the CPU times for the different schemes here considered. The error calculated is intended
as the mean of the relative errors between the numerical solution and the analytical one related to
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Figure 2.20: Absolute value and phase of the element z11 of the impedance matrix for
a compressible fluid in an elastic pipe - Reference solution ( ) and nu-
merical data from the method SI2D N
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Figure 2.21: Absolute value and phase of the element z11 of the impedance matrix for
a compressible fluid in an elastic pipe - Reference solution ( ) and nu-
merical data from the method SI1D (N) and from PC1D (O) accounting
only the steady friction term
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Figure 2.22: Absolute value and phase of the element z11 of the impedance matrix for
a compressible fluid in an elastic pipe - Reference solution ( ) and nu-
merical data from the method SI1D (N) and from PC1D (O) with Trikha
model for the unsteady friction term
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Figure 2.23: Absolute value and phase of the element z11 of the impedance matrix for
a compressible fluid in an elastic pipe - Reference solution ( ) and nu-
merical data from the method SI1D (N) and from PC1D (O) with Kagawa
model for the unsteady friction term

43



2 Explicit and semi-implicit FV schemes for compressible flows in elastic pipes

0 500 1000 1500 2000

0e
+0

0
2e

+1
1

4e
+1

1

|z11|

f [Hz]

[k
g 

s−1
 m

−4
]

a)

0 500 1000 1500 2000

−1
.5

−1
.0

−0
.5

0.
0

0.
5

1.
0

1.
5

φ(z11)

f [Hz]

[ra
d]

b)

Figure 2.24: Absolute value and phase of the element z11 of the impedance matrix for
a compressible fluid in an elastic pipe - Reference solution ( ) and nu-
merical data from the method SI1D (N) and from PC1D (O) with Kagawa
ODE model for the unsteady friction term
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Figure 2.25: Absolute value and phase of the element z11 of the impedance matrix for a
compressible fluid in an elastic pipe - Reference solution ( ) and numer-
ical data from the method SI1D (N) and from PC1D (O) with Urbanowicz
and Zarzycky model for the unsteady friction term
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Figure 2.26: Absolute value and phase of the element z11 of the impedance matrix for a
compressible fluid in an elastic pipe - Reference solution ( ) and numer-
ical data from the method SI1D (N) and from PC1D (O) with Urbanowicz
and Zarzycky ODE model for the unsteady friction term
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Figure 2.27: Absolute value and phase of the element z11 of the impedance matrix for
a compressible fluid in an elastic pipe - Reference solution ( ) and nu-
merical data from the method SI1D (N) and from PC1D (O) with Brunone
model for the unsteady friction term
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Figure 2.28: Water hammer, rigid pipe - Reference solution ( ), 1D methods without
unsteady friction (- - -), numerical data given by SI1D with Trikha model
(N) and by PC1D with Trikha model (O)
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Figure 2.29: Water hammer, rigid pipe - Reference solution ( ), 1D methods without
unsteady friction (- - -), numerical data given by SI1D with Brunone model
(N) and by PC1D with Brunone model (O)
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Figure 2.30: Water hammer, rigid pipe - Reference solution ( ), 1D methods without
unsteady friction (- - -), numerical data given by SI1D with Kagawa model
(N) and by PC1D with Kagawa model (O)
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Figure 2.31: Water hammer, rigid pipe - Reference solution ( ), 1D methods without
unsteady friction (- - -), numerical data given by SI1D with Kagawa ODE
model (N) and by PC1D with Kagawa ODE model (O)
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Figure 2.32: Water hammer, rigid pipe - Reference solution ( ), 1D methods without
unsteady friction (- - -), numerical data given by SI1D with UZ model (N)
and by PC1D with UZ model (O)
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Figure 2.33: Water hammer, rigid pipe - Reference solution ( ), 1D methods without
unsteady friction (- - -), numerical data given by SI1D with UZ ODE model
(N) and by PC1D with UZ ODE model (O)
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Figure 2.34: Water hammer, elastic pipe - Reference solution ( ), 1D methods with-
out unsteady friction (- - -), numerical data given by SI1D with Kagawa
ODE model (N) and by PC1D with Kagawa ODE model (O)
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Figure 2.35: Water hammer, elastic pipe - Reference solution ( ), 1D methods with-
out unsteady friction (- - -), numerical data given by SI1D with UZ ODE
model (N) and by PC1D with UZ ODE model (O)
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the absolute value of the complex parameter z11:

ε|z11| =
1

Nf

Nf∑
i=1

|
|znum11 (fi)|−|zex11 (fi)|

|zex11 (fi)|
| . (2.52)

This analysis has been carried out for a test fluid characterized by c0 = 1400 m/s, ρ0 = 998.2
kg/m3 and µ = 10−2 Pa/s in a rigid pipe of length L = 1 m. Here, the friction model used in the
1D models is the ODE method with the coefficients of Kagawa. First, we consider the error of all
first order schemes with three different meshes with Nx = 100, 250, 500; for the explicit schemes
the time step size ∆t is given by the CFL condition with CFL=0.9, while for semi-implicit schemes
it is chosen as ∆t = T/Nx, so that a wave period is resolved with Nx time steps (points per wave
length). The results of this analysis are given in Table 2.1. In Fig. 2.36 it is possible to see that
when the number of longitudinal cells increases, the errors decrease. We then have repeated all the
simulations using the second order schemes and from Tab. 2.1 and from the plot in Fig 2.37 it can
be observed that the error is much lower than in the first order case, especially for the semi-implicit
schemes. Furthermore, in some cases for SI2D the error is also lower than the one of the second
order explicit schemes. Moreover, for the semi-implicit schemes we decided to introduce also a
grid where Nx is equal to 1000, because experiments have shown that the qualitative solution im-
proved in particular where the parameters |z11| and |z12| have peaks. At the end of this analysis,
we decided to simulate the frequency domain with a resolution of 2 mm for the explicit methods,
while for the semi-implicit schemes we have chosen ∆x = 1 mm and with a time resolution of
∆t = T/100.
Furthermore, the CPU times of the simulations have been plotted against the errors both for the
1st order and for the 2nd order schemes (see Fig.2.38 and Fig. 2.39). In general, for a given error
the semi-implicit 1D method gives results in much less time with respect to the explicit 1D scheme
and w.r.t. SI2D. For the second order case, SI2D is computationally more efficient than the ex-
plicit schemes for a given spatial grid. The computational times of the simulations done for the
impedance matrix and for the water hammer have been measured and they are exposed in Tab. 2.3
for SI2D and for the one dimensional schemes.
It is possible to observe that for the impedance matrix for the rigid tube the CPU time of the scheme
SI2D is very similar to the one of the explicit 1D methods both with the Osher RS and with the
HLL RS. However, for the elastic case the 1D explicit method becomes extremely slow (due to
the necessary iterative computation of the primitive variables from the vector of conserved quan-
tities), and one can observe that the two dimensional semi-implicit method is almost one order of
magnitude faster than the explicit 1D methods, which is quite a remarkable result. Moreover, the
experiments done using the Osher RS have produced the results in less time with respect to the
HLL RS. This last fact occurs because the iterative procedure for the calculation of the pressure
(g(p) = Q1 − ρ(p)A(p)) is required more times in the computation of the HLL flux than in the
evaluation of the Osher flux. We think this is a very particular case for this non-linear system of
PDEs studied in this work. For systems composed by more than 2 PDEs the Osher RS is in general
more expensive. Anyway, for all the test cases the method SI1D is clearly the fastest of the schemes
that have been considered here, since it represents a special case of SI2D when Nr = 1; it gives
very accurate results in a very small computational time. Last but not least, in all simulations we
observe that our new ODE integrator method (3.12) for the Zielke convolution integral is faster than
the original formula of Kagawa. This is valid using both, the Kagawa coefficients as well as the
Urbanowicz and Zarzycky coefficients. We attribute this result to the fact that the new ODE method
does not involve time-consuming evaluations of exponential functions.
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2.2 Numerical results
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Figure 2.36: Nx and errors for the first order schemes - • Explicit schemes, N SI1D, �
SI2D
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Figure 2.37: Nx and errors for the second order schemes - • Explicit schemes, N SI1D,
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2 Explicit and semi-implicit FV schemes for compressible flows in elastic pipes
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Figure 2.38: CPU times and errors for the first order schemes - • Explicit schemes, N
SI1D, � SI2D
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Figure 2.39: CPU times and errors for the second order schemes - • Explicit schemes,
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2.3 Conclusions about explicit vs. semi-implicit schemes for pipe flow

Explicit Scheme
Nx ∆x [mm] ε|z11| 1st order ε|z11| 2nd order
100 10 0.2031 0.1972
250 4 0.1833 0.0899
500 2 0.0529 0.0518
1000 1 - -

Semi-implicit 1D
Nx ∆x [mm] ε|z11| 1st order ε|z11| 2nd order
100 10 0.3061 0.0658
250 4 0.1185 0.0361
500 2 0.0604 0.0250
1000 1 0.0336 0.0192

Semi-implicit 2D
Nx ∆x [mm] ε|z11| 1st order ε|z11| 2nd order
100 10 0.3157 0.1129
250 4 0.1428 0.0897
500 2 0.0959 0.0806
1000 1 0.0790 0.0758

Table 2.1: Frequency domain - error ε|z11| for the first order schemes and for the second
order schemes corresponding to different Nx

2.3 Conclusions concerning the comparison of explicit
versus semi-implicit schemes for compressible pipe flow

In this chapter we have discussed, implemented and compared several finite volume schemes for
systems of partial differential equations that govern pressurized viscous compressible flows in rigid
and flexible pipes. Since the governing PDE system contains a non-conservative product, the classi-
cal explicit Godunov-type schemes have to be supplemented by using a path conservative approach
in order to consider the varying cross section due to the elastic wall deformation. Another family of
methods under consideration is the class of staggered semi-implicit finite volume schemes. For this
class of methods, the two-dimensional case gives accurate results without the need of any closure
for the viscous terms. Furthermore, in most cases the 2D semi-implicit method is almost as fast as
the explicit one-dimensional scheme, but in some cases it can even be faster.
Moreover, in order to match the exact solution and the experimental measurements, all one dimen-
sional models need a closure relation for the wall friction, in particular for the unsteady contribution
to the wall shear stress that is crucial for the simulations that have been considered here. Several
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2 Explicit and semi-implicit FV schemes for compressible flows in elastic pipes

CPU time [s] Explicit schems
Nx ∆x [mm] 1st order 2nd order
100 10 1989 2315
250 4 11742 13923
500 2 39810 54776
1000 1 - -

CPU time [s] Semi-implicit 1D
Nx ∆x [mm] 1st order 2nd order
100 10 172 173
250 4 705 721
500 2 2574 2578
1000 1 10246 10158

CPU time [s] Semi-implicit 2D
Nx ∆x [mm] 1st order 2nd order
100 10 2462 2741
250 4 9177 10171
500 2 35962 40208
1000 1 151680 169475

Table 2.2: Frequency domain - CPU times for the first order schemes and for the second
order schemes corresponding to different Nx

unsteady friction models have been incorporated into the 1D schemes. The thorough comparisons
have shown that the models of Brunone and of Trikha do not give a good fitting over the entire
range of Reynolds numbers studied here, especially when the viscosity assumes large values. The
most accurate models seem to be those that approximate the convolution integral of Zielke, such
as the model of Kagawa and the one Urbanowicz and Zarzycki. Furthermore, we have proposed a
new formula for the evaluation of the convolution integral of Zielke that is at least as accurate as
the formula of Kagawa, but it is faster since it does not involve the time consuming evaluation of
exponential functions.

56



2.3 Conclusions about explicit vs. semi-implicit schemes for pipe flow

Impedance matrix (Rigid pipe)
SI2D 50550
1D SI1D PC Osher PC HLL

Trikha 784 37575 39623
Kagawa 1204 40408 41594

Kagawa ODE 832 38030 39630
UZ 3143 45037 46536

UZ ODE 2503 39988 40145
Brunone 863 37233 40272

Impedance matrix (Elastic pipe)
SI2D 66059
1D SI1D PC Osher PC HLL

Trikha 1391 419309 549111
Kagawa 1968 405697 552679

Kagawa ODE 1483 405517 552166
UZ 3387 426222 578988

UZ ODE 2115 422963 583574
Brunone 1352 415219 573813

Water Hammer (Rigid)
SI2D 227
1D SI1D PC Osher PC HLL

Trikha 16 121 193
Kagawa 28 135 207

Kagawa ODE 22 127 200
UZ 56 164 239

UZ ODE 38 141 219
Brunone 15 120 193

Table 2.3: CPU times in seconds for the two-dimensional method compared with differ-
ent one dimensional methods
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3 Semi-implicit staggered discontinuous
Galerkin schemes for axially symmetric
viscous compressible flows in elastic tubes

All numerical methods presented in the previous chapter were at most second order accurate in
space. In this chapter we therefore propose a novel family of staggered semi-implicit discontinuous
Galerkin (DG) finite element schemes for the simulation of axially symmetric, weakly compressible
and laminar viscous flows in elastic pipes that are, at least in principle, of arbitrary order of accuracy
in space. The equation of state (EOS) of the fluid is assumed to be barotropic and two different
mathematical models derived from the compressible Navier-Stokes equations are considered in this
chapter.
The first model describes cross-sectionally averaged 1D flows, including steady and frequency-
dependent wall friction effects. The novelty of our numerical method compared to standard DG
schemes consists in the use of a staggered mesh, where the pressure is defined over a primary grid
and the velocity field is defined on edge-based staggered dual control volumes. This approach is
well known from classical semi-implicit finite difference schemes for the incompressible Navier-
Stokes equations, but it is still quite unusual for high order DG schemes. The continuity equation is
integrated over the control volumes that belong to the main grid, while the momentum equation is
integrated over the elements of the edge-based staggered dual grid. The nonlinear convective terms
are discretized explicitly, while the pressure gradient and the mass flux are discretized implicitly.
Up to second order of accuracy in time can be achieved with the so-called θ-method. Inserting the
discrete momentum equation in the discrete mass conservation equation leads to a mildly nonlinear
algebraic system for the degrees of freedom of the pressure. Such mildly nonlinear systems can be
very efficiently solved using the Newton algorithm of Casulli et al.. We observe that the linear part
of the mildly nonlinear system is symmetric and positive definite.
The second model is derived from the compressible Navier-Stokes equations in cylindrical coordi-
nates. Assuming hydrostatic flow with constant pressure inside each cross section as well as axial
symmetry, only the terms in the axial and the radial direction need to be considered. Therefore, we
call the second model the 2Dxr model. Also in this case we use a staggered mesh for pressure and
velocity and thus the same philosophy as for the 1D model can be applied to obtain the discrete
pressure system. For the 2Dxr model a staggered DG scheme is also applied for the computation
of the viscous stress tensor in the discrete momentum equation. However, in radial direction the
resulting linear system for the friction terms is not symmetric and is thus solved using the Thomas
algorithm for block three-diagonal systems.
The use of a semi-implicit DG scheme leads to a very mild CFL condition based only on the fluid
velocity and not on the sound speed, which makes the method very efficient, in particular in the limit
cases when the speed of sound of the fluid tends to infinity (incompressible fluid) and in the rigid
case where the wall strain of the pipe tends to zero. In addition, at every Newton step a symmetric
positive definite and well conditioned block three-diagonal linear system is solved for the pressure,
using either a matrix-free conjugate gradient method, or the Thomas algorithm properly extended
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3 Staggered SI DG for axially symmetric viscous compressible flows in elastic tubes

to block-tridiagonal systems. Moreover, when the polynomial degree of the basis and test functions
is equal to zero the schemes reduce to classical semi-implicit finite volume methods, such as the
ones presented in the previous chapter.
While in the 2Dxr model the viscous effects in radial direction are directly obtained from first
principles via the Navier-Stokes equations, the 1D model requires an additional closure relation
for the wall friction. For both models we perform several tests in order to validate the numerical
methods for steady and unsteady flows of compressible and nearly incompressible fluids in elastic
and rigid tubes. We also provide numerical convergence results in order to show that the developed
schemes achieve high order of accuracy in space.

3.1 Staggered semi-implicit DG scheme applied to the 1D
model

3.1.1 Governing equations of the 1D model

The dynamics of fluids in general time-dependent domains is governed by the compressible Navier-
Stokes equations. Supposing axially symmetric flow and that the longitudinal scale is much larger
than the radial one, it is possible to simplify the system and to introduce the hypothesis of hydro-
static equilibrium, i.e. the pressure is constant in each cross section. Moreover, we assume laminar
flow. Under these assumptions one obtains the following one-dimensional, cross-sectionally aver-
aged model that consists of two PDE, namely the continuity equation and the momentum equation,
see [56, 91, 104, 141],

∂

∂t
(ρA) +

∂

∂x
(ρAU) = 0, (3.1a)

∂

∂t
(ρAU) +

∂

∂x
(ρAU2) +A

∂p

∂x
= −2πRτs − 2πRτu, (3.1b)

where t ∈ R+
0 is the time and x is the longitudinal coordinate. In the above system (3.1), ρ =

ρ(x, t) is the density,A = A(x, t) is the cross sectional area, U = U(x, t) is the velocity averaged
over the section, p = p(x, t) is the pressure, R = R(x, t) =

√
A/π is the tube radius, while

τs = τs(x, t) and τu = τu(x, t) are the steady and the unsteady wall shear stress, respectively.
Since there are six unknowns in the system (3.1), four closure relations need to be introduced. The
first one is the equation of state for barotropic fluids that connects the density with the pressure:

ρ(p) = ρ0 +
p− pv
c20

. (3.2)

In (3.2) we introduced three physical parameters that are assumed to be known and constant: the
reference density ρ0, the vapor pressure pv and the speed of sound c0. Next, the closure for
the tube law is introduced. In this case the radius is related to the pressure and here we use two
simple algebraic elastic ring models. One possible choice that is very widespread in biomedical
engineering is the so-called Laplace law

R(p) = R0 +
p− p0

β
, (3.3)
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3.1 Staggered semi-implicit DG scheme applied to the 1D model

while another closure used in mechanical applications is Hooke’s law (see [104, 105] ), which reads

R(p) = R0

√
1 +

2Wp

E∞
. (3.4)

In equations (3.3) and (3.4)R0 is the equilibrium radius, p0 is the equilibrium pressure, β andE∞
are stiffness parameters and W is a geometry factor. The steady wall shear stress is given by the
classical Darcy-Weisbach law for laminar flow (see [91])

τs = λρ
U2

8
, with λ =

64

Re
and Re =

2ρUR

µ
, (3.5)

where Re is the Reynolds number and µ is the dynamic viscosity. The last closure regards the
unsteady wall shear stress that is given by the Zielke convolution integral (see [162]) and which
reads

τu(x, t) =
2µ

R

∫ t

0
W ′(t− t∗)

∂U(x, t∗)

∂t
dt∗, (3.6)

where W ′ is a weighting function. More details about the efficient numerical evaluation of Eq.
(3.6) will be given later.

3.1.2 Staggered grids
The computational domain Ω = [xL, xR] is dived in two overlapping grids. The first one is the
main grid and is composed by Nx equally spaced elements of size ∆x = L/Nx = xR−xL

Nx
. The

elements of this grid are indicated by the following notation Ti = [xi− 1
2
, xi+ 1

2
]. In addition, a

dual mesh is defined and it is composed by Nx + 1 cells denoted by Ti+ 1
2

= [xi, xi+1]. Note
that, except for the two elements at the domain boundaries, the edges of a staggered control volume
correspond to the barycenters of two consecutive elements of the main grid and vice versa (see Fig.
3.1).

3.1.3 Basis functions
For a variable defined on the main grid, such as the pressure, the numerical solution is represented
by piecewise polynomials of degree P and reads

pi(x, t) =

P+1∑
l=1

φl(x)p̂i,l(t) := φ(x) · p̂i(t), (3.7)

while for a quantity declared on the staggered grid, for example the velocity, we have

Ui+ 1
2

(x, t) =

P+1∑
l=1

ψl(x)Ûi+ 1
2
,l(t) := ψ(x) · Ûi+ 1

2
(t). (3.8)

In equations (3.7) and (3.8) p̂i and Ûi+ 1
2

are the degrees of freedom, while φ(x) and ψ(x) are the
so-called basis functions. Both can be mapped on an elementary control volume where a reference
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pi−1 pi pi+1

x

xi−1 xi xi+1

Ui−1/2 Ui+1/2

x

Figure 3.1: Staggered control volumes for the DG scheme for the 1D model. Main
grid used for the pressure (top) and staggered dual mesh for the velocity
(bottom).

basis function ϕ(ξ) is defined:

φ(x) = ϕ(ξ) with x = xi + ξ∆x, 0 ≤ ξ ≤ 1

ψ(x) = ϕ(ξ) with x = xi+ 1
2

+ ξ∆x, 0 ≤ ξ ≤ 1.

In this framework the reference basis functions are the Lagrange interpolation polynomials passing
through the Gauss-Legendre quadrature points (see [25]) on the unit interval [0, 1]. It is obvious
that the chosen nodal basis is orthogonal on each grid.
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3.1 Staggered semi-implicit DG scheme applied to the 1D model

3.1.4 DG scheme for the 1D model
First, the continuity equation is multiplied by the vector of test functions φ and is subsequently
integrated over an element of the main grid:

x
i+ 1

2∫
x
i− 1

2

φ

(
∂

∂t
ρA+

∂

∂x
Q

)
dx = 0. (3.9)

The quantity ρA(x, t) is discretized as φ(x) · ρ̂Ai(t), where the degrees of freedom are simply
computed as ρ̂Ai,l(t) = ρ̂i,l(t) · Âi,l(t), thanks to the use of a nodal basis. Furthermore, we
introduce the quantity Q = ρAU , which is the mass flow defined on the dual grid: Qi+ 1

2
(x, t) =

ψ(x) · Q̂i+ 1
2

(t). Also here the degrees of freedom of the new variable are simply given by the

product Q̂i+ 1
2
,l(t) = ρ̂i+ 1

2
,l(t) · Âi+ 1

2
,l(t) · Ûi+ 1

2
,l(t).

Then, the momentum equation is multiplied by the vector of test functions ψ and integrated over a
dual cell: ∫ xi+1

xi

ψ

(
∂Q

∂t
+
∂UQ

∂x
+A

∂p

∂x

)
dx =

∫ xi+1

xi

ψ (−γQ− τ) dx. (3.10)

Eq. (3.10) is written with respect to the variableQ and a friction coefficient γ = λU/(4R) has been
introduced and is discretized as γ(x, t) = ψ(x) · γ̂i+ 1

2
(t). Moreover, in order to keep a compact

notation the unsteady friction term is rewritten with respect to the new parameter τ = 2πRτu,
defined on the dual grid as τi+ 1

2
(x, t) = ψ(x) · τ̂ i+ 1

2
(t).

In Eq. (3.9), it is possible to discretize the time derivative while the second term is integrated by
parts and, in order to have a second order approximation in time, the θ-method is applied to the
degrees of freedom of Q:

x
i+ 1

2∫
x
i− 1

2

φφdx

 · ( ρ̂An+1

i − ρ̂A
n

i

∆t
)+φ(x−

i+ 1
2

)ψ(xi+ 1
2

) · Q̂n+θ

i+ 1
2

− φ(x+

i− 1
2

)ψ(xi− 1
2

) · Q̂n+θ

i− 1
2

−


xi∫

x+

i− 1
2

∂φ

∂x
ψdx

 · Q̂n+θ

i− 1
2

−


x−
i+ 1

2∫
xi

∂φ

∂x
ψdx

 · Q̂n+θ

i+ 1
2

= 0,

(3.11)
where we use the notation φφ := φkφl, ρ̂A

n

i = ρ̂A
n

i,l = ρ(p̂ni,l)A(p̂n+1
i,l ) and Q̂n+θ

i+1/2
=

(1− θ)Q̂n
i+1/2

+ θQ̂n+1
i+1/2

.

For the momentum equation, the time derivative is discretized introducing the term F̂Q
n

i+ 1
2

,
which is an explicit DG discretization of the nonlinear convective terms that will be discussed
later. Then, following the approach used in [54, 70, 136, 137], the pressure term is composed by a
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3 Staggered SI DG for axially symmetric viscous compressible flows in elastic tubes

non-conservative product which is integrated using the θ-method and splitting the smooth contribu-
tion from the jump term. Moreover, in order to have an efficient and stable method,A is considered
on the staggered grid and is evaluated at the time tn. For the steady friction contribution, the de-
grees of freedom of γ are taken at time tn but those of the mass flow Q are evaluated at tn+1.
This is done for stability reasons according to the procedure used in [91, 141], in order to deal also
with potentially stiff friction terms. An explicit approach is used for the degrees of freedom of the
unsteady wall shear stress, whose approximation is rather complex. In this model it is calculated
using the approximation of Eq. (3.6) proposed recently in [91]:

τnu =

Nw∑
j=1

τnu,j =

Nw∑
j=1

τn−1
u,j + 2µ

R
mj(U

n − Un−1)

1 +
njν

R2 ∆t
, (3.12)

where mj and nj are the coefficients proposed by Urbanowicz Zarzycki in [165] in order to use an
approximate weighting function W ′ (see Eq. (3.6)) of the form:

W (t̂) =

Nw∑
j=1

mje
−nj t̂ with t̂ = νt/R2. (3.13)

The discrete momentum equation then reads xi+1∫
xi

ψψdx

 ·
 Q̂n+1

i+ 1
2

− F̂Q
n

i+ 1
2

∆t

 =

−ψ(xi+ 1
2

)ψ(xi+ 1
2

)

(
φ(x+

i+ 1
2

) · Ân
i+ 1

2

p̂n+θ
i+1 − φ(x−

i+ 1
2

) · Ân
i+ 1

2

p̂n+θ
i

)

−


x−
i+ 1

2∫
xi

ψψ
∂φ

∂x
dx

 · Âni+ 1
2

p̂n+θ
i −


xi+1∫

x+

i+ 1
2

ψψ
∂φ

∂x
dx

 · Âni+ 1
2

p̂n+θ
i+1

−

 xi+1∫
xi

φφφdx

 γ̂ni+ 1
2

· Q̂n+1

i+ 1
2

−
(∫ xi+1

xi

φφdx

)
· τ̂n
i+ 1

2

.

(3.14)

Now it is possible to introduce the following universal tensors

Me =

1∫
0

ϕ(ξ)ϕ(ξ)dξ =

1∫
0

ϕk(ξ)ϕl(ξ)dξ = Me,kl,

M =

1∫
0

ϕ(ξ)ϕ(ξ)ϕ(ξ)dξ =

1∫
0

ϕk(ξ)ϕl(ξ)ϕm(ξ)dξ = Mklm,

(3.15)
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Rq = ϕ(1)ϕ

(
1

2

)
−

1∫
1
2

ϕ′(ξ)ϕ

(
ξ −

1

2

)
dξ =

ϕk(1)ϕl

(
1

2

)
−

1∫
1
2

ϕ′k(ξ)ϕl

(
ξ −

1

2

)
dξ = Rq,kl,

(3.16)

Lq = ϕ(0)ϕ

(
1

2

)
+

1
2∫

0

ϕ′(ξ)ϕ

(
ξ +

1

2

)
dξ =

ϕk(0)ϕl

(
1

2

)
+

1
2∫

0

ϕ′k(ξ)ϕl

(
ξ +

1

2

)
dξ = Lq,kl,

(3.17)

Rp = ϕ

(
1

2

)
ϕ

(
1

2

)
ϕ(0) +

1∫
1
2

ϕ(ξ)ϕ(ξ)ϕ′
(
ξ −

1

2

)
dξ =

ϕk

(
1

2

)
ϕl

(
1

2

)
ϕm(0) +

1∫
1
2

ϕk(ξ)ϕl(ξ)ϕ
′
m

(
ξ −

1

2

)
dξ = Rp,klm,

(3.18)

Lp = ϕ

(
1

2

)
ϕ

(
1

2

)
ϕ(1)−

1
2∫

0

ϕ(ξ)ϕ(ξ)ϕ′
(
ξ +

1

2

)
dξ =

ϕk

(
1

2

)
ϕl

(
1

2

)
ϕm(1)−

1
2∫

0

ϕk(ξ)ϕl(ξ)ϕ
′
m

(
ξ +

1

2

)
dξ = Lp,klm,

(3.19)

in order to rewrite Eq. (3.11) and Eq. (3.14) in the more compact matrix-vector form as follows,

Me · (ρA(p̂n+1
i )− ρA(p̂ni ))+

∆t

∆x
(Rq · Q̂n+θ

i+ 1
2

− Lq · Q̂n+θ

i− 1
2

)= 0, (3.20)

Me ·
(
Q̂n+1

i+ 1
2

− F̂Q
n+1

i+ 1
2

)
+

∆t

∆x

(
Rp · Âni+ 1

2

p̂n+θ
i+1 − Lp · Âni+ 1

2

p̂n+θ
i

)
=

−∆tM · γ̂n
i+ 1

2

Q̂n+1

i+ 1
2

−∆tMe · ø̂ni+ 1
2

,
(3.21)
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where the products of the rank 3 tensors with degrees of freedom are defined as Rp ·Ân
i+ 1

2

p̂n+θ
i+1 =

Rp,klm · Âni+ 1
2
,l
p̂n+θ
i+1,m, Lp · Ân

i+ 1
2

p̂n+θ
i = Lp,klm · Âni+ 1

2
,l
p̂n+θ
i,m and M · γ̂n

i+ 1
2

Q̂n+1

i+ 1
2

=

Mklm · γ̂ni+ 1
2
,l
Q̂n+1

i+ 1
2
,m

. Moreover, the matrix given by the product associated with the steady

friction term is denoted by Γn
i+ 1

2

:= M · γ̂n
i+ 1

2

= Mklmγ̂
n
i+ 1

2
,k

. Then, the discrete momentum

equation takes the form

Q̂n+1

i+ 1
2

=

(
Me + ∆tΓn

i+ 1
2

)−1 (
Ĝn
i+ 1

2

− θ
∆t

∆x

(
Rp · Âni+ 1

2

p̂n+1
i+1 − Lp · Âni+ 1

2

p̂n+1
i

))
,

(3.22)
where Ĝn

i+ 1
2

accounts for all the known terms at the time tn:

Ĝn
i+ 1

2

= Me · F̂Q
n

i+ 1
2
−(1−θ)

∆t

∆x

(
Rp · Âni+ 1

2

p̂ni+1 − Lp · Âni+ 1
2

p̂ni

)
−∆tMe · τ̂ni+ 1

2

.

(3.23)
Inserting the discrete momentum equation given by Eq. (3.22) into the discrete continuity equation
(3.20) yields the following system for the discrete pressure:

Me · ρA(p̂n+1
i )− θ2 ∆t2

∆x2
Rq [Me + ∆tΓn

i+ 1
2

]−1 Rp · Âni+ 1
2

p̂n+1
i+1

− θ2 ∆t2

∆x2
Lq [Me + ∆tΓn

i− 1
2

]−1Lp · Âni− 1
2

p̂n+1
i−1 +

θ2 ∆t2

∆x2

(
Rq [Me + ∆tΓn

i+ 1
2

]−1 Lp · Âni+ 1
2

+ Lq [Me + ∆tΓn
i− 1

2

]−1 Rp · Âni− 1
2

)
· p̂n+1
i

= Me · ρA(p̂ni )− (1− θ)
∆t

∆x

(
Rq · Q̂ni+ 1

2

− Lq · Q̂ni− 1
2

)
− θ

∆t

∆x
(Rq [Me + ∆tΓn

i+ 1
2

]−1·Ĝn
i+ 1

2

− Lq [Me + ∆tΓn
i− 1

2

]−1·Ĝn
i− 1

2

),

(3.24)
which takes the form of the following mildly non-linear system for the unknown pressure degrees
of freedom p̂n+1:

ρA(p̂n+1) + T · p̂n+1 = bn. (3.25)

In Eq. (3.25) ρA(p̂n+1) is the mildly non-linear contribution that affects only the diagonal of
the system (note that our chosen nodal basis is orthogonal), bn is the known right hand side and
T is a symmetric block thee-diagonal matrix. The degrees of freedom of the pressure p̂n+1 are
obtained using the Newton-type algorithm for mildly nonlinear systems proposed by Casulli et
al. [18, 19, 37, 38] and which has already successfully been used in [28, 34, 72, 141]. Once the
pressure is known, the density and the cross sectional area on the main grid are computed using
the relations (3.2), (3.3) or (3.4), while Q̂n+1

i+ 1
2

is directly given by the discrete momentum equation

(3.22). The degrees of freedom of the area on the dual grid ore obtained using the following L2

averaging operator

Ân
i+ 1

2

= Me
−1
(
ML · Âni + MR · Âni+1

)
, (3.26)
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where ML and MR are universal matrices defined as follows

ML =

1
2∫

0

ϕ(ξ)ϕ(ξ +
1

2
)dξ =

1
2∫

0

ϕk(ξ)ϕl(ξ +
1

2
)dξ = ML,kl

MR =

1∫
1
2

ϕ(ξ)ϕ(ξ −
1

2
)dξ =

1∫
1
2

ϕk(ξ)ϕl(ξ −
1

2
)dξ = MR,kl.

(3.27)

Then, thanks to the use of a nodal basis, the degrees of freedom of the velocity can be computed
pointwise simply as

Ûn+1

i+ 1
2
,l

=

Q̂n+1

i+ 1
2
,l

ρ̂n+1

i+ 1
2
,l
Ân+1

i+ 1
2
,l

. (3.28)

3.1.5 Non-linear convective terms for the 1D model
In order to complete the description of the numerical scheme, the procedure to compute the term
F̂Q

n

i is given. At first, the velocity and the mass flow are projected on the main longitudinal
grid applying the L2 average in Eq. (3.26) properly applied to the quantities involved. Then, for
stability reasons, F̂Q

n

i is computed using a Runge Kutta Discontiuous Galerkin scheme based on
the classical third order TVD Runge-Kutta method:

k̂1 = Q̂n + ∆tLh

(
Ûn, Q̂n

)
,

k̂2 =
3

4
Q̂n +

1

4
k̂1 +

1

4
∆tLh

(
Ûn, k̂1

)
,

F̂Q
n

=
1

3
Q̂n +

2

3
k̂2 +

2

3
∆tLh

(
Un, k̂2

)
,

(3.29)

where the operator Lh

(
Û , Q̂

)
is computed for each cell i as follows

Lh

(
Û , Q̂

)
i

= −
1

∆x
Me−1

(
ϕ(1)fi+ 1

2
−ϕ(0)fi− 1

2
−
∫ 1

0
ϕ′(ξ)ϕ(ξ)dξ · f̂i

)
. (3.30)

Since the physical flux of the nonlinear convective terms is f = UQ, in Eq. (4.18) we have
that f̂i = ÛiQ̂i = Ûi,lQ̂i,l, while the numerical flux fi+ 1

2
is a function of the two boundary

extrapolated values at the interface xi+ 1
2

, which are given by U−
i+ 1

2

= ϕ(1) · Ûi and U+

i+ 1
2

=

ϕ(0) · Ûi+1. Here we use the simple Rusanov flux, which reads

fi+ 1
2

=
1

2

(
U+

i+ 1
2

Q+

i+ 1
2

+ U−
i+ 1

2

Q−
i+ 1

2

)
−

1

2
max

(
|U+

i+ 1
2

|, |U−
i+ 1

2

|
)(

Q+

i+ 1
2

−Q−
i+ 1

2

)
.

(3.31)
At the end, the non-linear convective terms are projected back to the staggered dual mesh using
again the L2 average. If the evaluation of the non-linear terms can be neglected one can simply
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set F̂Q
n

i+ 1
2

= Q̂n
i+ 1

2

and consequently the scheme becomes unconditionally stable. However,

the time step ∆t should be chosen small enough to reduce numerical viscosity and to resolve
transient features properly. On the contrary, when the convective terms have to be calculated then
the admissible time step ∆t is given by the usual CFL condition for RKDG schemes, which in this
case reads ∆t < CFL ∆x

max(|U|) with CFL < (2P + 1)−1.

3.2 Staggered semi-implicit DG scheme applied to the 2Dxr

model

3.2.1 Governing equations of the 2Dxr model
In some situations, for example when the accurate knowledge of the velocity profile is important,
one may be interested in a more complete model. Consequently, when the radial scale is much
smaller than the longitudinal one, it is still reasonable to assume axial symmetry and hydrostatic
equilibrium, which means that pressure and density are constant within the cross sectional area.
Moreover, the contribution of the viscosity in longitudinal direction can be neglected and, at the
end, the Navier-Stokes equations reduce to the following system of PDEs called 2Dxr model (see
[56, 91]) composed by the continuity equation and by the momentum equation in axial direction:

∂ρr

∂t
+

∂

∂x
(ρur) +

∂

∂r
(ρrw) = 0, (3.32a)

ρ(
∂u

∂t
+ u

∂u

∂x
+ w

∂u

∂r
)+

∂p

∂x
=
µ

r

∂

∂r
(r
∂u

∂r
). (3.32b)

In (3.32) u = u(x, r, t) and w(x, r, t) are the velocity components in x and r direction, respec-
tively. The no-slip condition at tube wall (r = R) and the symmetry condition at the center of the
pipe (r = R) state:

u(x,R, t) = 0 and
∂u(x, 0, t)

∂r
= 0. (3.33)

Then, the kinematic boundary condition at the moving wall boundary reads (see [34, 72])

∂R

∂t
+ u

∂R

∂x
− w = 0 for r = R, (3.34)

and integration over the cross sectional area of Eq. (3.32a) coupled with Eq. (3.34) (see [56, 91])
yields the following integral continuity equation

∂ρA

∂t
+ 2π

∂

∂x

R∫
0

ρrudr = 0. (3.35)

3.2.2 Computational grids and basis functions
The computational domain defined by Ω(t) = {(x, r) : x ∈ [xL, xR] ∪ r ∈ [0, R(x, t)]} in
general is non constant in time. Similar to the numerical method described in Section 3.1, a main
grid and a dual grid are introduced in x direction formed by Nx and by Nx + 1 cells, respectively.
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3.2 Staggered semi-implicit DG scheme applied to the 2Dxr model

Due to the assumption of hydrostatic equilibrium, the pressure, the density and the area are vari-
ables that depend only on x and t. Consequently, these quantities are discretized exactly as it has
been done in Section 3.1, however here we use the apex x for the basis functions so that they can
be distinguished form the basis functions in r direction that will be discussed later:

pi(x, t) =

Px+1∑
l=1

φxl (x)p̂i,l(t) = φx(x) · p̂i(t). (3.36)

The components of the velocity u and w depend also on the coordinate r and consequently two
staggered meshes are introduced in every degree of freedom of the longitudinal meshes. The main
radial grid is composed by Nr rings while for the dual radial grid there are Nr + 1 rings that are
bounded by the barycentres of the elements of the main radial grid. Then, the basis functions for the
radial meshes are introduced. The polynomial basis functions φr(r) andψr(r) are characterized by
a polynomial degree P r . Similar to the one-dimensional model, they are computed with respect the
function ϕr on a reference domain using the Lagrange interpolation polynomials passing through
the Gauss-Legendre quadrature nodes. The adoption of possibly different polynomial degrees for
the basis functions in x and r is justified by the fact that u and w change differently along the two
coordinates. The longitudinal velocity u is defined on a control volume Ωn

i+ 1
2
,k

= [xi, xi+1] ×

[rn
k− 1

2

(x), rn
k+ 1

2

(x)] that belongs to the staggered longitudinal grid and to the main radial grid. In

terms of basis functions, the discrete velocity u is written as follows:

ui+ 1
2
,k(x, r, t) =

Px+1∑
l

Pr+1∑
m

ψxl (x)φrm(r)ûi+ 1
2
,k,l,m(t) = ψx(x)φr(r) · ûi+ 1

2
,k(t).

(3.37)
The radial velocity w is declared on the main longitudinal mesh and on the staggered radial mesh
in the control volume Ωn

i,k+ 1
2

= [xi− 1
2
, xi+ 1

2
]× [rnk (x), rnk+1(x)]. Numerically it is expressed

as

wi,k+ 1
2

(x, r, t) =

Px+1∑
l

Pr+1∑
m

φxl (x)ψrm(r)ŵi,k+ 1
2
,l,m(t) = φx(x)ψr(r) · ŵi,k+ 1

2
(t).

(3.38)

3.2.3 DG scheme for the 2Dxr model - Integral continuity equation

It is easy to observe that the integral 2π
R∫
0

ρurdr is the total cross sectional mass flow Q used also

in the 1D model. Consequently, the PDE Eq. (3.35) corresponds to the PDE in Eq. (3.1a) and also
its discretization is carried out in the same way done in the previous section. However, since for this
model the basis functions in x direction and r direction are characterized by different polynomial
degrees, the universal tensors introduced in Section 3.1 now are denoted by the apex x. This is done
because in the next subsection other tensors will be declared and they will differ by the chosen set
of basis function. The discrete integral continuity equation thus can be written as in the 1D model
and reads

Mx
e · (ρA(p̂n+1

i )− ρA(p̂ni ))+
∆t

∆x
(Rx

q · Q̂
n+θ

i+ 1
2

− Lx
q · Q̂

n+θ

i− 1
2

)= 0. (3.39)
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In the next sections we will discuss in detail how to compute the degrees of freedom Q̂n+θ

i+ 1
2

of the

averaged mass flow from the velocity components defined on the radial grid, taking into account
also the viscous terms.

3.2.4 DG scheme for the 2Dxr model - Momentum equation - Part A
In order to make the complete method understandable, the integration of the momentum equation
is first developed such that a low order approach is adopted in x direction. Hence, the polynomial
degree Px of the basis functions φx is 0 and consequently φx(x) = 1. The momentum equation is
multiplied by a test function that depends only on r and then it is integrated over a control volume
Ωn
i+ 1

2
,k

xi+1∫
xi

rn
i+ 1

2
,k+ 1

2∫
rn
i+ 1

2
,k− 1

2

φr2πρr(
∂u

∂t
+ u

∂u

∂x
+ w

∂u

∂r
)drdx =

xi+1∫
xi

rn
i+ 1

2
,k+ 1

2∫
rn
i+ 1

2
,k− 1

2

φr
(
−r

∂p

∂x
+ µ

∂

∂r
fr
)
drdx,

(3.40)

where fr is the viscous flux in radial direction which is equal to r ∂u
∂r

and it is declared on the dual
radial grid fr

i+1/2,k+1/2
= φr · f̂r

i+1/2,k+1/2
. Then, a new variable q = 2πρur is introduced

and is discretized as qi+1/2,k = φr · q̂i+1/2,k . On the left hand side of the momentum equation

the nonlinear convective terms are again discretized introducing the operator F̂ qi+1/2,k . At the
right hand side of Eq. (3.40) the pressure gradient is discretized using the θ-method and the viscous
term is integrated by parts, which yields

rn
i+ 1

2
,k+ 1

2∫
rn
i+ 1

2
,k− 1

2

φrφrdr ·

 q̂n+1

i+ 1
2
,k
− F̂ q

n

i+ 1
2
,k

∆t

 = −

rn
i+ 1

2
,k+ 1

2∫
rn
i+ 1

2
,k− 1

2

2πrφrdr ·
(
p̂n+θ
i+1 − p̂

n+θ
i

∆x

)

+ 2πµ[φr(rn−
i+ 1

2
,k+ 1

2

)ψr(rn
i+ 1

2
,k+ 1

2

) · f̂rn+θ

i+ 1
2
,k+ 1

2

− φr(rn+

i+ 1
2
,k− 1

2

)ψr(rn
i+ 1

2
,k− 1

2

) · f̂rn+θ

i+ 1
2
,k− 1

2

−

rn
i+ 1

2
,k∫

rn+

i+ 1
2
,k− 1

2

∂φr

∂r
ψrdr · f̂rn+θ

i+ 1
2
,k− 1

2
−

rn−
i+ 1

2
,k+ 1

2∫
rn
i+ 1

2
,k

∂φr

∂r
ψrdr · f̂rn+θ

i+ 1
2
,k+ 1

2
].

(3.41)
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The viscous flux on the staggered control volumes in r direction is obtained by considering the
smooth parts and the jump terms arising in the radial velocity profile of u as follows:

rn
i+ 1

2
,k+1∫

rn
i+ 1

2
,k

ψrψrdr · f̂rn+θ

i+ 1
2
,k+ 1

2
=

rn
i+ 1

2
,k+1∫

rn
i+ 1

2
,k

ψrr
∂u

∂r
dr =

rn−
i+ 1

2
,k+ 1

2∫
rn
i+ 1

2
,k

ψrr
∂φr

∂r
dr · ûn+θ

i+ 1
2
,k

+

rn
i+ 1

2
,k+1∫

rn+

i+ 1
2
,k+ 1

2

ψrr
∂φr

∂r
dr · ûn+θ

i+ 1
2
,k+1

+ rn
i+ 1

2
,k+ 1

2

ψr(rn
i+ 1

2
,k+ 1

2

)

(
φr(rn+

i+ 1
2
,k+ 1

2

) · ûn+θ

i+ 1
2
,k+1

− φr(rn−
i+ 1

2
,k+ 1

2

) · ûn+θ

i+ 1
2
,k

)
.

(3.42)

Now, introducing the following tensors,

Mr
e =

∫ 1

0
ϕr(ξ)ϕr(ξ)dξ

Arn
i+ 1

2
,k

= 2π

(
rn
i+ 1

2
,k− 1

2

∫ 1

0
ϕr(ξ)(1− ξ)dξ + rn

i+ 1
2
,k+ 1

2

∫ 1

0
ϕr(ξ)ξdξ

)
,

(3.43)

Rr
u = ϕr(1)ϕr(

1

2
)−

∫ 1

1
2

ϕr(ξ)′ϕr(ξ −
1

2
)dξ,

Lr
u = ϕr(0)ϕr(

1

2
) +

∫ 1
2

0
ϕr(ξ)′ϕr(ξ +

1

2
)dξ,

(3.44)

the integrated momentum equation in Eq. (3.41) is rewritten in the compact matrix vector form

Mr
e

 q̂n+1

i+ 1
2
,k
− F̂ q

n

i+ 1
2
,k

∆t

∆rn
i+ 1

2
,k

= −Arn
i+ 1

2
,k
· (
pn+θ
i+1 − p

n+θ
i

∆x
)∆rn

i+ 1
2
,k

+ Rr
u · f̂r

n+θ

i+ 1
2
,k+ 1

2
− Lr

u · f̂r
n+θ

i+ 1
2
,k− 1

2
.

(3.45)

Also the viscous flux defined in Eq. (3.42) and used in (3.45) above can be compactly written as

f̂r
n+θ

i+ 1
2
,k+ 1

2
=

(Mr
e)−1

∆rn
i+ 1

2
,k+ 1

2

·
(

F+

i+ 1
2
,k+ 1

2

· ûn+θ

i+ 1
2
,k+1

− F−
i+ 1

2
,k+ 1

2

· ûn+θ

i+ 1
2
,k

)
, (3.46)
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where F+

i+ 1
2
,k+ 1

2

and F−
i+ 1

2
,k+ 1

2

are tensors that are computed via the following expressions

F+

i+ 1
2
,k+ 1

2

= −
(
rn
i+ 1

2
,k

FL1 + rn
i+ 1

2
,k+ 1

2

FL2 + rn
i+ 1

2
,k+1

FL3

)
,

F−
i+ 1

2
,k+ 1

2

=

(
rn
i+ 1

2
,k

FR1 + rn
i+ 1

2
,k+ 1

2

FR2 + rn
i+ 1

2
,k+1

FR3

)
,

(3.47)

based on the following universal matrices

FL1 =

∫ 1
2

0
ϕr(ξ)

∂ϕr(ξ + 1
2

)

∂ξ
(1− ξ)dξ,

FL2 = ϕr(
1

2
)ϕr(1),

FL3 =

∫ 1
2

0
ϕr(ξ)

∂ϕr(ξ + 1
2

)

∂ξ
ξdξ,

(3.48)

FR1 =

∫ 1

1
2

ϕr(ξ)
∂ϕr(ξ − 1

2
)

∂ξ
(1− ξ)dξ,

FR2 = −ϕr(
1

2
)ϕr(0),

FR3 =

∫ 1

1
2

ϕr(ξ)
∂ϕr(ξ − 1

2
)

∂ξ
ξdξ.

(3.49)

In order to have a relation between the degrees of freedom of q with those of u, we use again
standard L2 projection. Hence, the expression q = 2πρru is multiplied by the test function φr
and integrated in r direction

rn
i+ 1

2
,k+ 1

2∫
rn
i+ 1

2
,k− 1

2

φrφrdr · q̂n+1

i+ 1
2
,k

= 2πρn
i+ 1

2

rn
i+ 1

2
,k+ 1

2∫
rn
i+ 1

2
,k− 1

2

φrφrrdr · ûn+1

i+ 1
2
,k

(3.50)

that yields
Mr

e · q
n+1

i+ 1
2
,k

= 2πρn
i+ 1

2

Mr
i+ 1

2
,k · u

n+1

i+ 1
2
,k
, (3.51)

where Mr
i+ 1

2
,k is a matrix defined as:

Mr
i+ 1

2
,k = rn

i+ 1
2
,k− 1

2

∫ 1

0
ϕr(ξ)ϕr(ξ)(1− ξ)dξ + rn

i+ 1
2
,k+ 1

2

∫ 1

0
ϕr(ξ)ϕr(ξ)ξdξ.

(3.52)
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The substitution of Eq. (3.46) into the integrated momentum equation (3.45) gives the following
expression

− θ2∆t

Rr
u · (Mr

e)−1 · F+

i+ 1
2
,k+ 1

2

·
(
Mr

i+ 1
2
,k+1

)−1
·Mr

e

ρn
i+ 1

2

∆rn
i+ 1

2
,k+ 1

2

· q̂n+1

i+ 1
2
,k+1

+ Mr
e∆ri+ 1

2
,k · q̂

n+1

i+ 1
2
,k+θ2∆t

Rr
u · (Mr

e)−1 · F−
i+ 1

2
,k+ 1

2

∆rn
i+ 1

2
,k+ 1

2

+

Lr
u · (Mr

e)−1 · F+

i+ 1
2
,k− 1

2

∆rn
i+ 1

2
,k− 1

2

 ·
(
Mr

i+ 1
2
,k

)−1
·Mr

e

ρn
i+ 1

2

 · q̂n+1

i+ 1
2
,k

− θ2∆t

Lr
u · (Mr

e)−1 · F−
i+ 1

2
,k− 1

2

·
(
Mr

i+ 1
2
,k−1

)−1
·Mr

e

ρn
i+ 1

2

∆rn
i+ 1

2
,k− 1

2

· q̂n+1

i+ 1
2
,k−1

= Mr
e · F̂ q

n

i+ 1
2
,k∆ri+ 1

2
,k

−∆rn
i+ 1

2
,k

∆t

∆x
Ari+ 1

2
,k(pn+θ

i+1 − p
n+θ
i )+∆t(1− θ)

(
Rr

u · f̂r
n
i+ 1

2
,k+ 1

2
− Lr

u · f̂r
n
i+ 1

2
,k− 1

2

)
(3.53)

where Ĝn
i+ 1

2
,k

accounts for all the known terms at time tn. Eq. (3.53) written for all k = 1, ..., Nr

forms the linear system

Dn
i+ 1

2

·Q
∼
n+1

i+ 1
2

= G
∼
n

i+ 1
2

− θ
∆t

∆x
Ar
∼
n

i+ 1
2

(pn+1
i+1 − p

n+1
i ). (3.54)

In Eq. (3.54) Dn
i+ 1

2

is a non-symmetric block three-diagonal matrix with block size (P r + 1) ×

(P r + 1), whileQ
∼
n+1

i+ 1
2

,G
∼
n

i+ 1
2

andAr
∼
n

i+ 1
2

are column vectors of size Nr(P r + 1):
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(3.55)
The unknown vectorQ

∼
n+1

i+ 1
2

is isolated and the discrete momentum equations becomes

Q
∼
n+1

i+ 1
2

= [D−1 ·G
∼

]
n

i+ 1
2

− θ
∆t

∆x
[D−1 ·Ar

∼
]
n

i+ 1
2

(pn+1
i+1 − p

n+1
i ) (3.56)

where [D−1 ·G
∼

]
n

i+ 1
2

= (Dn
i+ 1

2

)−1 ·G
∼
n

i+ 1
2

and [D−1 ·Ar
∼

]
n

i+ 1
2

= (Dn
i+ 1

2

)−1 ·Ar
∼
n

i+ 1
2

are

computed using the Thomas algorithm extended to block three-diagonal systems. In this way, the
exact solution of the system is reached with linear cost in Nr and it is possible to avoid the use
of iterative algorithms like GMRES, which could become inefficient for ill-conditioned problems.
Finally, the degrees of freedom for the total mass flow Q =

∫R
0 2πρur dr can be computed by the

73



3 Staggered SI DG for axially symmetric viscous compressible flows in elastic tubes

scalar product

Q̂
n+1

i+ 1
2

= Aq
∼ i+ 1

2

·Q
∼
n+1

i+ 1
2

, (3.57)

whereAq
∼ i+ 1

2

is the following column vector

Aq
∼ i+

1

2

=
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with Aqi+ 1

2
,k =

1∫
0

ϕr(ξ)dξ. (3.58)

3.2.5 DG scheme for the 2Dxr model - Momentum equation - Part B
In the previous section, the momentum equation (3.32b) has been integrated using φx = 1 so
that a classical finite difference approach has been adopted for the discretization of the pressure
gradient. In the previous situation the cells that belong to the longitudinal mesh were characterized
by a single degree of freedom located in the cell barycentre. Now, there are Px + 1 degrees of
freedom in every longitudinal control volume and the integration of Eq. (3.32b) is carried out using
an arbitrary polynomial degree for the basis function φx. In a first stage, the integration is done
only in time and in r direction. This operation yields the following semi-discrete method

DnQ
∼
n+ 1 = G

∼
n −∆tAr

∼
n ∂p

∂x
, (3.59)

where we have dropped the spatial subscripts since the axial coordinate x is still continuous. Now,
it is possible to integrate Eq. (3.59) in x direction

xi+1∫
xi

ψx

(
Dn
i+ 1

2

Q
∼
n+1

i+ 1
2

)
dx =

xi+1∫
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ψx

(
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2

−∆tAr
∼
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2

∂p

∂x

)
dx, (3.60)

which can be rearranged as

Q̂
∼

n+1

i+ 1
2

= [D̂−1G]
n
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2

− θ
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(3.61)

where the contribution of the explicit terms is collected in the operator Ĝ
∼
n

i+ 1
2

Ĝ
∼
n

i+ 1
2

= F̂Q
∼

n

i+ 1
2

− (1− θ)
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2
· p̂ni+1 − Lx

pÂr
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2
· p̂ni ). (3.62)
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In Eq. (3.61) [D̂−1G]n
i+ 1

2
and [D̂−1Ar]n

i+ 1
2

are matrices composed by Px + 1 column vectors

of length Nr(P r + 1), whose components are computed for each of the Px + 1 axial degrees of
freedom using the block Thomas algorithm in radial direction according to the method described
in the previous sub section. Then, it is possible to compute the total mass flow using the tensor
product in Eq. (3.57) applied for all the Px + 1 degrees of freedom in the cell Ωi+ 1

2
:

Q̂n
i+ 1

2

= [ ̂AqD−1G]
n
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(3.63)

In the last equation [ ̂AqD−1G]
n

i+ 1
2

and [ ̂AqD−1Ar]
n

i+ 1
2

are vectors of size Px+1. For exam-

ple the l-th component is given by the scalar product [ ̂AqD−1G]
n
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2
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2
,l
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n
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2
,l.

Casting Eq. (3.63) into the discrete integral continuity equation of Eq. (3.39) gives the following
final system for the discrete pressure:
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(3.64)

Eq. yields a mildly nonlinear system of the same form of Eq. (3.25) that can be solved with the
same Newton-type method of Casulli et al. Finally, when the pressure is known, the Px+1 column
vectors Q̂

∼

n+1

i+ 1
2

are computed from Eq. (3.61).

When the longitudinal velocity field u is known, it is possible to calculate the radial velocity w
from the continuity equation (Eq. (3.32a)). The radial velocity w is needed for the discretization of
the nonlinear convective terms, which is again performed with an explicit RKDG scheme based on
the third order TVD Runge-Kutta method, as for the 1D model, but now using the two-dimensional
x− r grid.

When the nonlinear convective terms can be neglected, one can simply set F̂ q
n

i,k = q̂ni,k and the
scheme becomes unconditionally stable; in this case the time step size ∆t has to be chosen properly
dependent on the physical problem and small enough to reduce reasonably the numerical viscosity
due to the low order time discretization. Moreover, when Px = P r = 0 the scheme reduces to the
finite volume method investigated in [56, 91] and presented in the previous chapter. In addition, if
P r = 0 and Nr = 1 one gets the high order DG scheme for the 1D model explained previously in
section 3.1.
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3.3 Numerical tests

In the following, the new semi-implicit staggered DG schemes for compressible flows in compliant
tubes are validated by comparing the obtained numerical results against different reference solutions
available in the literature.

3.3.1 Steady flow in an elastic pipe and numerical convergence
study

In the first test considered, see also [34, 56], the flow regime is steady, the fluid is incompressible,
the wall displacement is governed by the Laplace law and the convective terms u ∂u

∂x
+ w ∂u

∂r
are

neglected. Consequently, the mass flow Q within the tube is constant and the speed of sound of the
fluid tends to infinity so that the density becomes constant and equal to ρ0. We stress that this very
low Mach number regime close to the incompressible limit is very difficult to simulate for many
compressible flow solvers. Under the above assumptions, the analytical solution for the radius in x
direction reads

R(x) = 5

√
R5

0 −
40µQ

ρ0πβ
x, (3.65)

while the axial velocity is computed as

u(x, r) =
2Q

ρ0πR4(x)
[R(x)2 − r2]. (3.66)

Moreover, with the known radius from (3.65), the analytical solution for the pressure is given by

p(x) = p0 − β[R(x)−R0], (3.67)

and the mean cross sectional velocity is U(x) = Q/[ρ0πR(x)2]. Numerically, this solution is
obtained after a transient period starting from an initial condition at t = 0 when the pressure and
the radius are constant, p(x, t = 0) = p0 and R(x, t = 0) = R0, and the velocity fields is
u(x, r, t = 0) = 0. For this test, the geometrical and physical parameters are set as follows:
L = 1m, R0 = 0.025 m Q0 = 0.001875 kg3/s, ρ0 = 1 kg/m3 and µ = 10−3 Pa·s. To
model a nearly incompressible fluid, the speed of sound is set to c0 = 106 m/s, while the stiffness
parameter of the tube is set to β = 2500, as in [34]. The simulations are carried out until a final time
of te = 25 s so that a steady state solution has been reached. We use Nt = 50 steps, characterized
by a constant time step size equal to ∆t = te/Nt = 0.5 s setting θ = 1. For the 1D model, the
polynomial degree is P = 5 and the cells of the main grid areNx = 10. Then, for the 2Dxr model
the polynomial degrees of the basis functions are chosen as Px = P r = 5. The main longitudinal
grid is composed of Nx = 10 cells while the main radial grid has 7 rings (Nr = 7). The results
are exposed in Fig. 3.2, which shows an excellent agreement between the numerical data and the
exact solution. Moreover, for this smooth problem, for which the analytical solution is known, we
also compute the numerical convergence rates shown in tables Tab. 3.1 and Tab. 3.2 with respect to
the L2 norms defined as

εPL2
=

(∫
Ω

(ph − pex)2dxdr

) 1
2

εuL2
=

(∫
Ω

(uh − uex)2dxdr

) 1
2

. (3.68)

For both schemes, i.e. the one applied to the 1D model and to the 2Dxr model, it is possible to
state that the order of accuracy for the velocity is P , while the order of convergence for the pressure
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is P for odd polynomial degrees and P + 1 for even polynomial degrees. This behavior for the
pressure convergence has also been observed in the spectral semi-implicit DG schemes developed
in [70] for the incompressible Navier-Stokes equations. Further theoretical analysis on this subject
will be carried out in the future.
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Figure 3.2: Steady flow in an elastic pipe. From top left to bottom right: exact solution
( ) and numerical data for pressure, radius and mean velocity computed
using the the semi-implicit staggered DG scheme for the 1D model (�) and
for the 2Dxr model (3). The radial velocity profiles in the last figure can be
computed only using the 2Dxr model and are shown for the inlet of the pipe
(N) and the outlet of the pipe (H).
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P Nx εPL2
εUL2

OPL2
OUL2

1 100 5.8460E-2 1.5546E-2 - -
1 200 2.9397E-2 7.8068E-3 0.99 0.99
1 400 1.4718E-2 3.9075E-3 0.99 0.99
1 600 9.8148E-3 2.6054E-3 0.99 0.99
2 200 2.4600E-5 1.9169E-4 - -
2 400 3.0497E-6 3.7170E-5 3.01 2.36
2 600 8.9226E-7 1.3915E-5 3.03 2.42
2 800 3.7302E-7 6.8856E-6 3.03 2.44
3 50 1.5697E-3 3.8997E-4 - -
3 100 2.0179E-4 5.2540E-5 2.95 2.89
3 200 2.3720E-5 5.9964E-6 3.08 3.13
3 400 2.7655E-6 6.2585E-7 3.10 3.26
4 50 3.9505E-5 8.0151E-5 - -
4 100 1.8913E-6 6.3574E-6 4.38 3.65
4 200 6.8897E-8 3.9150E-7 4.77 4.02
4 400 2.2076E-9 2.0622E-8 4.96 4.24
5 25 8.8336E-4 1.2298E-4 - -
5 50 5.0042E-5 8.0968E-6 4.14 3.92
5 100 1.8626E-6 3.5388E-7 4.77 4.51
5 200 5.4435E-8 1.1597E-8 4.96 4.93
6 100 2.4623E-8 4.1609E-8 - -
6 125 5.8918E-9 1.1804E-8 6.40 5.64
6 150 1.7979E-9 4.1150E-9 6.50 5.78
6 175 7.1047E-10 1.6638E-9 6.02 5.87

Table 3.1: Numerical convergence rates computed with respect to the L2 error norms of
pressure and velocity for the semi-implicit staggered DG scheme applied to
the 1D model.

3.3.2 Womersley profile
For this test case, an exact solution for three-dimensional axially symmetric, incompressible un-
steady flows in a rigid pipe is available and was first found by Womersley in [161]. Imposing at
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P x = P r Nx = Nr εPL2
εuL2

OPL2
OuL2

1 100 5.1619E-2 5.9548E-4
1 200 2.5974E-2 2.9779E-4 0.99 0.99
1 400 1.7337E-2 1.9840E-4 0.99 1.00
1 600 1.3009E-3 1.4874E-4 0.99 1.00
2 100 1.8383E-4 3.0765E-5
2 150 5.6960E-5 1.2410E-5 2.88 2.23
2 200 2.4373E-5 6.3846E-6 2.95 2.31
2 250 1.2522E-5 3.7781E-6 2.98 2.35
3 50 4.0088E-4 4.3406E-6
3 100 1.6740E-4 1.8264E-6 3.03 3.00
3 200 8.4235E-5 9.1593E-7 3.07 3.09
3 400 4.7891E-5 5.1923E-7 3.09 3.14
4 50 3.8172E-5 2.7036E-6
4 100 6.7817E-6 6.2631E-7 4.26 3.6
4 200 1.8560E-6 2.0892E-7 4.50 3.81
4 400 6.5690E-7 8.6600E-8 4.65 3.94
5 25 4.1763E-5 2.8536E-7
5 50 6.2875E-6 4.6914E-8 4.66 4.45
5 100 1.5348E-6 1.2154E-8 4.90 4.69
5 200 4.9979E-7 4.1209E-9 5.02 4.84
6 100 1.5287E-6 5.3068E-8
6 125 1.4321E-7 6.4976E-9 5.83 5.17
6 150 2.4135E-8 1.3418E-9 6.18 5.48
6 175 5.7749E-9 3.7840E-10 6.40 5.67

Table 3.2: Numerical convergence rates computed with respect to the L2 error norms of
pressure and velocity for the staggered semi-implicit DG scheme applied to
the 2Dxr model.

the inlet of the pipe an oscillating pressure gradient characterized by an amplitude Aw and by an
angular frequency ω = 2πf

pin(t) = <
(
pout + LAwe

jωt
)

= pout + LAw cos(ωt), (3.69)
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with < denoting the real part of the complex number, then the exact solution for the velocity reads

u(r, t) = <
(
Aw

1

jω
[1−

J0(r̂j3/2Wo)

J0(j3/2Wo)
]ejωt

)
. (3.70)

In Eq. (3.70) J0 is the zero-th order complex Bessel function, j =
√
−1 is the imaginary unit

and Wo = R
√
ρw/µ is the Womersley number. Here we only use the 2Dxr model for two

simulations characterized by different Womersley regimes. Both numerical experiments share the
following numerical and physical parameters: ρ0 = 1000 kg/m3,R0 = 4 ·10−3 m,Nx = 10 and
P 5 = 5. The stiffness parameter of the pipe is set to β = 1020 and the sound speed of the fluid
is set to c0 = 107, as in [56]. Moreover, for this unsteady test, it is crucial to impose θ = 0.52
in order to improve time accuracy compared to a simple backward Euler scheme and consequently
to have a good matching with the reference solution. Furthermore, in both cases the time step ∆t
is equal to Tw/100 where Tw is the wave period equal to f−1. In the first simulation (Test A),
the frequency f is equal to 200 Hz and the viscosity µ is 10−1 Pa·s. Here, the polynomial degree
in radial direction P r is 5 and the tube is divided into Nr = 7 rings of constant thickness. From
Fig. 3.3 (left) it is possible to see that the agreement between the numerical data and the analytical
solution is perfect.
In the second case (Test B), a very high Womersley regime is considered, increasing the wave
frequency to f = 2000 Hz and reducing the dynamic viscosity to µ = 10−3 Pa·s. To make the
problem more challenging, we reduce the number of layers to Nr = 3, but the polynomial degree
in radial direction is increased to P r = 10. Moreover, since the boundary layer on the wall is very
thin, two rings are used to fit the part of the domain close to tube wall bounded between 0.9R0

and R0. Fig. 3.3 (right) shows that also in this case the fitting between numerical and analytical
solution is very good.

3.3.3 Impedance matrix
This test regards the comparison of the numerical solutions against an analytic solution derived
in the frequency domain valid for weakly compressible laminar flows and which has first been
presented in [105]. The system of equations (3.32) is simplified neglecting the radial velocity w
and the convective terms of the momentum equations. Then one can assume periodic laminar flow
in a situation such that the friction effects given by the frequency are higher than those of quasi-
steady flow conditions. Using the Laplace transform one obtains the following expression for a
hydraulic system composed of a pipe of length L and radius R[
p̄1(s)
p̄2(s)

]
= Z(s)

[
Q̂1(s)

Q̂2(s)

]
=

[
ZL(s)

cosh(γ(s)L)
sinh γ(s)L

−ZL(s) 1
sinh(γ(s)L)

ZL(s) 1
sinh(γ(s)L)

−ZL(s)
cosh(γ(s)L)
sinh γ(s)L

][
Q̄1(s)
Q̄2(s)

]
, (3.71)

where s = jω is the Laplace parameter, j2 = −1, p̄(x, s) and Q̄(x, s) are the complex pressure
and the complex volume flow rate. The indices 1 and 2 indicate the quantities at the inlet and at
the outlet of the tube, respectively. Consequently, p̄1 = p̄(0, s), p̄2 = p̄(L, s) and Q̂1 = Q̂(0, s)

and Q̂2 = Q̂(L, s). Z(s) is the impedance matrix and its elements are expressed in terms of the
hyperbolic sinus and cosinus functions. Moreover, ZL is a transfer coefficient that reads

ZL(s) = Z0

√
J0(R∗)

J1(R∗)
, with Z0 =

√
E′ρ

πR2
and E′ = E

1

1 + E
E∞

W
, (3.72)
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Figure 3.3: Womersley profiles for Test A (left) and Test B (right). Analytical solution
( ) and numerical data from the 2Dxr model after 25 (O),50 (3) and 75
(4) timesteps for the axial velocity u.

where Z0 is the frictionless case of ZL and E′ is the modified total bulk modulus of the system
that takes into account also the wall elasticity. Here, E∞ is the Young modulus of the wall material
and E is the bulk modulus of the fluid, commonly defined as E = ρ0c20; γ is a wave propagation
parameter that is essentially a function of the speed of sound and of the complex radius R∗:

γ(s) =
s

c0

√
−
J0(R∗)

J2(R∗)
with R∗ = j

√
s

ν
R. (3.73)

The elements of the impedance matrix are computed starting from a numerical simulation in the
time domain where a frequency is fixed and an oscillatory pressure gradient is imposed, exactly
like in the Womersley test. The complex quantities p̄ and Q̄ are given applying the fast Fourier
transformation to the time signals of the numerical pressure and mass flow rates taken at the inlet
and at the outlet of the tube. Moreover, the impedance matrix is symmetric and consequently the
elements z11 and z12 of the impedance matrix can be computed as follows [105]:

z11(s) =
p̄1(s)Q̄1(s)

Q̄2
1(s)− Q̄2

2(s)
, and z12(s) = −

p̄1(s)Q̄2(s)

Q̄2
1(s)− Q̄2

2(s)
. (3.74)

At first, the impedance matrix for a test fluid has been computed for a pipe assumed to be rigid.
Here, the length of the tube is L = 1 m, the radius R0 = 4 mm. The reference density is
ρ0 = 998.2 kg/m3, the speed of sound is equal to c0 = 1400 m/s and the dynamic viscosity is
µ = 10−2 Pa·s. Then, the elastic case is investigated. The physical and geometrical parameters
are the same considered for the previous case except for the viscosity µ that now is equal to 10−1

Pa·s and the elasticity parameters. We set E∞ = 1010 Pa and the wall parameter W in Eq. (3.4)
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is computed as follows

W = 2
(hw
R0

)2(1 + νw)− (1− 2νw)

(hw
R0

)2−1
, (3.75)

where hw = 1 mm is the wall thickness and νw = 0.5 is the Poisson ratio of the wall material. For
more details about the physical meaning of the impedance matrix see [91, 105]. In both simulations,
the DG scheme for the 1D model has been applied using 100 cells (Nx = 100), with a polynomial
degree P = 5, while for the DG scheme applied to the 2Dxr model the number of elements are
Nx = 100 and Nr = 20 and the polynomial degrees usd are Px = 5 and P r = 4. The results
for the elements z11 and z12 of the impedance matrix for rigid and elastic pipe are exposed in Fig.
3.4 and in Fig. 3.5, respectively. In all the plots the agreement between numerical and analytical
solution is very good.

3.3.4 Blasius boundary layer
Here, we use the semi-implicit staggered DG scheme in order to investigate the boundary layer
effects for laminar high Reynolds number flows. The Blasius boundary layer solution [12, 121] is
defined by the ODE

f
′′′

+ ff ′ = 0, (3.76)

with the boundary conditions

f(0) = 0, f ′(0) = 0, lim
η→∞

f ′(η) = 1 with η = (R0 − r)
√
U∞

2νx
, (3.77)

where η is the Blasius similarity coordinate and U∞ is the undisturbed velocity (see [128]). The
solution of Eq. (3.76) is found using the shooting method and the velocity profile is equal to
u(x, y) = U∞f ′(η).
In this test, the role of the non-linear convective terms is crucial. The test is carried out using
a straight rigid tube of radius R0 = 0.1 m and of length L = 1 m. The initial condition for
the pressure is p(x, 0) = p0 = 0 Pa and for the velocity is u(x, r, 0) = U0 = 1 m/s. The
fluid is assumed to be almost incompressible (c0 = 106) and consequently the density tends to be
constant and equal to ρ0 = 1 kg/m3. The dynamic viscosity is set to µ = 10−5 Pa·s, although in
this Reynolds number regime the flow would not be laminar any more. The domain is discretized
with 250 cells in longitudinal direction and by 100 rings in the radial direction (Nx = 250 and
Nr = 100). At the inlet of the pipe the velocity is imposed equal to u(0, t) = U0 while at
the outlet the pressure is p(L, t) = p0. The parameter θ can be set equal to 1, since we are
interested in obtaining a steady solution. The polynomial degree of the basis functions in r direction
is P r = 2. We decided to use Px = 0, since the most important physical effects are due to the
derivatives in radial direction. Numerically, a transient phase occurs, then for this set of parameters
a steady state regime is achieved at t = 2.5 s. The radial velocity profiles are taken at x = 0.75
m. Moreover, since it is known that with a constant pipe radius and a rigid wall the inner core
of the fluid accelerates (due to mass conservation and the so-called displacement thickness of the
boundary layer), the comparison against the reference solution is done by setting the velocityU∞ to
the numerical velocity obtained in the fluid core at r = 0. The plot in Fig. 3.6 shows an excellent
fitting between numerical data and the Blasius solution. Consequently, we can state that in our
approach also the radial velocity w and the non-linear convective terms are computed properly.
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3.3 Numerical tests
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Figure 3.4: Absolute value and phase of the elements z11 and z12 of the impedance
matrix for a fluid in a rigid pipe - Reference solution ( ) and numerical
data using the semi-implicit staggered DG scheme applied to the 1D model
(�) and to the 2Dxr model (3).
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Figure 3.5: Absolute value and phase of the elements z11 and z12 of the impedance
matrix for a fluid in an elastic pipe - Reference solution ( ) and numerical
data using the semi-implicit staggered DG scheme applied to the 1D model
(�) and to the 2Dxr model (3).
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3.4 Conclusions on staggered semi-implicit DG schemes for pipe flow

u [m/s]

r 
[m

]

0 0.2 0.4 0.6 0.8 1 1.2
0

0.02

0.04

0.06

0.08

0.1

Figure 3.6: Blasius boundary layer. Reference solution ( ) and numerical results
using the staggered SIDG scheme applied to the 2Dxr model (�).

3.4 Conclusions on staggered semi-implicit DG schemes for
pipe flow

We have developed and implemented a new semi-implicit staggered Discontinuous Galerkin scheme
for two mathematical models that describe weakly compressible flows in elastic tubes. In particular,
we have discretized a cross-sectionally averaged 1D model and a 2Dxr model. Both can be de-
rived from the three-dimensional compressible Navier-Stokes equations assuming axial symmetry
and hydrostatic flow, i.e. constant pressure within each cross section. The proposed semi-implicit
DG finite element approach allows to reach arbitrary high order of accuracy in space, while up to
second order of accuracy is achieved in time using the θ-method. Both schemes are characterized
by a mild CFL condition and consequently the time step ∆t depends only on the fluid velocity and
not on the sound speed. In addition, when the non-linear convective terms can be neglected, the nu-
merical methods are unconditionally stable. The pressure is efficiently computed solving a mildly
non-linear system which is observed to be symmetric and in general well-conditioned. Then, the
velocity field can be readily updated by using the discrete momentum equations.
The novel family of numerical methods has been compared against several analytical solutions for
steady and unsteady test problems. We have observed an excellent agreement in all the benchmark
problems that have been simulated.
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4 A posteriori sub-cell finite volume limiting
of staggered SIDG schemes for the shallow
water equations

The high order staggered semi-implicit DG schemes introduced at the end of the previous chapter
were still without any sort of nonlinear limiter. And according to Godunov’s theorem, any unlim-
ited high order scheme inevitably produces spurious oscillations in the vicinity of discontinuities
and strong gradients. In this chapter we therefore propose a novel family of a posteriori sub-cell
finite volume limiters for spatially high order accurate semi-implicit discontinuous Galerkin (DG)
schemes on staggered Cartesian grids for the solution of the shallow water equations expressed in
conservative form in one and two space dimensions. To the best of our knowledge, this is the first
time that an a posteriori subcell FV limiting strategy is applied to semi-implicit DG schemes on
staggered grids. All previous subcell FV limiters for DG methods were limited to the explicit case
so far.
We first start with a description of the unlimited arbitrary high order accurate staggered semi-
implicit DG scheme. In this method, the continuity equation and the momentum equations are
integrated using a discontinuous finite element strategy on staggered control volumes, where the
discrete free surface elevation is defined on the main grid and the discrete momentum is defined
on edge-based staggered dual control volumes. As usual, in the semi-implicit approach pressure
terms are discretized implicitly, while the nonlinear convective terms are discretized explicitly. In-
serting the momentum equations into the discrete continuity equation leads to a well conditioned
block penta-diagonal linear system for the free surface elevation which can be efficiently solved
with modern iterative methods.
In this chapter, we therefore propose to extend the successful family of a posteriori subcell finite
volume limiters recently introduced by Dumbser et al. (2014) for explicit DG schemes also to
semi-implicit time discretizations. At time tn the unlimited DG scheme is run in order to produce
a so-called candidate solution for time tn+1. Then, the cells characterized by a non-admissible
candidate solution are found by using physical and numerical detection criteria based on the posi-
tivity of the solution, the absence of floating point errors and the use of a relaxed discrete maximum
principle (DMP) according to the MOOD strategy of Clain, Loubère and Diot (2013). In all the
cells that are flagged as troubled control volumes a more robust semi-implicit finite volume (FV)
method is then applied on a sub-grid composed of 2P + 1 cells, where P denotes the polynomial
degree used for approximating the discrete solution within the DG scheme. Then, after having
identified the troubled cells, the linear system for the new free surface elevation is assembled and
solved again, where unlimited cells use the high order semi-implicit DG scheme and limited cells
are evolved via the more robust finite volume method. Finally, from the subcell finite volume av-
erages a higher order DG polynomial is reconstructed and then the scheme proceeds with the next
time step.
We apply the new semi-implicit staggered DG method with a posteriori subcell FV limiter to clas-
sical benchmarks such as Riemann problems in 1D and circular dam-break problems in 2D with
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shock waves, showing that the new subcell finite volume limiter is able to resolve shocks accurately
without producing spurious oscillations. Moreover, if the solution is smooth, the detector does not
find any troubled cells, as expected; consequently, the limiter is not activated and the method cor-
responds to the unlimited staggered semi-implicit DG scheme. In addition, we carry out numerical
tests which show that the new scheme is well-balanced and able to deal with wet and dry fronts.

4.1 Sub-cell finite volume limiting of staggered semi-implicit
DG schemes in 1D

In this section we present our new numerical scheme in the one-dimensional setting, applied to the
well-known shallow water equations. We first recall the governing equations and the unlimited high
order semi-implicit DG scheme [54] as well as the semi-implicit finite volume method [27, 99, 134],
which is then used as subcell FV limiter of the high order DG scheme. Subsequently we describe
the a posteriori limiter, focusing on the detection criteria and the MOOD algorithm. Moreover,
several matrices and tensors will be introduced during the derivation of the schemes, which are
explicitly given for some polynomial degrees P in the appendix A.1.

4.1.1 Governing equations of the 1D model
The frictionless shallow water equations form a hyperbolic system that consists of the continuity
equation and the momentum equation in x direction. They read

∂η

∂t
+
∂U

∂x
= 0,

∂U

∂t
+
∂uU

∂x
+ gH

∂η

∂x
= 0,

(4.1)

where x and t denote the spatial and the temporal coordinates, η(x, y) is the position of free sur-
face, h(x) is the bottom topography which is considered fixed in time,H(x, t) = h(x)+η(x, t) is
the water depth, u(x, t) is the velocity field, U(x, t) = u(x, t)H(x, t) is the volumetric discharge
and g is the gravity constant. The computational domain is denoted by Ωx = [xL, xR].

4.1.2 Unlimited staggered semi-implicit DG scheme for the 1D
shallow water equations

The computational domain Ωx is composed of two overlapping grids (see Fig. 4.1). The first is the
so-called main grid which contains Nx equally spaced elements of length ∆x = L

Nx
= xR−xL

Nx
;

a cell that belongs to this grid is denoted by Ti = [xi− 1
2
, xi+ 1

2
]. The dual mesh has Nx + 1

elements; the edges of the generic control volume Ti+ 1
2

= [xi, xi+1] are the barycenters of two
consecutive cells of the main grid. Hence, on this grid there are Nx − 1 equally spaced elements
of length ∆x, and the length of the two cells at the left and at the right boundary is ∆x/2.

According to the finite element approach, the numerical solution is projected onto piecewise poly-
nomials of degree P . For this purpose, we introduce a set of basis functions ϕ(ξ) defined on the

88



4.1 Sub-cell finite volume limiting of staggered semi-implicit DG schemes in 1D
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Figure 4.1: Staggered grids for the one-dimensional DG scheme. Main grid used for the
free surface (top) and dual mesh for the velocity (bottom).

reference element [0, 1]. Here we use a nodal basis given by the Lagrange interpolation polyno-
mials passing through the Gauss-Legendre quadrature points. In the physical control volumes the
basis functions φl(x) on the main grid and the basis functions ψl(x) on the dual grid are generated
from ϕl(ξ) as follows

φl(x) = ϕl(ξ) with x = xi + ξ∆x, and
ψl(x) = ϕl(ξ) with x = xi+ 1

2
+ ξ∆x, 0 ≤ ξ ≤ 1.

(4.2)

The free surface elevation is a quantity located on the main grid

ηi(x, t) =

P+1∑
l=1

φl(x)η̂i,l(t) := φ(x) · η̂i(t), (4.3)
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while U , u and H are defined on the staggered dual mesh:

Ui+ 1
2

(x, t) =

P+1∑
l=1

ψl(x)Ûi+ 1
2
,l(t) := ψ(x) · Ûi+ 1

2
(t),

ui+ 1
2

(x, t) = ψ(x) · ûi+ 1
2

(t),

Hi+ 1
2

(x, t) = ψ(x) · Ĥi+ 1
2

(t).

(4.4)

The continuity equation is multiplied by the test functions φ and is integrated in space over the
control volume of the main grid Ti:

x
i+ 1

2∫
x
i− 1

2

φ(
∂η

∂t
+
∂U

∂x
)dx = 0. (4.5)

Integration by parts then yields
x
i+ 1

2∫
x
i− 1

2

φ
∂η

∂t
dx+ φ(xi+ 1

2
)U(xi+ 1

2
)− φ(xi− 1

2
)U(xi− 1

2
)−

x
i+ 1

2∫
x
i− 1

2

∂φ

∂x
Udx = 0. (4.6)

The spatial derivative is discretized in time by using the θ-method where θ is an implicitness pa-
rameter taken in the range 0.5 ≤ θ ≤ 1. This time integration corresponds to the implicit Euler
method when θ = 1 and to a second order Crank-Nicolson type method when θ = 0.5 [32, 109].
In this last case the method is not monotone for arbitrary time step size ∆t and may generate oscil-
lations near discontinuities. In addition, the monotonicity violation for θ = 0.5 can be justified by
Godunov’s theorem [78], which states that linear monotone schemes can be at most of order one.
For this reason the θ-method is formulated so that the implicitness parameter θ can assume different
values in each control volume. More details for the choice of the parameter θ are given in the next
subsections. Consequently, we obtain the following compact matrix-vector notation for the discrete
continuity equation:

M · (η̂n+1
i − η̂ni ) +

∆t

∆x
(RDG

 · Û
n+θ

i+ 1
2

i+ 1
2

− LDG
 · Û

n+θ
i− 1

2

i− 1
2

)= 0. (4.7)

where Û
n+θ

i+ 1
2

i+ 1
2

= (1 − θi+ 1
2

)Ûn
i+ 1

2

+ θi+ 1
2
Ûn+1

i+ 1
2

. Similarly, we multiply the momentum

equation by the test functions ψ and integrate over the control volume Ti+ 1
2

of the dual mesh

xi+1∫
xi

ψ(
∂U

∂t
+
∂uU

∂x
+ gH

∂η

∂x
)dx = 0. (4.8)

The resulting discrete momentum equation reads in compact matrix-vector notation (see [54])

M · (Ûn+1

i+ 1
2

− F̂U
n

i+ 1
2

) +g
∆t

∆x
(RDG

u ·Ĥn
i+ 1

2

η̂
n+θ

i+ 1
2

i+1 −LDG
u ·Ĥn

i+ 1
2

η̂
n+θ

i+ 1
2

i )= 0 (4.9)
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where F̂U
n

i+ 1
2

is an explicit discretization of the nonlinear convective term that will be explained

later and where η̂
n+θ

i+ 1
2

i = (1 − θi+ 1
2

)η̂ni + θi+ 1
2
η̂n+1
i . The choice of the parameter θi+ 1

2

for time integration in eq. (4.9) will be clarified in the subsection 4.1.3 . We cast all the explicit
terms into a new quantity Ĝn

i+ 1
2

computed as follows

Ĝn
i+ 1

2

= F̂U
n

i+ 1
2
− g

∆t

∆x
(1− θi+ 1

2
)M−1 · (RDG

u · Ĥn
i+ 1

2

η̂ni+1−LDG
u · Ĥn

i+ 1
2

η̂ni ), (4.10)

so that the final form of the momentum equation reads

Ûn+1

i+ 1
2

= Ĝn
i+ 1

2

− g
∆t

∆x
θi+ 1

2
M−1 · (RDG

u · Ĥn
i+ 1

2

η̂n+1
i+1 − LDG

u · Ĥn
i+ 1

2

η̂n+1
i ). (4.11)

Note that the numerical discretization of eq. (4.11) formally never achieves second order of ac-
curacy in time since the water depth Ĥi+ 1

2
is taken at time level tn. However, in general this

approximation gives satisfactory results for simulations in practical applications; for more details
see [32] . Substituting the expression of Ûn+1

i+ 1
2

given by eq. (4.11) into eq. (4.7) yields the follow-

ing linear block three-diagonal system

M · η̂n+1
i + g

∆t2

∆x2

[
θ2
i+ 1

2

RDG
 M−1

(
RDG

u · Ĥn
i+ 1

2

η̂n+1
i+1 − LDG

u · Ĥn
i+ 1

2

η̂n+1
i

)
−θ2

i− 1
2

LDG
 M−1

(
RDG

u · Ĥn
i− 1

2

η̂n+1
i − LDG

u · Ĥn
i− 1

2

η̂n+1
i−1

)]
= b̂ni ,

(4.12)

or more compactly

LDG
i · η̂

n+1
i−1 + CDG

i · η̂
n+1
i +RDG

i · η̂
n+1
i+1 = b̂ni , (4.13)

where LDG
i , CDG

i , RDG
i are the lower diagonal, central and upper diagonal blocks and b̂ni is the

known term at the right hand side computed as follows

b̂ni = M · η̂ni −
∆t

∆x
(θi+ 1

2
RDG

 · Ĝni+ 1
2

− θi− 1
2
LDG

 · Ĝni− 1
2

)

−
∆t

∆x
((1− θi+ 1

2
)RDG

 · Ûni+ 1
2

− (1− θi− 1
2

)LDG
 · Ûni− 1

2

).

(4.14)

The linear system (5.28) can be solved by the Thomas algorithm properly adapted for block three-
diagonal systems. Once the new free surface elevation is known, it is possible to compute the
degrees of freedom of Ûn+1

i+ 1
2

using Eq. (4.11) and of the water depth Ĥi+ 1
2

. However, since the

degrees of freedom of H are defined on the staggered dual grid, while the free surface elevation η
is defined on the main grid, the following interpolation based on L2 projection is used:

Ĥi+ 1
2

= ĥi+ 1
2

+ M−1 · (MDG
L · η̂i +MDG

R · η̂i+1). (4.15)

Now the procedure for the computation of the operator FU is explained. It is easier to discretize
this term on the main grid, hence the velocity and the volumetric discharge have to be projected on
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the main grid using the same approach used in eq. (4.15), i.e.

Ûi = M−1 · (MDG
L · Ûi− 1

2
+ MDG

R · Ûi+ 1
2

). (4.16)

To obtain a stable discretization, a classical explicit TVD Runge Kutta discontinuous Galerkin
scheme (RKDG) on the collocated grid is applied, i.e.

k̂1
i = Ûni +Lh

(
ûn, Ûn

)
,

k̂2
i =

3

4
Ûni +

1

4
k̂1
i +

1

4
Lh

(
ûn, k̂1

)
,

F̂U
n

i =
1

3
Ûni +

2

3
k̂2
i +

2

3
Lh

(
ûn, k̂2

)
,

(4.17)

where the operator Lh (u,U) for cell Ti reads

Lh (u,U) = −
∆t

∆x
M−1

(
ϕ(1)fi+ 1

2
−ϕ(0)fi− 1

2
−K · f̂i

)
. (4.18)

Here, f̂i = ûiÛi and fi+ 1
2

is a numerical flux at the cell interface given by the Rusanov method
as

fi+ 1
2

=
1

2

(
u+

i+ 1
2

U+

i+ 1
2

+ u−
i+ 1

2

U−
i+ 1

2

)
−

1

2
max

(
2|u+

i+ 1
2

|, 2|u−
i+ 1

2

|
)(

U+

i+ 1
2

− U−
i+ 1

2

)
,

(4.19)
where u±

i+ 1
2

and U±
i+ 1

2

denote the boundary-extrapolated values on the left and right of the inter-

face xi+ 1
2

, respectively. Finally, the degrees of freedom F̂U
n

i+ 1
2

are projected back to the dual
mesh with the same procedure used in eq. (4.15). The maximum admissible time step ∆t is given
by the usual CFL condition for RKDG schemes, which in this case reads ∆t < CFL ∆x

2 max(|u|)
with CFL < (2P +1)−1. Note that this time step restriction is based only on the fluid velocity and
not on the surface wave speed

√
gH . Moreover, the scheme becomes unconditionally stable if one

chooses an explicit Eulerian-Lagragian DG scheme for the convective terms or if the nonlinear con-
vective terms can be neglected, hence simply setting F̂U

n

i+ 1
2

:= Ûn
i+ 1

2

. For more details about

the mathematical properties of high-order staggered semi-implicit schemes see [70, 138, 139, 140]
while for the stability analysis of Runge-Kutta TVD methods see [13, 82, 109].

4.1.3 A sub-cell formulation for the semi-implicit finite volume
method for the 1D shallow water equations

In the following we consider the sub-cell formulation of the semi-implicit finite volume method
[27, 99, 134]. Also here the computational domain Ωx is composed of two overlapping meshes
according to the staggered philosophy. Considering the element Ti introduced in the previous
section, for a positive integer P , we use 2P + 1 piecewise constant subcell averages in order to
represent the FV data on 2P +1 sub-cells Ti,s of length ∆xs = ∆x/(2P +1) (see Fig.4.2). As a
consequence we have that Ti = ∪sTi,s with s = 1, .., (2P + 1). For example, in the case P = 2
the sub-cell degrees of freedom in the cell Ti are denoted by η̌i = [η̌i,1, η̌i,2, η̌i,3, η̌i,4, η̌i,5].
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Figure 4.2: Staggered grids for the sub-cell finite volume scheme in one dimension in
the case P = 2 (Ns = 5). Main grid used for the free surface (top) and
staggered dual mesh for the velocity (bottom).

Also for this case the free surface η is located on the main grid and the quantities U , u, H are
considered on the control volumes of the dual grid. The semi-implicit discrete continuity equation
with the adaptive θ-method reads

η̌n+1
i − η̌ni +

∆t

∆x
(RFV · Ǔ

n+θ
i+ 1

2

i+ 1
2

− LFV · Ǔ
n+θ

i− 1
2

i− 1
2

)= 0, (4.20)

while the discrete momentum equation takes the form

(Ǔn+1

i+ 1
2

− ˇFU
n
i+ 1

2
) + g

∆t

∆x
Ȟn
i+ 1

2

· (RFV · η̌
n+θ

i+ 1
2

i+1 − LFV · η̌
n+θ

i+ 1
2

i )= 0. (4.21)

Here ˇFU
n
i+ 1

2
accounts for the contribution of the nonlinear convective terms and the matrices RFV

and LFV approximate the spatial derivative in x-direction. Note that in the equations above we use
∆x and not ∆xs, which makes appear a factor of Ns = 2P + 1 in the matrices RFV and LFV.
For clarity, we give an example for the approximation of ∆x∂U/∂x with P = 2 and θi± 1

2
= 1:

RFV · Ǔn+1

i+ 1
2

− LFV · Ǔn+1

i− 1
2

=

5(Ǔn+1

i− 1
2
,4
− Ǔn+1

i− 1
2
,3
Ǔn+1

i− 1
2
,5
− Ǔn+1

i− 1
2
,4
, Ǔn+1

i+ 1
2
,1
− Ǔn+1

i− 1
2
,5
, Ǔn+1

i+ 1
2
,2
− Ǔn+1

i+ 1
2
,1
, Ǔn+1

i+ 1
2
,3
− Ǔn+1

i+ 1
2
,2

).

(4.22)
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Similarly to the pure DG case, all explicit terms are collected in Ǧn+1

i+ 1
2

as

Ǧn+1

i+ 1
2

= ˇFU
n
i+ 1

2
− g

∆t

∆x
(1− θi+ 1

2
)Ȟn

i+ 1
2

· (RFV · η̌ni+1 − LFV · η̌ni ) (4.23)

and finally we get

Ǔn+1

i+ 1
2

= Ǧn
i+ 1

2

− g
∆t

∆x
θi+ 1

2
Ȟn
i+ 1

2

· (RFV · η̌n+1
i+1 − LFV · η̌n+1

i ). (4.24)

From eq. (4.24) it is possible to observe that steady lake at rest solutions are exactly preserved also
if the bathymetry is not constant; thus we can state that the sub-cell formulation of the semi-implicit
finite volume method is well-balanced by construction.
Inserting eq. (4.24) into eq. (4.20) yields the following linear block three-diagonal system

η̌n+1
i + g

∆t2

∆x2

[
θ2
i+ 1

2

RFV ·
(
Ȟni+ 1

2
·RFV · η̌n+1

i+1 − Ȟ
n
i+ 1

2
· LFV · η̌n+1

i

)
−θ2

i− 1
2

LFV ·
(
Ȟni− 1

2
·RFV·η̌n+1

i − Ȟn
i− 1

2

· LFV·η̌n+1
i−1

)]
= b̌ni , (4.25)

or more compactly

LFV
i · η̌

n+1
i−1 + CFV

i · η̌
n+1
i +RFV

i · η̌
n+1
i+1 = b̌ni , (4.26)

where Ȟni± 1
2

= diag(Ȟn
i± 1

2

) and b̌ni is the right hand side vector that contains the information at

time tn

b̌ni = η̌ni −
∆t

∆x
(θi+ 1

2
RFV · Ǧn

i+ 1
2

− θi− 1
2
LFV · Ǧn

i− 1
2

)

−
∆t

∆x
((1− θi+ 1

2
)RFV · Ǔn

i+ 1
2

− (1− θi− 1
2

)LFV · Ǔn
i− 1

2

).

(4.27)

Here, it is easy to verify that the time integration of the momentum equation, done using the pa-
rameter θi+ 1

2
, allows to keep the symmetry of the linear system in eq. (4.25). System (4.26) can

be solved either by the Thomas algorithm for block systems or by an iterative conjugate gradient
method with a proper matrix-free formulation. Later on, the momentum equation (4.20) is applied
in order to update the quantity Ǔn+1

i+ 1
2

. The water depth is computed by averaging the free surface

from the main grid to the dual mesh as

Ȟi+ 1
2

= ȟi+ 1
2

+ (MFV
L · η̌i + MFV

R · η̌i+1). (4.28)

Also in this case we compute the nonlinear convective terms on the main grid using the explicit
finite volume discretization

ˇFU
n
i,s = Ǔni,s −

∆t

∆x
(fn
i,s+ 1

2

− fn
i,s− 1

2

), (4.29)

where the numerical flux fi,s+ 1
2

is again computed using a classical Rusanov method. Before this,

we need to project u and U from the staggered grid to the main grid. For example Ǔi is computed
as

Ǔi = (MFV
L · Ǔi− 1

2
+ MFV

R · Ǔi+ 1
2

). (4.30)
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4.1 Sub-cell finite volume limiting of staggered semi-implicit DG schemes in 1D

Finally, ˇFU i+ 1
2

is given by averaging back ˇFU i onto the staggered mesh using (4.28). The
stability condition of the scheme is given by the maximum time step admissible for the explicit
computation of the nonlinear convective terms, which in this case is ∆t < CFL ∆xs

2 max(|u|) with
CFL < 1. Note that for θ = 1 the monotonicity in time of this finite volume method is ensured
[75, 78].

4.1.4 MOOD algorithm and detection criteria - 1D case
The limiting strategy adopted here is similar to the one proposed in [14, 59, 64] for the explicit
case and is based on the MOOD paradigm introduced in [39, 47, 48, 107]. At each time step the
numerical scheme is composed of two levels. In the first level, the unlimited DG scheme presented
in section 4.1.2 is used to produce a so-called candidate solution Q∗,n+1 = (η∗,n+1, U∗,n+1)
at time tn+1. Then, the troubled zones are identified using physical and numerical admissibility
criteria. In troubled cells, the more robust staggered semi-implicit finite volume subcell scheme
introduced in the previous section 4.1.3 is used, while those cells which are not troubled are run
with the unlimited DG method. Therefore, in the second level of the algorithm, which starts again
from a valid solution at time tn, a mixed scheme is employed, with the more robust subcell finite
volume method in troubled cells and the unlimited DG method in the other ones. For this purpose,
the linear system for the free surface has to be assembled and solved again. In the case where no
troubled cells have been detected after the first level of the algorithm, the scheme directly proceeds
with the next time step without activating the finite volume subcell limiter and without having to
come back to time tn in the second level.

4.1.4.1 Data representation, projection and reconstruction

If q̂ni denotes the set of degrees of freedom used for the piecewise polynomial data representation
of a generic quantity q of the numerical solution given by the DG scheme in cell Ti at time tn, then
the set of piecewise constant cell averages in the subcells Ti,s is denoted by q̌ni . Supposing that the
coefficients q̂ni,l are known, then q̌ni,s is computed using the following L2 projection

q̌ni,s =
1

|Ti,s|

∫
Ti,s

φl(x)dx q̂ni,l, ∀Ti,s ∈ Ti, (4.31)

which defines the projection operator P so that q̌ni = P · q̂ni . On the contrary, we can gather
back the piecewise constant sub-cell averages q̌ni,s into the coefficients q̂ni,l of a high order DG
polynomial by solving again (4.31), but which now leads to an over-determined problem, since that
there are 2P+1 equations forN+1 unknowns. In order to solve the problem, we use a constrained
least-squares approach (see [57, 97]), where the linear constraint is integral conservation on the big
cell Ti (see [64]), i.e. ∑

j

|Ti,s|q̌ni,s =

∫
Ti

φl(x)dx q̂ni,l. (4.32)

This last procedure can also be expressed in a matrix-vector notation as q̂ni = W · q̌ni , with
W · P = I, where I denotes the identity matrix. For a schematic representation of the projection
and reconstruction process, see Figure 4.3. Moreover, as we will see later, in some cases we also
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4 A posteriori sub-cell FV limiting of staggered SIDG for SWE

need to reconstruct a polynomial using only the P + 1 piecewise constant sub-cell data at the left
part, TLi =

⋃P+1
s=1 Ti,s (see 4.4), or the right, TRi =

⋃2P+1
s=P+1 Ti,s (see 4.5). So we introduce

two additional operators WL and WR that are computed using (4.31) only on the left and right
half of cell Ti, but without any least squares procedure, since now the number of equations is equal
to the number of unknowns.

4.1.4.2 Detection criteria

Here we describe the physical and numerical admissibility criteria that are applied to all quantities
on the main grid. For those quantities which are located on the staggered dual grid, we use the
algorithm given in eq. (4.15) to project them also onto the main grid. Once the candidate solution
given by the unlimited staggered DG scheme has been obtained, we first require that the numerical
solution must satisfy some physical admissibility criteria (PAD). For the shallow water equations
we require that the water depth H is non-negative, hence checking if

Ĥ∗,n+1
i,l ≥ 0. (4.33)

Then, according to [14, 59, 64], for the numerical admissibility criteria (NAD) we use a relaxed
version of the discrete maximum principle (DMP) for a generic quantity q as

min
∀Tj∈Vi

(q̂nj,l)−δ ≤ q̂
∗,n+1
i,l ≤ max

∀Tj∈Vi
(q̂nj,l)+δ, (4.34)

where Vi = {Ti−1, Ti, Ti+1} is the set of neighbour cells of Ti, which will become the set of
Voronoi neighbours in the two-dimensional case. In our implementation we check the DMP on the
discrete free surface elevation and the discharge. Moreover, numerical experiments have shown that
it may be useful to project the numerical quantities from the main grid to the dual mesh and then
project them back onto the main grid. In this way additional non-physical oscillations are created
near discontinuities, which allows an easier detection of troubled cells. In particular, this method
also allows a robust detection of troubled cells in the discrete representation of the initial condition.
In equation (4.34), δ is a tolerance that allows some small overshoots and thus slightly relaxes the
discrete maximum principle. It is computed as follows:

δ = max[δ0, ε( max
∀Tj∈Vi

(q̂nj,l)− min
∀Tj∈Vi

(q̂nj,l))], (4.35)

where δ0 is a parameter taken in the interval [10−4, 10−3] and typically ε = 5 · 10−4. If a cell
does not pass one of these a posteriori detection criteria applied to the candidate solution at time
tn+1 it is flagged as troubled, which means that the solution will be recomputed in this cell using
the finite volume scheme presented in Section 4.1.3. A cell Ti is flagged as troubled by setting an
indicator parameter βi = 1, while untroubled cells are flagged with βi = 0.
In order to extend the troubled cell indicator properly to the dual mesh, if the cell Ti is troubled
then we also flag both dual control volumes Ti− 1

2
and Ti+ 1

2
as troubled, consequently setting

βi− 1
2

= 1 and βi+ 1
2

= 1, see Figure 4.6 for a schematic representation of the data in this case.
Moreover, in the first MOOD iteration the parameter θ = θDG is chosen as a constant value θDG
in all the cells of the dual grid and θDG is chosen very close to but larger than 1/2 in order to reduce
the numerical viscosity as much as possible. In the second MOOD step, the value of the parameter
θ is changed to θ = 1 in the troubled cells, where the subcell finite volume method is used. Note
that, if these zones are properly detected, the monotonicity of the global method is assured.
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P W

q̂

q̌

Figure 4.3: Projection and reconstruction operators - Operators P andW

WL

Figure 4.4: Projection and reconstruction operators - OperatorWL
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WR

Figure 4.5: Projection and reconstruction operators - OperatorWR

4.1.5 Sub-cell limiting of the semi-implicit DG scheme for the 1D
shallow water equations

We start from the discretization of the continuity equation and for the general algorithm including
the limiter we have to consider four cases. The first one is a non-troubled cell on the main grid,
βi = 0, and the corresponding cells on the dual grid are not limited, i.e. βi− 1

2
= βi+ 1

2
= 0. This

case corresponds to the pure DG scheme exposed in subsection 4.1.2. On the other hand, there is
the opposite situation when all control volumes Ti, Ti− 1

2
, Ti+ 1

2
are occupied by troubled cells.

Consequently, the discrete continuity equation is the one presented in eq. (4.20). Finally, if Ti
is not troubled then still one of the neighbour elements on the dual mesh can be troubled and the
other not. Consequently, we distinguish the two possible cases for βi = 0 when βi− 1

2
= 0 and

βi+ 1
2

= 1 (see Fig. 4.7) and the other one when βi− 1
2

= 1 and βi+ 1
2

= 0 (see Fig. 4.8). These
two situations are governed respectively by eq. (4.36) and by eq. (4.37) below:

M · (
ηn+1
i − η̂ni

∆t
)+

RDG
 · Û

n+θ
i+ 1

2

i+ 1
2

− LLim
 · Ǔ

n−θ
i+ 1

2

i− 1
2

∆x
= 0 with LLim

 = LDG
 · WR

(4.36)
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x

x

xi−3/2 xi−1/2 xi+1/2 xi+3/2

xi+1 xi+2xixi−1xi−2

βi−3/2 = 0 βi−1/2 = 1 βi+1/2 = 1 βi+3/2 = 0

βi−1 = 0 βi = 1 βi+1 = 0

Figure 4.6: Staggered grids for the semi-implicit staggered DG scheme with sub-cell
limiter active in cell Ti. Main grid used for the free surface (top) and stag-
gered dual mesh for the velocity (bottom). If a cell Ti on the main grid is
flagged as troubled, then also the two overlapping staggered velocity control
volumes Ti± 1

2
are flagged as troubled. The data representation in troubled

cells is changed from high order polynomials to piecewise constant subcell
averages.

M · (
η̂n+1
i − η̂ni

∆t
)+

RLim
 · Ǔ

n+θ
i+ 1

2

i+ 1
2

− LDG
 · Û

n+θ
i− 1

2

i− 1
2

∆x
= 0 with RLim

 = RDG
 · WL.

(4.37)
Note that the structure of these two equations is very similar to the one of the discrete continuity
equation in the pure DG case, eq. (4.11). In particular, looking at Fig. 4.7, the operator WL
reconstructs the polynomial data using the first P + 1 sub-cell finite volume data of the cell Ti+ 1

2
.

A similar consideration is valid for Fig. 4.8, whereWR builds the polynomial information based
on the last P + 1 sub-cell finite volume data of the cell Ti− 1

2
.

Also for the general case of the momentum equation there are four possible combinations. The
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xi

xi+1/2xi−1/2

Figure 4.7: Control volumes for the continuity equation for the staggered semi-implicit
DG scheme in the limited case using P = 2, i.e. Ns = 2P + 1 = 5. DG
method used in Ti and Ti− 1

2
; finite volumes in Ti+ 1

2

first one is the pure DG case where the discrete momentum equation reduces to eq. (4.11). On the
contrary, when βi = βi+1/2 = βi+1 = 1 the sub-cell finite volume scheme is locally applied in
all cells, hence the degrees of freedom of Ǔi+ 1

2
are given by eq. (4.24). The interesting cases are

when Ti+ 1
2

is limited and only one of the control volumes Ti and Ti+1 is a troubled cell. Hence,
when βi = 0 and βi+1 = 1 (see Fig. 4.9) the numerical expression of the discrete momentum
equation reads

Ǔn+1

i+ 1
2

= ˇFU
n
i+ 1

2
−g

∆t

∆x
Ȟn
i+ 1

2

·(RLim
u ·η̂

n+θ
i+ 1

2
i+1 −LFV·η̌

n+θ
i+ 1

2
i ) with RLim

u = RFV·P,
(4.38)

and when βi = 1 and βi+1 = 0 (see Fig. 4.10) we get

Ǔn+1

i+ 1
2

= ˇFU
n
i+ 1

2
−g

∆t

∆x
Ȟn
i+ 1

2

·(RFV·η̌
n+θ

i+ 1
2

i+1 −LLim
u ·η̂

n+θ
i+ 1

2
i ) with LLim

u = LFV·P.
(4.39)

Note that, in eq. (4.38), the product RLim
u · η̂

n+θ
i+ 1

2
i+1 = RFV · η̌

n+θ
i+ 1

2
i+1 represents the multi-

plication of the matrix RFV with the vector of the finite volume degrees of freedom η̌
n+θ

i+ 1
2

i+1 =
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xi

xi+1/2xi−1/2

Figure 4.8: Control volumes for the continuity equation for the staggered semi-implicit
DG scheme in the limited case using P = 2, i.e. Ns = 2P + 1 = 5. DG
method used in Ti and Ti+ 1

2
; finite volumes in Ti− 1

2
.

Pη̂
n+θ

i+ 1
2

i+1 obtained from projection of the DG degrees of freedom onto the set of piecewise con-

stant subcell averages. The same consideration is valid also for the product LLim
u · η̂

n+θ
i+ 1

2
i =

LFV · η̌
n+θ

i+ 1
2

i in eq. (4.39). Hence, equations (4.38) and (4.39) can be seen as special cases of
eq. (4.24) and thus the C-property is valid also in the limited case.

Again, combining the continuity equation with the momentum equation yields the following block
three-diagonal system, where the generic degrees of freedom of the free surface are now denoted
by the symbol η̃n+1

i , representing either finite volume data or DG data, depending on the limiter
flag βi,

LLim
i · η̃n+1

i−1 + CLim
i · η̃n+1

i +RLim
i · η̃n+1

i+1 = b̃ni . (4.40)

The solution can be efficiently obtained by the Thomas algorithm for block three-diagonal systems.
For the sake of clarity, we split the block CLim

i into two contributions:

CLim
i = C0,Lim

i + Cx,Lim
i , (4.41)

where C0,Lim
i is the mass matrix M if cell i is not limited or the identity matrix I if it is limited, i.e.
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xi+1/2

xi xi+1

Figure 4.9: Control volumes for the momentum equation for the staggered semi-implicit
DG scheme in the limited case using P = 2 (Ns = 5). DG in Ti; FV in
Ti+1 and in Ti+ 1

2

C0,Lim
i =

{
M if βi = 0,

I if βi = 1.
(4.42)

Then, depending on the distribution of the limiter flag β, the blocks LLim
i , Cx,Lim

i and RLim
i are

computed as follows

LLim
i = −g

∆t2

∆x2
θ2
i− 1

2


LDG

 ·M−1 · LDG
u · Ĥn

i− 1
2

if βi−1 = βi = 0,

LFV · Ȟni− 1
2
· LFV if βi−1 = βi = 1,

LFV · Ȟni− 1
2
· LLim

u if βi−1 = 1, βi = 0,

LLim
 · Ȟni− 1

2
· LFV if βi−1 = 0, βi = 1,

(4.43)
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xi xi+1

xi+1/2

Figure 4.10: Control volumes for the momentum equation for the staggered semi-
implicit DG scheme in the limited case using P = 2 (Ns = 5). DG in
Ti+1; FV in Ti and in Ti+ 1

2

Cx,Lim
i = g

∆t2

∆x2



θ2
i− 1

2

LDG
 ·M−1 ·RDG

u · Ĥn
i− 1

2

+ θ2
i+ 1

2

RDG
 ·M−1 · LDG

u · Ĥn
i+ 1

2

if βi = βi− 1
2

= βi+ 1
2

= 0,

θ2
i− 1

2

LFV · Ȟn
i−

1

2

·RFV + θ2
i+ 1

2

RFV · Ȟn
i+

1

2

· LFV

if βi = βi− 1
2

= βi+ 1
2

= 1,

θ2
i− 1

2

LDG
 ·M−1 ·RDG

u · Ĥn
i− 1

2

+ θ2
i+ 1

2

RLim
 · Ȟni+ 1

2
· LLim

u

if βi = βi− 1
2

= 0, βi+ 1
2

= 1,

θ2
i− 1

2

LLim
 · Ȟni− 1

2
·RLim

u + θ2
i+ 1

2

RDG
 ·M−1 · LDG

u · Ĥn
i+ 1

2

if βi = βi+ 1
2

= 0, βi− 1
2

= 1,

(4.44)
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RLim
i = −g

∆t2

∆x2
θ2
i+ 1

2


RDG

 ·M−1 ·RDG
u · Ĥn

i+ 1
2

if βi+1 = βi = 0,

RFV · Ȟni+ 1
2
·RFV if βi+1 = βi = 1,

RFV · Ȟni+ 1
2
·RLim

u if βi+1 = 1, βi = 0,

RLim
 · Ȟni+ 1

2
·RFV if βi+1 = 0, βi = 1.

(4.45)

Note that the first cases correspond to the pure DG method, the second cases to the sub-cell finite
volume method and the other two cases are those for the limited situations. Also for the term on the
right hand side it is convenient to write the two parts as follows

b̃ni = b̃0,n
i + b̃x,ni (4.46)

with

b̃0,n
i =

{
M · η̂ni if βi = 0,
η̌ni if βi = 1,

(4.47)

and with

b̃x,ni = −
∆t

∆x



(θi+ 1
2
RDG

 · Ĝni+ 1
2

− θi− 1
2
LDG

 · Ĝni− 1
2

)

+((1− θi+ 1
2

)RDG
 · Ûni+ 1

2

− (1− θi− 1
2

)LDG
 · Ûni− 1

2

)

if βi = βi− 1
2

= βi+ 1
2

= 0,

(θi+ 1
2
RFV · Ǧn

i+ 1
2

− θi− 1
2
LFV · Ǧn

i− 1
2

)

+((1− θi+ 1
2

)RFV · Ǔn
i+ 1

2

− (1− θi− 1
2

)LFV · Ǔn
i− 1

2

)

if βi = βi− 1
2

= βi+ 1
2

= 1,

(θi+ 1
2
RLim

 · Ǧn
i+ 1

2

− θi− 1
2
LDG

 · Ĝni− 1
2

)

+((1− θi+ 1
2

)RLim
 · Ǔn

i+ 1
2

− (1− θi− 1
2

)LDG
 · Ûni− 1

2

)

if βi = βi− 1
2

= 0, βi+ 1
2

= 1,

(θi+ 1
2
RDG

 · Ĝni+ 1
2

− θi− 1
2
LLim

 · Ǧn
i− 1

2

)

+((1− θi+ 1
2

)RDG
 · Ûni+ 1

2

− (1− θi− 1
2

)LLim
 · Ǔn

i− 1
2

)

if βi = βi+ 1
2

= 0, βi− 1
2

= 1.

(4.48)

When the degrees of freedom of the free surface are known, the variable Ũn+1

i+ 1
2

is easily computed

using the discrete momentum equations (4.11), (4.24), (4.38) or (4.39), depending on β. Then, the
algorithm for the extrapolation of the water depth H̃n+1

i+ 1
2

on the dual grid reads as follows

H̃i+ 1
2

=


ĥi+ 1

2
+ M−1 · (MDG

L · η̂i + MDG
R · η̂i+1) if βi+ 1

2
= βi = βi+1 = 0,

ȟi+ 1
2

+ (MFV
L · η̌i + MFV

R · η̌i+1) if βi+ 1
2

= βi = βi+1 = 1,

ȟi+ 1
2

+ (MFV
L · P · η̂i + MFV

R · η̌i+1) if βi+ 1
2

= βi+1 = 1, βi = 0,

ȟi+ 1
2

+ (MFV
L · η̌i + MFV

R · P · η̂i+1) if βi+ 1
2

= βi = 1, βi+1 = 0.

(4.49)
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4.1 Sub-cell finite volume limiting of staggered semi-implicit DG schemes in 1D

Finally, we compute the nonlinear contribution of the convective terms ˜FU i and also in the limited
case it is evaluated on the main grid. First, in order to project the discharge Ũi+ 1

2
on the primal

grid we use the following procedure

Ũi =


M−1 · (MDG

L · Ûi− 1
2

+ MDG
R · Ûi+ 1

2
) if βi = βi− 1

2
= βi+ 1

2
= 0,

MFV
L · Ǔi− 1

2
+ MFV

R · Ǔi+ 1
2

if βi = βi− 1
2

= βi+ 1
2

= 1,

M−1 · (MDG
L · Ûi− 1

2
+ MDG

R · WL · Ǔi+ 1
2

) if βi = βi− 1
2

= 0, βi+ 1
2

= 1,

M−1 · (MDG
L · WR · Ǔi− 1

2
+ MDG

R · Ûi+ 1
2

) if βi = βi+ 1
2

= 0, βi− 1
2

= 1,

(4.50)
which is applied also to the velocity ũi+ 1

2
in order to get ũi. Then, if a cell is not troubled, βi = 0,

we use the explicit upwind algorithm used for the pure DG scheme explained at the end of section
4.1.2. Note that this explicit DG method is applied only in the first stage of the MOOD algorithm,
while in the second part the nonlinear convective terms are recomputed only for the troubled cells
using the classical explicit upwind finite volume method on the sub-grid shown in section 4.1.3.
Note that this approach is essentially the one-dimensional case of the sub-cell limiting of the DG
scheme proposed for the first time in [64]. Moreover, it is easy to check that due to the choice
Ns = 2P + 1 the CFL stability condition on the maximum admissible time step size ∆t for the
explicit DG scheme and for the explicit subgrid finite volume scheme are the same.

4.1.6 A high-resolution wetting and drying algorithm for high
order staggered semi-implicit DG in 1D

In this subsection, we use the numerical method introduced before in order to solve problems that
include wet-dry fronts. The key idea is to activate the sub-cell limiter in the partially wet re-
gions where the pure DG method would generated negative water depths. The wetting and drying
approach that we follow is the strategy introduced by Casulli in [28]. At first, in the continuity
equation of system (4.1), the time derivative of the free surface elevation is replaced by the time
derivative of the water depth

∂H

∂t
+
∂U

∂x
= 0, (4.51)

since the bottom topography does not change in time. The new continuity equation is numerically
approximated as follows

H̃(η̃n+1
i )− H̃(η̃ni )

∆t
+

∆Ũ
n+θi
i

∆x
= 0, (4.52)

where the spatial derivative is discretized in the same way shown in section 4.1.5, while in the
discrete time derivative now we have the nonlinear term

H̃(η̃i) =

{
M · Ĥ(η̂i) if βi = 0,

Ȟ(η̌i) if βi = 1.
(4.53)

In particular, for the degrees of freedom in the cells where the limiter is not activated we use

Ȟ(η̌i,ii) = max[0, ȟi,ii + η̌i,ii] (4.54)
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4 A posteriori sub-cell FV limiting of staggered SIDG for SWE

while in the sub-cells of the limited control volumes we use the subgrid approach of Casulli and
Stelling [35]. Hence, for every sub control volume Ȟ(η̌i,s) is given by

Ȟ(η̌i,s) =
1

∆xs

∫
Ti,s

H(x, η)dx, with H(x, η) = max[0, h(x) + η]. (4.55)

Finally, we get a mildly non-linear system that reads

H̃(η̃n+1
i ) + LLim

i · η̃n+1
i−1 + Cx,Lim

i · η̃n+1
i +RLim

i · η̃n+1
i+1 = H̃(η̃ni ) + b̃x,ni . (4.56)

It can be rewritten in the more compact form

H̃(η̃n+1) + T η̃n+ 1 = b̃n (4.57)

and is solved using the Newton method of Brugnano and Casulli [20, 21]. For this purpose, in
the case when the unlimited DG method is used in the wet cells T is not an M-matrix, which is a
necessary condition for the convergence of the Newton method. Consequently, at the first MOOD
step the Newton method is stopped after the first iteration.
Moreover, the detector is activated also in those cells where the water depth is bounded between 0
andHLim in order to enforce the stability of the detector. In addition, in order to avoid NaN values
the velocity u is computed from U and H as

u =
UH

H2 + ε
, (4.58)

where ε is a small number typically chosen between 10−10 and 10−5 in order to avoid division by
zero.

4.2 Sub-cell finite volume limiting of staggered semi-implicit
DG schemes in 2D

The core of this section is the extension of the limiter to two space dimensions and its application
to the shallow water equations. We briefly recall the unlimited semi-implicit DG method in 2D
[54], we expose the 2D semi-implicit sub-cell finite volume method and finally we describe the
combined method including the limiter. Also here, we refer to the second appendix (section A.2)
for the details of the computation of the matrices and tensors that will be introduced.

4.2.1 Governing equations of the 2D model
We consider the two-dimensional shallow water equations in conservative variables without friction
terms. The system is composed of the continuity equation and the momentum equations in x and y
direction and reads

∂η

∂t
+
∂U

∂x
+
∂V

∂y
= 0,

∂U

∂t
+
∂uU

∂x
+
∂vU

∂y
+ gH

∂η

∂x
= 0,

∂V

∂t
+
∂uV

∂x
+
∂vV

∂y
+ gH

∂η

∂y
= 0,

(4.59)
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4.2 Sub-cell finite volume limiting of staggered semi-implicit DG schemes in 2D

where the spatial coordinates are x and y and t is the time; η(x, y, t) is the elevation of the free
surface, h(x, y) is the bottom which is assumed fixed in time, H(x, y, t) = η(x, y, t) + h(x, y)
is the total water depth, u(x, y, t) and v(x, y, t) are the depth-averaged velocities respectively in x
and y direction, while the depth-averaged momentum in x and y direction is defined as U = Hu
and V = Hv. The computational domain is Ωxy = [xL, xR]× [yL, yR].

4.2.2 Unlimited staggered semi-implicit DG method for the 2D
shallow water equations

The main grid for the discretization of Ωxy is composed ofNx×Ny elements and a generic control
volume is denoted by Ti,j = [xi− 1

2
, xi+ 1

2
] × [yj− 1

2
, jj+ 1

2
] (see Fig. 4.11). Likewise, two

staggered grids are introduced, see Fig. 4.12, and their control volumes are denoted as Ti+ 1
2
,j =

[xi, xi1] × [yj− 1
2
, jj+ 1

2
] and Ti,j+ 1

2
= [xi− 1

2
, xi+ 1

2
] × [yj , jj+1] for the x and y direction,

respectively.

η̂i,j

η̂i,j+1

η̂i+1,jη̂i−1,j

η̂i,j−1

Figure 4.11: Computational grids for the 2D semi-implicit staggered DG scheme. Main
grid for η
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4 A posteriori sub-cell FV limiting of staggered SIDG for SWE

V̂i.j+ 1
2

V̂i,j− 1
2

Ûi− 1
2
,j Ûi+ 1

2
,j

Figure 4.12: Computational grids for the 2D semi-implicit staggered DG scheme. Stag-
gered dual meshes for U and V

In order to develop the semi-implicit DG scheme on staggered meshes we need the following sets
of basis functions of degree P

φ(x, y) = ϕ(ξ, γ) with x = xi + ξ∆x y = yi + γ∆y 0 ≤ ξ, γ ≤ 1

ψ(x, y) = ϕ(ξ, γ) with x = xi+ 1
2

+ ξ∆x y = yj + γ∆y 0 ≤ ξ, γ ≤ 1.

ω(x, y) = ϕ(ξ, γ) with x = xi + ξ∆x y = yj+ 1
2

+ γ∆y 0 ≤ ξ, γ ≤ 1.

(4.60)

Similar to the 1D case, the free surface is located on the main grid and is represented within element
Ti,j as follows

ηi,j(x, y, t
n) = φ(x, y) · η̂ni,j . (4.61)
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4.2 Sub-cell finite volume limiting of staggered semi-implicit DG schemes in 2D

Then, the quantities that are defined on the staggered control volume Ti+ 1
2
,j are

Ui+ 1
2
,j(x, y, t

n) = ψ(x, y) · Ûn
i+ 1

2
,j
,

Hi+ 1
2
,j(x, y, t

n) = ψ(x, y) · Ĥn
i+ 1

2
,j
,

ui+ 1
2
,j(x, y, t

n) = ψ(x, y) · ûn
i+ 1

2
,j
,

(4.62)

while the quantities on the dual volumes Ti,j+ 1
2

are

Vi,j+ 1
2

(x, y, tn) = ω(x, y) · V̂ n
i,j+ 1

2

,

Hi,j+ 1
2

(x, y, tn) = ω(x, y) · Ĥn
i,j+ 1

2

,

vi,j+ 1
2

(x, y, tn) = ω(x, y) · v̂n
i,j+ 1

2

.

(4.63)

First we multiply the continuity equation by the vector of test functions φ and integrate over a
control volume Ti,j on the main grid∫

Ti,j

φ(
∂η

∂t
+
∂U

∂x
+
∂V

∂y
)dxdy = 0. (4.64)

After integration by parts we get the following semi-implicit discretization

M · (η̂n+1
i,j − η̂

n
i,j) +

∆t

∆x
(Rx,DG

 · Û
n+θ

i+ 1
2
,j

i+ 1
2
,j

− Lx,DG
 · Û

n+θ
i− 1

2
,j

i− 1
2
,j

)

+
∆t

∆y
(Ry,DG

 · V̂
n+θ

i,j+ 1
2

i,j+ 1
2

− Ly,DG
 · V̂

n+θ
i,j− 1

2

i,j− 1
2

)= 0,

(4.65)

where the θ-method has been applied to spatial derivatives. Later on, also the momentum equations
in x and y directions are multiplied by the test functions ψ and w and are integrated over the
control volumes Ti+ 1

2
,j and Ti,j+ 1

2
, respectively,∫

T
i+ 1

2
,j

ψ(
∂U

∂t
+
∂uU

∂x
+
∂vU

∂y
+ gH

∂η

∂x
)dxdy = 0, (4.66)

∫
T
i,j+ 1

2

ω(
∂V

∂t
+
∂uV

∂x
+
∂vV

∂y
+ gH

∂η

∂y
)dxdy = 0, (4.67)

obtaining the following formulation

Ûn+1

i+ 1
2
,j

= ĜU
n

i+ 1
2
,j−g

∆t

∆x
θi+ 1

2
,jM

−1 ·(Rx,DG
u ·Ĥn

i+ 1
2
,j
η̂n+1
i+1,j−Lx,DG

u ·Ĥn
i+ 1

2
,j
η̂n+1
i,j ),

(4.68)
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4 A posteriori sub-cell FV limiting of staggered SIDG for SWE

V̂ n+1

i,j+ 1
2

= ĜV
n

i,j+ 1
2
−g

∆t

∆y
θi,j+ 1

2
M−1 ·(Ry,DG

u ·Ĥn
i,j+ 1

2

η̂n+1
i,j+1−Ly,DG

u ·Ĥn
i,j+ 1

2

η̂n+1
i,j ),

(4.69)
where ĜU

n

i+ 1
2
,j and ĜV

n

i,j+ 1
2

contain the nonlinear convective terms and the known terms at
time tn

ĜU
n

i+ 1
2
,j = F̂U

n

i+ 1
2
,j−g

∆t

∆x
(1− θi+ 1

2
,j)M

−1·(Rx,DG
u ·Ĥn

i+ 1
2
,j
η̂ni+1,j−Lx,DG

u ·Ĥn
i+ 1

2
,j
η̂ni,j),

(4.70)

ĜV
n

i,j+ 1
2

= F̂ V
n

i,j+ 1
2
−g

∆t

∆y
(1− θi,j+ 1

2
)M−1·(Ry,DG

u ·Ĥn
i,j+ 1

2

η̂ni,j+1−Ly,DG
u ·Ĥn

i,j+ 1
2

η̂ni,j).

(4.71)
Substituting V̂ n+1

i+ 1
2
,j

and V̂ n+1

i,j+ 1
2

into the discrete continuity equation (4.65) yields the block penta-

diagonal system

Lx,DG
i,j ·η̂

n+1
i−1,j+Ly,DG

i,j ·η̂
n+1
i,j−1+CDG

i,j ·η̂
n+1
i,j +Rx,DG

i,j ·η̂
n+1
i+1,j+Ry,DG

i,j ·η̂
n+1
i,j+1 = b̂ni,j , (4.72)

which in practice we observe to be symmetric and positive-definite. Consequently, the unknown
degrees of freedom of the free surface can be efficiently obtained via a matrix-free conjugate gradi-
ent method. Then, eq. (4.68) and eq. (4.69) provide the momentum updates, while the water depth
H on the dual meshes is computed as

Ĥi+ 1
2
,j = ĥi+ 1

2
,j + M−1 · (Mx,DG

L · η̂i,j + Mx,DG
R · η̂i+1,j), (4.73)

Ĥi,j+ 1
2

= ĥi,j+ 1
2

+ M−1 · (My,DG
L · η̂i,j + My,DG

R · η̂i,j+1). (4.74)

The nonlinear convective terms are discretized again on the main grid by an explicit two-dimensional
RKDG scheme. Consequently, we define the following nonlinear operators used inside the Runge-
Kutta time discretization

Lx
h (u,v,U ,V )i,j = −

∆t

∆x∆y
M−1(

∫
∂Ti,j

φFu · ndS −
∫
Ti,j

∇φ · Fudxdy), (4.75)

Ly
h (u,v,U ,V )i,j = −

∆t

∆x∆y
M−1(

∫
∂Ti,j

φFv · ndS −
∫
Ti,j

∇φ · Fvdxdy), (4.76)

where Fu = [uU, vU ] and Fv = [uV, vV ] are the physical fluxes. In equations (4.75) and (4.76)
and Ûni,j and V̂ n

i,j have been computed on the main grid using

Ûi,j = M−1 · (Mx,DG
L · Ûi− 1

2
,j + Mx,DG

R · Ûi+ 1
2
,j), (4.77)

V̂i,j = M−1 · (My,DG
L · Ûi,j− 1

2
+ My,DG

R · V̂i,j+ 1
2

), (4.78)
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and F̂U
n

i,j and F̂ V
n

i,j are projected back to the dual grid using the relations (4.73) and (4.74).
The time step ∆t is given by the CFL condition for explicit DG schemes based on the maximum
absolute values of the convective speeds in the domain |umax| and |vmax| with CFL < 1,

∆t =
CFL

(2P + 1)
(
2|umax|

∆x
+

2|vmax|
∆y

)−1. (4.79)

4.2.3 Sub-cell formulation for the finite volume method for the 2D
shallow water equations

Now we expose the semi-implicit sub-cell finite volume scheme for the 2D case. It is the natural two
dimensional extension of the method proposed in sub-section 4.1.3. The computational grids and
the control volumes Ti,j , Ti+ 1

2
,j and Ti,j+ 1

2
are the same introduced in the previous sub-section

(see Figs. 4.13, 4.14, 4.15 and 4.16). For a given integer P , a sub-grid composed of (2P+1)2 finite
volume sub-elements of size ∆xs = ∆x/(2P + 1) and ∆ys = ∆y/(2P + 1) is introduced (see
Fig. 4.14). The degrees of freedom are allocated into a one dimensional vector of length (2P +1)2

ordered using the following relation s = i1 + (i2 − 1)(2P + 1) with 1 ≤ i1, i2 ≤ 2P + 1 and
1 ≤ s ≤ (2P + 1)2, see again Fig. 4.14.
A semi-implicit discretization of the continuity equation on the main grid reads

η̌n+1
i,j − η̌

n
i,j +

∆t

∆x
(Rx,FV · Ǔ

n+θ
i+ 1

2
,j

i+ 1
2
,j

− Lx,FV · Ǔ
n+θ

i− 1
2
,j

i− 1
2
,j

)

+
∆t

∆y
(Ry,FV · V̌

n+θ
i,j+ 1

2

i,j+ 1
2

− Ly,FV · V̌
n+θ

i,j− 1
2

i,j− 1
2

)= 0,

(4.80)

and the discretized momentum equations on the dual meshes read

Ǔn+1

i+ 1
2
,j

= ǦU
n
i+ 1

2
,j − g

∆t

∆x
θi+ 1

2
,jȞ

n
i+ 1

2
,j
· (Rx,FV · η̌n+1

i+1,j − Lx,FV · η̌n+1
i,j ), (4.81)

V̌ n+1

i,j+ 1
2

= ǦV
n
i,j+ 1

2
− g

∆t

∆y
θi,j+ 1

2
Ȟn
i,j+ 1

2

· (Ry,FV · η̌n+1
i,j+1 − Ly,FV · η̌n+1

i,j ), (4.82)

where ǦUni+ 1
2
,j and ǦV n

i,j+ 1
2

as usual contain the explicit terms

ǦU
n
i+ 1

2
,j = ˇFU

n
i+ 1

2
,j−g

∆t

∆x
(1− θi+ 1

2
,j)Ȟ

n
i+ 1

2
,j
·(Rx,FV ·η̌ni+1,j−Lx,FV ·η̌ni,j), (4.83)

ǦV
n
i,j+ 1

2
= ˇFV

n
i,j+ 1

2
−g

∆t

∆y
(1− θi,j+ 1

2
)Ȟn

i,j+ 1
2

·(Ry,FV ·η̌ni,j+1−Ly,FV ·η̌ni,j). (4.84)

The block penta-diagonal system for the two-dimensional sub-cell finite volume reads

Lx,FV
i,j ·η̌

n+1
i−1,j+Ly,FV

i,j ·η̌
n+1
i,j−1 +CFV

i,j ·η̌
n+1
i,j +Rx,FV

i,j ·η̌
n+1
i+1,j+Ry,FV

i,j ·η̌
n+1
i,j+1 = b̌ni,j , (4.85)

obtained again after inserting the discrete momentum equations (4.81) and (4.82) into the continuity
equation (4.80). The sub-cell averages of the water depth H inside the cells Ti+ 1

2
,j and Ti,j+ 1

2
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η̌i, jη̌i− 1, j η̌i+ 1, j

η̌i, j − 1

η̌i, j + 1

Figure 4.13: Main grid and stencil for the 2D semi-implicit sub-cell finite volume
scheme.

are computed as follows

Ȟi+ 1
2
,j = ȟi+ 1

2
,j + (Mx,FV

L · η̌i,j + Mx,FV
R · η̌i+1,j), (4.86)

Ȟi,j+ 1
2

= ȟi,j+ 1
2

+ (M
y, FV
L

· η̌i,j + My,FV
R · η̌i,j+1). (4.87)

After projecting Ǔi+ 1
2
,j and V̌i,j+ 1

2
on the main grid via

Ǔi,j = (Mx,FV
L · Ǔi− 1

2
,j + Mx,FV

R · Ǔi+ 1
2
,j), (4.88)

V̌i,j = (My,FV
L · Ǔi,j− 1

2
+ My,FV

R · V̌i,j+ 1
2

), (4.89)

it is possible to update the non linear convective terms Ǔi,j and V̌i,j using a standard explicit finite
volume method and a Rusanov flux at the cell interfaces. For this scheme, the CFL condition yields
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η̌i,j,1

i1 = 1, i2 = 1

η̌i,j,2

i1 = 2, i2 = 1

η̌i,j,3

i1 = 3, i2 = 1

η̌i,j,4

i1 = 1, i2 = 2

η̌i,j,5

i1 = 2, i2 = 2

η̌i,j,6

i1 = 3, i2 = 2

η̌i,j,7

i1 = 1, i2 = 3

η̌i,j,8

i1 = 2, i2 = 3

η̌i,j,9

i1 = 3, i2 = 3

Figure 4.14: Ordering of the subcell degrees of freedom within one cell for the 2D semi-
implicit sub-cell finite volume scheme

the following expression for ∆t

∆t = CFL
(

2|umax|
∆xs

+
2|vmax|

∆ys

)−1

. (4.90)

4.2.4 MOOD algorithm and detection criteria - 2D case
The extension to the 2D case of the the considerations made in Section 4.1.4 is straightforward, i.e.
the MOOD paradigm is based on the same approach of Section 4.1.4. Also in the 2D case we need
to compute properly the projection and reconstruction matrices Pxy andWxy so that for a generic
quantity q we have q̌ni,j = Pxy · q̂ni,j , q̂ni,j = Wxy · q̌ni,j . In addition, we introduce also the
operatorsWx

L,Wx
R,Wy

L andWy
R that reconstruct the DG polynomial from the piecewise constant

data in the subdomains ΩxL, ΩxR, ΩyL and ΩyR of a control volume Ti,j , see Figures 4.17 and 4.18.
We use the same detection criteria as in the 1D case, i.e. the positivity of the total water depth as
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Ûi− 1
2
,j Ûi+ 1

2
,j

Figure 4.15: Staggered mesh in x direction for the 2D semi-implicit sub-cell finite vol-
ume scheme

well as the relaxed discrete maximum principle:

Ĥ∗,n+1
i,j,m ≥ 0, and min

∀Tk,l∈Vi,j
(q̂nk,l,m)−δ ≤ q̂∗,n+1

i,j,m ≤ max
∀Tk,l∈Vi,j

(q̂nk,l,m)+δ,

(4.91)
withVi,j = {Ti−1,j−1, Ti,j−1, Ti+1,j−1, Ti−1,j , Ti,j , Ti+1,j , Ti−1,j+1, Ti,j+1, Ti+1,j+1}
the set of Voronoi neighbours of Ti,j . The relaxation parameter δ is computed in analogy to the 1D
case. As detection quantities q in the DMP we use η as well as U and V . If a cell does not satisfy
all the admissibility criteria in eq. (4.91), it is flagged as troubled cell by assigning a limiter status
βi,j = 1, while for all cells which do not need the limiting we set βi,j = 0. Next, we need to limit
properly also the corresponding cells of the staggered dual grids. For example, if the cell Ti,j is
marked as troubled zone with βi,j = 1, then also the four overlapping dual cells Ti+ 1

2
,j , Ti− 1

2
,j ,

Ti,j+ 1
2

and Ti,j− 1
2

need to be limited by setting βi+ 1
2
,j = 1, βi− 1

2
,j = 1, βi,j+ 1

2
= 1 and

βi,j− 1
2

= 1. Furthermore, according to the methodology adopted in the one dimensional case in
section 4.1.4, in the first MOOD step the implicitness parameter θ can be chosen between 0.5 and
1. Typically we chose θDG = 0.55 in the entire domain in order to reduce the numerical viscosity
introduced by the time integration. However, at the second MOOD stage θ is modified and imposed
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V̂i.j+ 1
2

V̂i,j− 1
2

Figure 4.16: Staggered mesh in y direction for the 2D semi-implicit sub-cell finite vol-
ume scheme

equal to θ = 1 in the troubled cells, in order to avoid the generation of non-physical oscillations,
while it is kept at θ = θDG in all the unlimited cells.

4.2.5 Sub-cell limiting of the semi-implicit DG scheme for the 2D
shallow water equations

For the continuity equation discretized in the limited case we consider the case where Ti,j is unlim-
ited (βi,j = 0), but one of its edge neighbours is limited. We write the discrete continuity equation
as follows

M · (
η̂n+1
i,j − η̂

n
i

∆t
)+

∆Û
n+θi,j
i,j

∆x
+

∆V̂
n+θi,j
i,j

∆y
= 0. (4.92)
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[0, 0]

[0, 1]

[1, 0]

[1, 1]

ΩxL ΩxR

Figure 4.17: Subcell finite volumes in two space dimensions. Reference domains ΩxL
and ΩxR for the reconstructions

We distinguish two cases for ∆Û
n+θi,j
i,j :

∆Û
n+θi,j
i,j =


Rx,Lim

 · Ǔ
n+θ

i+ 1
2
,j

i+ 1
2
,j

− Lx,DG
 · Û

n+θ
i− 1

2
,j

i− 1
2
,j

if βi+ 1
2
,j = 1, βi− 1

2
,j = 0,

Rx,DG
 · Û

n+θ
i+ 1

2
,j

i+ 1
2
,j

− Lx,Lim
 · Ǔ

n+θ
i− 1

2
,j

i− 1
2
,j

if βi+ 1
2
,j = 0, βi− 1

2
,j = 1.

(4.93)
The first case happens when the cell Ti+1,j is troubled and consequently βi+1,j = βi+ 1

2
,j = 1;

on the contrary the other situation is when the control volume Ti−1,j is a troubled cell. Here we
have introduced the two new operators Rx,Lim

 = Rx,DG
 · Wx

L and Lx,Lim
 = Lx,DG

 · Wx
R.

Similarly, there are two possible cases for ∆V̂
n+θi,j
i,j :

∆V̂
n+θi,j
i,j =


Ry,Lim

 · V̌
n+θ

i,j+ 1
2

i,j+ 1
2

− Ly,DG
 · V̂

n+θ
i,j− 1

2

i,j− 1
2

if βi,j+ 1
2

= 1, βi,j− 1
2

= 0,

Ry,DG
 · V̂

n+θ
i,j+ 1

2

i,j+ 1
2

− Ly,Lim
 · V̌

n+θ
i,j− 1

2

i,j− 1
2

if βi,j+ 1
2

= 0, βi,j− 1
2

= 1.

(4.94)
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[0, 0]

[0, 1]

[1, 0]

[1, 1]

ΩyL

ΩyR

Figure 4.18: Subcell finite volumes in two space dimensions. Reference domains ΩyL
and ΩyR for the reconstructions

In equation (4.94) the matrices Ry,Lim
 = Ry,DG

 · Wy
L and Ly,Lim

 = Ly,DG
 · Wy

R are used in
order to properly combine the data representation of the sub-cell finite volume scheme with the one
of the semi-implicit DG method. If neither the cell Ti,j is limited nor its four edge neighbours then
the continuity equation is given by eq. (4.65) of the pure DG scheme, while if Ti,j is limited we
use the continuity equation (4.80) of the sub-cell finite volume scheme.
Similar to the one dimensional case, for the momentum equation in x direction for the limited case
we consider when Ti+ 1

2
,j is limited (βi+ 1

2
,j = 1) and also one of the two cells Ti+1,j and Ti,j

is limited while the other is a non-troubled DG cell. Consequently, if βi+ 1
2
,j = βi,j = 1 and

βi+1,j = 0, Ǔn+1

i+ 1
2
,j

reads as follows

Ǔn+1

i+ 1
2
,j

= ˇFU
n
i+ 1

2
,j − g

∆t

∆x
Ȟn
i+ 1

2
,j
· (Rx,Lim

u · η̂
n+θ

i+ 1
2
,j

i+1,j − Lx,FV · η̌
n+θ

i+ 1
2
,j

i,j )

with Rx,Lim
u = Rx,FV · Pxy

(4.95)
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4 A posteriori sub-cell FV limiting of staggered SIDG for SWE

and for βi+ 1
2
,j = βi+1,j = 1 and βi,j = 0, Ǔn+1

i+ 1
2
,j

is computed as

Ǔn+1

i+ 1
2
,j

= ˇFU
n
i+ 1

2
,j − g

∆t

∆x
Ȟn
i+ 1

2
,j
· (Rx,FV · η̌

n+θ
i+ 1

2
,j

i+1,j − Lx,Lim
u · η̂

n+θ
i+ 1

2
,j

i,j )

with Lx,Lim
u = Lx,FV · Pxy .

(4.96)

For the momentum equation in y direction, we can essentially repeat the same procedure. When
Ti,j+ 1

2
and Ti,j are limited and Ti,j+1 is not (βi,j+ 1

2
= βi,j = 1, βi,j+1 = 0) we have

V̌ n+1

i,j+ 1
2

= ˇFV
n
i,j+ 1

2
− g

∆t

∆y
Ȟn
i,j+ 1

2

· (Ry,Lim
u · η̂

n+θ
i,j+ 1

2
i,j+1 − Ly,FV · η̌

n+θ
i,j+ 1

2
i,j )

with Ry,Lim
u = Ry,FV · Pxy ,

(4.97)

while for the other limited case βi,j+ 1
2

= βi,j+1 = 1 and βi,j = 0 the momentum equation in
y-direction reads

V̌ n+1

i,j+ 1
2

= ˇFV
n
i,j+ 1

2
− g

∆t

∆y
Ȟn
i,j+ 1

2

· (Ry,FV · η̌
n+θ

i,j+ 1
2

i,j+1 − Ly,Lim
u · η̂

n+θ
i,j+ 1

2
i,j )

with Ly,Lim
u = Ly,FV · Pxy .

(4.98)

The linear system for the final two dimensional algorithm, which includes the pure unlimited DG
case as well as the sub-cell finite volume limiter, is given by inserting the discrete momentum
equations into the discrete continuity equations and formally reads

Lx,Lim
i,j ·η̃n+1

i−1,j+L
y,Lim
i,j ·η̃n+1

i,j−1+CLim
i,j ·η̃

n+1
i,j +Rx,Lim

i,j ·η̃n+1
i+1,j+R

y,Lim
i,j ·η̃n+1

i,j+1 = b̃ni,j , (4.99)

where η̃i,j is interpreted as the set of the degrees of freedom of the DG method if βi,j = 0 or as
the set of sub-cell averages inside the control volume Ti,j if βi,j = 1, i.e.

η̃i,j =

{
η̂i,j if βi,j = 0,

η̌i,j if βi,j = 1.
(4.100)

Furthermore, numerical experiments have shown that the system appears to be symmetric and posi-
tive definite, hence it is possible to obtain the solution of the free surface using a matrix-free conju-
gate gradient method. However, we stress that we do not have a rigorous mathematical proof of this
property yet and further theoretical investigations are still necessary. For a better understanding, it
easier to write CLim

i,j as the sum of three contributions

CLim
i,j = C0,Lim

i,j + Cx,Lim
i,j + Cy,Lim

i,j . (4.101)

As in the 1D case, C0,Lim
i,j is the element mass matrix if Ti,j is unlimited or the identity matrix if

Ti,j is limited, i.e.

C0,Lim
i,j =

{
M if βi,j = 0,
I if βi,j = 1.

(4.102)
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The other contributions Cx,Lim
i,j and Cy,Lim

i,j are computed considering four different combinations

Cx,Lim
i,j = g

∆t2

∆x2



θ2
i− 1

2
,j

Lx,DG
 ·M−1 ·Rx,DG

u · Ĥn
i− 1

2
,j

+θ2
i+ 1

2
,j

Rx,DG
 ·M−1 · Lx,DG

u · Ĥn
i+ 1

2
,j

if βi− 1
2
,j = βi+ 1

2
,j = 0,

θ2
i− 1

2
,j

Lx,FV · Ȟni− 1
2
,j ·Rx,FV

+θ2
i+ 1

2
,j

Rx,FV · Ȟni+ 1
2
,j · Lx,FV

ifβi− 1
2
,j = βi+ 1

2
,j = 1,

θ2
i− 1

2
,j

Lx,DG
 ·M−1 ·Rx,DG

u · Ĥn
i− 1

2
,j

+θ2
i+ 1

2
,j

Rx,Lim
 · Ȟn

i+
1

2
, j
· Lx,Lim

u

if βi− 1
2
,j = 0, βi+ 1

2
,j = 1,

θ2
i− 1

2
,j

Lx,Lim
 · Ȟni− 1

2
,j ·R

x,Lim
u

+θ2
i+ 1

2
,j

Rx,DG
 ·M−1 · Lx,DG

u · Ĥn
i+ 1

2
,j

ifβi+ 1
2
,j = 0, βi− 1

2
,j = 1,

(4.103)

Cy,Lim
i,j = g

∆t2

∆y2



θ2
i,j− 1

2

Ly,DG
 ·M−1Ry,DG

u · Ĥn
i,j− 1

2

+θ2
i,j+ 1

2

Ry,DG
 ·M−1 · Ly,DG

u · Ĥn
i,j+ 1

2

if βi,j− 1
2

= βi,j+ 1
2

= 0,

θ2
i,j− 1

2

Ly,FV · Ȟni,j− 1
2
·Ry,FV

+θ2
i,j+ 1

2

Ry,FV · Ȟni,j+ 1
2
· Ly,FV

if βi,j− 1
2

= βi,j+ 1
2

= 1,

θ2
i,j− 1

2

Ly,DG
 ·M−1 ·Ry,DG

u · Ĥn
i,j− 1

2

+θ2
i,j+ 1

2

Ry,Lim
 · Ȟni,j+ 1

2
· Ly,Lim

u

ifβi,j− 1
2

= 0, βi,j+ 1
2

= 1,

θ2
i,j− 1

2

Ly,Lim
 · Ȟni,j− 1

2
·Ry,Lim

u

+θ2
i,j+ 1

2

Ry,DG
 ·M−1 · Ly,DG

u · Ĥn
i,j+ 1

2

if βi,j+ 1
2

= 0, βi,j− 1
2

= 1.

(4.104)
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The expressions for the blocks Lx,Lim
i,j , Ly,Lim

i,j ,Rx,Lim
i,j and Ry,Lim

i,j are

Lx,Lim
i,j = −g

∆t2

∆x2
θ2
i− 1

2
,j



Lx,DG
 ·M−1 · Lx,DG

u · Ĥn
i− 1

2
,j

if βi−1,j = βi,j = 0,

Lx,FV · Ȟni− 1
2
,j · Lx,FV if βi−1,j = βi,j = 1,

Lx,FV · Ȟni− 1
2
,j · L

x,Lim
u if βi−1,j = 1, βi,j = 0,

Lx,Lim
 · Ȟni− 1

2
,j · Lx,FV if βi−1,j = 0, βi,j = 1,

(4.105)

Ly,Lim
i,j = −g

∆t2

∆y2
θ2
i,j− 1

2



Ly,DG
 ·M−1 · Ly,DG

u · Ĥn
i,j− 1

2

if βi,j−1 = βi,j = 0,

Ly,FV · Ȟni,j− 1
2
· Ly,FV if βi,j−1 = βi,j = 1,

Ly,FV · Ȟni,j− 1
2
· Ly,Lim

u if βi,j−1 = 1, βi,j = 0,

Ly,Lim
 · Ȟni,j− 1

2
· Ly,FV if βi,j−1 = 0, βi,j = 1,

(4.106)

Rx,Lim
i,j = −g

∆t2

∆x2
θ2
i+ 1

2
,j



Rx,DG
 ·M−1 ·Rx, DG

u · Ĥn
i+ 1

2
,j

if βi+1,j = βi,j = 0,

Rx,FV · Ȟni+ 1
2
,j ·Rx,FV if βi+1,j = βi,j = 1,

Rx,FV · Ȟni+ 1
2
,j ·R

x, Lim
u if βi+1,j = 1, βi,j = 0,

Rx,Lim
 · Ȟni+ 1

2
,j ·Rx,FV if βi+1,j = 0, βi,j = 1,

(4.107)

Ry,Lim
i,j = −g

∆t2

∆y2
θ2
i,j+ 1

2



Ry,DG
 ·M−1 ·Ry,DG

u · Ĥn
i,j+ 1

2

if βi,j+1 = βi,j = 0,

Ry,FV · Ȟni,j+ 1
2
·Ry,FV if βi,j+1 = βi,j = 1,

Ry,FV · Ȟni,j+ 1
2
·Ry,Lim

u if βi,j+1 = 1, βi,j = 0,

Ry,Lim
 · Ȟni,j+ 1

2
·Ry,FV if βi,j+1 = 0, βi,j = 1.

(4.108)
Also the right hand side terms is split in three contributions for simplicity

b̃ni,j = b̃0,n
i,j − b̃

x,n
i,j − b̃

y,n
i,j (4.109)

where

b̃0,n
i,j =

{
M · η̂ni,j if βi,j = 0,

η̌ni,j if βi,j = 1,
(4.110)
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b̃x,ni,j =
∆t

∆x



(θi+ 1
2
,jR

x,DG
 · ĜU

n

i+ 1
2
,j − θi− 1

2
,jL

x,DG
 · ĜU

n

i− 1
2
,j)+

((1− θi+ 1
2
,j)R

x,DG
 · Ûn

i+ 1
2
,j
− (1− θi− 1

2
,j)L

x,DG
 · Ûn

i− 1
2
,j

)

if βi,j = βi− 1
2
,j = βi+ 1

2
,j = 0,

(θi+ 1
2
,jR

x,FV · ǦUni+ 1
2
,j − θi− 1

2
,jL

x,FV · ǦUni− 1
2
,j)+

((1− θi+ 1
2
,j)R

x,FV · Ǔn
i+ 1

2
,j
− (1− θi− 1

2
,j)L

x,FV · Ǔn
i− 1

2
,j

)

if βi,j = βi− 1
2
,j = βi+ 1

2
,j = 1,

(θi+ 1
2
,jR

x,Lim
 · ǦUni+ 1

2
,j − θi− 1

2
,jL

x,DG
 · ĜU

n

i− 1
2
,j)+

((1− θi+ 1
2
,j)R

x,Lim
 · Ǔn

i+ 1
2
,j
− (1− θi− 1

2
,j)L

x,DG
 · Ûn

i− 1
2

)

if βi,j = βi− 1
2
,j = 0, βi+ 1

2
,j = 1,

(θi+ 1
2
,jR

x,DG
 · ĜU

n

i+ 1
2
,j − θi− 1

2
,jL

x,Lim
 · ǦUni− 1

2
,j)+

((1− θi+ 1
2
,j)R

x,DG
 · Ûn

i+ 1
2
,j
− (1− θi− 1

2
,j)L

x,Lim
 · Ǔn

i− 1
2
,j

)

if βi,j = βi+ 1
2
,j = 0, βi− 1

2
,j = 1,

(4.111)

b̃y,ni,j =
∆t

∆y



(θi,j+ 1
2
Ry,DG

 · ĜV
n

i,j+ 1
2
− θi,j− 1

2
Ly,DG

 · ĜV
n

i,j− 1
2

)

+((1− θi,j+ 1
2

)Ry,DG
 · V̂ n

i,j+ 1
2

− (1− θi,j− 1
2

)Ly,DG
 · V̂ n

i,j− 1
2

)

if βi,j = βi,j− 1
2

= βi,j+ 1
2

= 0,

(θi,j+ 1
2
Ry,FV · ǦV n

i,j+ 1
2
− θi,j− 1

2
Ly,FV · ǦV n

i,j− 1
2

)

+((1− θi,j+ 1
2

)Ry,FV · V̌ n
i,j+ 1

2

− (1− θi,j− 1
2

)Ly,FV · V̌ n
i,j− 1

2

)

if βi,j = βi,j− 1
2
,j = βi,j+ 1

2
= 1,

(θi,j+ 1
2
Ry,Lim

 · ǦV n
i,j+ 1

2
− θi,j− 1

2
Ly,DG

 · ĜV
n

i,j− 1
2

)

+((1− θi+ 1
2
,j)R

y,Lim
 · V̌ n

i+ 1
2
,j
− (1− θi− 1

2
,j)L

y,DG
 · V̂ n

i,j− 1
2

)

if βi,j = βi,j− 1
2

= 0, βi,j+ 1
2

= 1,

(θi,j+ 1
2
Ry,DG

 · ĜV
n

i,j+ 1
2
− θi,j− 1

2
Ly,Lim

 · ǦV n
i,j− 1

2
)

+((1− θi,j+ 1
2

)Ry,DG
 · V̂ n

i,j+ 1
2

− (1− θi,j− 1
2

)Ly,Lim
 · V̌ n

i,j− 1
2

)

if βi,j = βi,j+ 1
2

= 0, βi,j− 1
2

= 1.

(4.112)
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Once the new free surface elevation is known from the solution of (4.99), the momentum can be
updated and the new water depth H needs to be computed on the dual meshes via

H̃i+ 1
2
,j =



h̃i+ 1
2
,j + M−1 · (Mx,DG

L · η̃i,j + Mx,DG
R · η̃i+1,j)

if βi+ 1
2
,j = βi,j = βi+1,j = 0,

h̃i+ 1
2
,j + (Mx,FV

L · η̃i,j + Mx,FV
R · η̃i+1,j)

if βi+ 1
2
,j = βi,j = βi+1,j = 1,

h̃i+ 1
2
,j + (Mx,FV

L · Pxy · η̃i,j + Mx,FV
R · η̃i+1,j)

if βi+ 1
2
,j = βi+1,j = 1, βi,j = 0,
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The projection of the momentum U and V in x and y direction onto the main grid reads

Ũi,j =
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R · Ũi+ 1
2
,j)

if βi,j = βi− 1
2
,j = βi+ 1

2
,j = 0,

Mx,FV
L · Ũi− 1
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(4.115)
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Ṽi,j =
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(4.116)

With the momentum averaged on the main grid it is possible to compute the nonlinear convective
terms of the shallow water system. In the first MOOD step they are evaluated with the RKDG
method shown in sub-section 4.2.2 while during the second MOOD step the convective terms are
recomputed with the explicit finite volume method, see the end of section 4.2.3, but only in the
control volumes flagged as troubled cells. Finally, is it easy to see that the stability conditions in
eq. (4.79) and in eq. (4.90) are equivalent so the time step ∆t for the limited case does not change
with respect the one of the unlimited semi-implicit DG scheme. This completes the description of
the two-dimensional algorithm.

4.3 Numerical tests for the one-dimensional model

In the following, the new staggered semi-implicit DG schemes with a posteriori subcell finite vol-
ume limiting are validated by comparing the numerical results against different reference solutions
available in literature. In order to show the benefits of the new limiter, we present numerical results
obtained with and without using the limiter. In all cases presented here, the initial condition has not
been smoothed out, unlike in [54]. For the sake of clarity, we recall that when we explicitly write
the value of the implicitness parameter θDG this is referred to the zones where the limiter is not
activated, while in the limited cells we always impose θ = 1 for the subcell finite volume limiter.
Note also that during the first MOOD step θ = θDG is constant in the entire domain.

4.3.1 Well-balanced property for the 1D case
We simulate the numerical test proposed in [106] in order to check numerically the well-balanced
property (or C-property) of the limited DG scheme. We recall that a well-balanced method pre-
serves exactly steady state solutions of the type η = const and u = 0 even for a not-flat bottom
topography, see [10, 80, 81, 83, 106]. The semi-implicit DG method is well balanced by construc-
tion, see [54] for details. Then, for the semi-implicit sub-cell finite volume scheme it is easy to see
from eq. (4.24) that if the free surface is constant and the discharge was initially zero then it re-
mains zero. This property is valid also for the combined DG-FV scheme. In order to verify the well
balancing of the scheme also numerically, we introduce a computational domain Ωx = [−2, 2] and
the bottom topography is a smooth profile given as follows

h(x) =

{
−0.25(cos(10π(x− 1.5)) + 1) if 1.4 ≤ x ≤ 1.6

0 otherwise.
(4.117)
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4 A posteriori sub-cell FV limiting of staggered SIDG for SWE

First, we impose a flat free surface η = 1 and zero initial velocity and we run a simulation up to
the final time t = 0.1 using Nx = 100, P = 5, θDG = 0.55 and ∆t0 = 10−3. Moreover,
since for a smooth problem the MOOD approach would not detect any troubled cells and since we
want to verify the well-balanced property of the scheme with active subcell FV limiter, the limiter is
randomly activated in each time step in some of the control volumes. At the end of the simulation,
we observe that the free surface is still flat and in Table 4.1 we expose the results for theL∞ andL2

norms referred to the quantity η computed using different machine precisions. In all the cases the
errors have the same magnitudes of the machine tolerance, confirming the well-balanced property
of the numerical method. Similar results are also obtained for the fluid velocity u.

Case L∞ L2

Single precision 2.2245 · 10−6 8.7232 · 10−6

Double precision 1.6088 · 10−13 6.2094 · 10−13

Quadruple precision 4.4248 · 10−31 1.7787 · 10−30

Table 4.1: Numerical validation of the well-balanced property for the semi-implicit stag-
gered DG scheme in 1D with sub-cell FV limiter. L∞ and L2 norms for η
with P = 5 at time t = 0.1 for different machine precisions.

Now we impose a discontinuous perturbation in the free surface elevation of the following form

η(x, 0) =

{
1 + ε if 1.1 ≤ x ≤ 1.2

1 otherwise,
(4.118)

and we consider other two test cases: for the first one we set ε = 0.2 while for the second one
ε = 10−3. For both simulations we use Nx = 250 and a polynomial degree of the basis functions
of P = 5. The final time of the simulations is t = 0.2, with a time step size of ∆t0 = 4 · 104

and θDG = 0.55. The results are shown in Figs. 4.19 and 4.20. For this test a reference solution
is produced using a robust explicit second order TVD finite volume scheme with a well balanced
Osher Riemann solver [63]. It is possible to see a good agreement between the reference solution
and the numerical one given by the limited DG scheme. The a posteriori limiter is active only in
the first time steps of the simulation, while there are no troubled cells detected at the final time.
However, the limiting in the first time steps is necessary, since the unlimited DG scheme produces
visible spurious oscillations in the regions close to the discontinuities in the free surface profile, but
also in the central region where the reference solution is smooth. We attribute this behaviour to the
fact that the unlimited DG scheme is not viscous enough for cleaning the Gibbs phenomenon that
is caused by the discontinuities in the initial condition. We emphasize again that in the limited DG
scheme, the limiter acts only in the first time steps of the simulations, but successfully avoids the
generation and propagation of unphysical oscillations.
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Figure 4.19: Reference solutions and numerical solutions for the LeVeque test with ε =
0.2 at t = 0.2.
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4 A posteriori sub-cell FV limiting of staggered SIDG for SWE

4.3.2 One-dimensional Riemann problems
Now we expose the numerical numerical results for a set of Riemann problems. The Riemann
problem is a typical benchmark in the context of hyperbolic PDE and it consists in a discontinuous
initial condition of the state vector Q = [η, u, h] of the type,

Q(x, 0) =

{
QL if x ≤ 0

QR if x > 0,
(4.119)

i.e. two piecewise constant states, separated by a discontinuity. The number of cells Nx used to
discretize the computational domain Ωx = [xL, xR] is chosen so that ∆x = 0.1333 and the poly-
nomial degree is chosen as P = 5. For all the simulations the parameters are ∆t0 = 5 · 10−4 and
θDG = 0.55. We consider eight different initial conditions (see Table 4.2) and the exact solution
is given by the Riemann solver of Toro [147] in the case of flat bottom and the one of of Bernetti et
al. [11] when the bottom is discontinuous.
The results of RP1 are exposed in Fig. 4.21 and the test consists in a shock wave that travels to the
right and a rarefaction wave that moves to the left. The numerical solution fits the exact one very
well and the troubled cells are located around the shock wave, as expected, while the plateau and
the rarefaction wave are properly resolved by the unlimited DG scheme. It is also interesting to
note that it was impossible to run this test case without any limiting of the semi-implicit staggered
DG scheme, because at a certain point the spurious oscillations produce negative water depth and
then the simulation crashes.
In the test RP2 two flows collide and the they generate two shocks that travel in opposite direction.
From Fig. 4.22 we observe that the troubled cells are detected in a perfectly symmetric way and the
staggered semi-implicit DG scheme with a posteriori subcell FV limiter reproduces properly the
exact solution, activating the semi-implicit finite volume solver only in the troubled zones around
the shock waves. On the contrary, the pure unlimited DG scheme produces evident Gibbs phenom-
ena that are not acceptable.
The test cases RP3, RP4 and RP5 are taken from [54]. At the final time of the simulation the
semi-implicit DG scheme with a posteriori subcell FV limiter gives a very good match with the
exact solution and troubled cells are not detected. However, it is possible that advancing in time
some troubled cells are detected and thus evolved by the more robust finite volume method for a
few time steps, especially in the regions characterized by the presence of shock waves. In general,
this behaviour happens using a rather high polynomial degree and a parameter θ that tends to 0.5.
Moreover, the unlimited semi-implicit DG scheme produces solutions characterized by unphysical
oscillations close to the discontinuities and even in the flat zones of the Riemann problem.
The Riemann problems RP6 (from [54]) and RP7 (from [11]) are characterized by a discontinuity
in the bottom topography. Also in these cases the agreement with the reference solution is good
for the DG scheme with subcell limiter, while the unlimited DG scheme crashes in the last two test
problems.
In the last two configurations we consider Riemann problems which have been solved by using the
new algorithm for wetting and drying presented in subsection 4.1.6. RP8 is a classical dam break
problem over dry bed while in RP9 the initial state is a discontinuity in the velocity profile that pro-
duces two rarefactions and a dry region in the middle of the channel. In both cases the agreement
with the reference solutions is very good and these results are shown in figures 4.28 and 4.29. In
conclusion, the semi-implicit staggered DG scheme with sub-cell FV limiter is in good agreement
with the reference solution even in the presence of discontinuities. Furthermore, it significantly
improves the quality of the numerical results with respect to the unlimited case.
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Figure 4.21: Reference solutions and numerical solutions for the Riemann problem RP1
at t = 1.0.
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Figure 4.22: Reference solutions and numerical solutions for the Riemann problem RP2
at t = 1.0.
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Figure 4.23: Reference solutions and numerical solutions for the Riemann problem RP3
at t = 1.0.
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Figure 4.24: Reference solutions and numerical solutions for the Riemann problem RP4
at t = 1.0.

128



4.3 Numerical tests for the one-dimensional model

x [m]

et
a 

[m
]

-10 -5 0 5 10

1

1.05

1.1

1.15

1.2

Exact
SI DG P5 Lim
SI DG P5

x [m]
u

 [
m

/s
]

-10 -5 0 5 10

-0.2

0

0.2

0.4

Exact
SI DG P5 Lim
SI DG P5

Figure 4.25: Reference solutions and numerical solutions for the Riemann problem RP5
at t = 1.0.
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Figure 4.26: Reference solutions and numerical solutions for the Riemann problem RP6
at t = 1.0.
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Figure 4.27: Reference solutions and numerical solutions for the Riemann problem RP7
at t = 1.0.
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Figure 4.28: Reference solutions and numerical solutions for the Riemann problem RP8
at t = 0.75.
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4.3 Numerical tests for the one-dimensional model

Case ηL uL hL ηR uR hR xL xR Nx tend

RP1 3.0 0.0 0.0 1.0 0.0 0.0 -5.0 +5.0 75 1.0
RP2 1.0 2.0 0.0 1.0 -2.0 0.0 -5.0 +5.0 75 1.0
RP3 1.5 -1.0 0.0 1.0 +2.0 0.0 -10.0 +10.0 150 1.0
RP4 2.0 -0.5 0.0 1.0 +0.5 0.0 -10.0 +10.0 150 1.0
RP5 1.1 0.5 0.0 1.0 -0.25 0.0 -10.0 +10.0 150 1.0
RP6 1.0 0.0 -0.2 0.5 0.0 0.0 -10.0 +10.0 150 1.0
RP7 2.6 -2.5 0.0 4.8 10.1 -0.2 -10.0 +20.0 225 1.0
RP8 1.0 0.0 0.0 0.0 0.0 0.0 -5.0 +5.0 50 0.75
RP9 0.05 -3.0 0.0 0.05 +3.0 0.0 -5.0 +5.0 50 0.7

Table 4.2: Riemann problems for semi-implicit DG on staggered grid with sub-cell lim-
iter - Left and right states for η,u and h, left and right boundaries xL and xR,
number of control volume Nx, ∆x and final time of the simulations tend.
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Figure 4.29: Reference solutions and numerical solutions for the Riemann problem RP9
at t = 0.7.
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4.3.3 Trans-critical flow over a bump

For this 1D test case, the bottom geometry is given by the following function, which describes a
smooth obstacle centred in x = 0

h(x) =

{
−0.25(cos(10π(x− 1)) + 1) if − 0.1 ≤ x ≤ 0.1

0 otherwise
(4.120)

and a constant initial state is imposed for the free surface and for the velocity: η = 1 and u =
0.3
√
g. The computational domain is Ωx = [xL, xR] = [−2.5, 2.5] and is covered by 300

cells setting P = 7. The implicitness parameter is set to θDG = 1 because at the final time
of the simulation tend = 0.5 the free surface profile is in a steady regime in the region over
the bump. The maximum time step is ∆t0 = 5 · 10−4. We expose the steady state profile
in the domain [−1,+1] and we report the numerical solution for η, u, H and the Froude number
Fr = u/

√
gH . The results in Fig. 4.30 show an excellent agreement between the numerical results

obtained with the staggered semi-implicit DG scheme with subcell FV limiter and the reference
solution, which has been again obtained with a second order TVD finite volume scheme using
the path-conservative Osher-type Riemann solver presented in [63]. Over the bump we observe a
supercritical flow characterized by a very high Froude number. Moreover, we underline that for
this set of numerical parameters, the discontinuity and the hydraulic jump are contained in the same
troubled cell. Also for this case we observed that without limiter the simulation does not reach the
final time.

4.3.4 Oscillating lake in a parabolic bowl

In this last 1D benchmark problem we consider a periodic flow with wetting and drying front
in a channel with parabolic bottom profile. The computational domain is Ωx = [xL, xR] =
[−2L, 2L], where L = 2500 is the characteristic length of the problem. The bottom is prescribed
as h(x) = −D0L−1x2 and the analytical solutions for the free-surface and for the velocity are
([113, 144])

η(x, t) =

{
D0 + 2AD0

L2 (x− A
2

) if A cos(ωt)− L ≤ x ≤ A cos(ωt) + L,
D0
L
x2 otherwise,

(4.121)

u(x, t) =

{
−Aω cos(ωt) if A cos(ωt)− L ≤ x ≤ A cos(ωt) + L,

0 otherwise,
(4.122)

where D0 = 10 is the maximum equilibrium depth, A = 0.5L denotes the amplitude of the
oscillation and ω =

√
2gD0L−2 is the angular frequency. For this simulation we use Nx = 100

with a polynomial degree P = 5 and θDG = 0.6. The numerical data for the free surface η and
for the discharge Q = U = uH are compared against the exact solution in figures 4.31,4.32,4.33
and 4.34 at time τ/4, τ/2, τ3/4 and τ respectively, with τ = 2π/ω. One can observe that in these
figures the agreement between numerical and analytical solution is excellent.
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Figure 4.30: Reference solution and numerical solution for the trans-critical flow over a
bump at t = 1.0.

4.4 Numerical tests for the two-dimensional model

4.4.1 Well-balanced property for the 2D case

Here we verify the C-property of the semi-implicit staggered DG scheme with subcell FV limiter
also for the 2D case. For this purpose, a smooth bottom profile is defined as

h(x, y) = −0.8e−5(x−0.9)2−50(y−0.5)2 . (4.123)
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Figure 4.31: Oscillating lake - Reference solutions and numerical solutions for η and Q
at t = τ/4.
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Figure 4.32: Oscillating lake - Reference solutions and numerical solutions for η and Q
at t = τ/2.
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Figure 4.33: Oscillating lake - Reference solutions and numerical solutions for η and Q
at t = 3τ/4.
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Figure 4.34: Oscillating lake - Reference solutions and numerical solutions for η and Q
at t = τ .
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4 A posteriori sub-cell FV limiting of staggered SIDG for SWE

First, a flat free surface η(x, y, 0) = 1 is imposed at time t = 0 and the velocity is initially set
to zero. The computational domain Ωxy = [0, 2] × [0, 1] is paved with 80 × 40 cells in x and y
direction, respectively. The polynomial degree is P = 5, ∆t0 = 10−3, θDG = 0.55 and the final
time is t = 0.1. Similarly to the 1D case, the limiter status flag β is randomly assigned a value of
either 0 or 1. As in the 1D case, the error measured in different norms is very close to the chosen
machine precision, see Table 4.4.1.

Case L∞ L2

Single precision 6.7949 · 10−6 7.4372 · 10−7

Double precision 3.4972 · 10−15 3.7973 · 10−16

Quadruple precision 4.4970 · 10−31 4.9041 · 10−31

Table 4.3: Numerical validation of the well-balanced property for the semi-implicit stag-
gered DG scheme with subcell FV limiter in 2D.L∞ andL2 norms for η with
P = 5 at time t = 0.1 for different machine precisions.

For the last test, the following discontinuous free-surface profile is assigned as initial condition

η(x, y, 0) =

{
1 + ε if 0.05 ≤ x ≤ 0.15

1 otherwise.
(4.124)

We use Nx = 120 and Ny = 40 with P = 5 on the domain Ωxy = [−1, 2] × [0, 1]. The
implicitness parameter is set to θDG = 0.55 and ∆t0 = 10−3. In Fig. 4.35 we show the color
contours of the free surface elevation η at different output times. We observe that the limiter is
activated only during the first time steps of the simulation and then the simulation produces smooth
outputs, similar to those presented in [106, 136].

4.4.2 Circular dambreak
Finally, we consider two circular dambreak problems of the following form

Q(x, y, 0) =

{
Qin if r ≤ rc
Qout if r > rc.

(4.125)

where r =
√
x2 + y2 and Q is the vector of state defined as Q = [h, u, v, h]. In the first case

the bottom geometry is a flat surface and the inner and outer states are given by Qin = [3, 0, 0, 0]
and Qout = [1, 0, 0, 0] with rc = 2. The computational domain is Ωxy = [−5,+5]× [−5,+5]
and we use Nx = Ny = 100 with ∆t0 = 10−3, θDG = 0.55 and tend = 0.2. For the
second test an additional discontinuity is introduced in order to create a jump in the bottom, setting
Qin = [2, 0, 0,−0.2] and Qout = [1, 0, 0, 0] with rc = 1. The computational domain is
Ωxy = [−2,+2] × [−2,+2] and also in this case Nx = Ny = 100 with ∆t0 = 10−3,
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4.4 Numerical tests for the two-dimensional model

Figure 4.35: Numerical validation of the well-balanced property for the 2D case. Nu-
merical solution of the free surface elevation η at times t = 0.12, t = 0.24,
t = 0.36 and t = 0.48 from top left to bottom right.

θDG = 0.55 and tend = 0.2. In both test cases we set the polynomial degree to P = 5. In the top
rows of Figs. 4.36 and 4.37 we present the numerical results for the free surface elevation as well as
the colour maps of the troubled zones highlighted by the red cells, while unlimited cells are plotted
in blue. The results show that the FV limiter is properly activated at shocks and discontinuities only.
In the bottom rows of Figs. 4.36 and 4.37 we compare the numerical results for η and u against the
reference solution that was computed by solving an equivalent 1D problem in radial direction with
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4 A posteriori sub-cell FV limiting of staggered SIDG for SWE

geometric source terms using a second order TVD finite volume scheme on a very fine grid, see
[147] for details. In both cases the results are satisfactory and the semi-implicit DG scheme with a
posteriori subcell FV limiter produces only some small dispersive oscillations.
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Figure 4.36: Circular dam break problem with flat bottom. Contour plot of the free sur-
face (Top left) and map of the troubled cells coloured in red (Top right); 1D
cut along the x axis comparing the reference solution with the numerical
solution for the free surface η (Bottom left) and for the velocity u (Bottom
right).
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Figure 4.37: Circular dam break problem with discontinuous bottom. Contour plot of
the free surface (Top left) and map of the troubled cells coloured in red (Top
right); 1D cut along the x axis comparing the reference solution with the
numerical solution for the free surface η (Bottom left) and for the velocity
u (Bottom right).
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4 A posteriori sub-cell FV limiting of staggered SIDG for SWE

4.5 Conclusions about the new subcell finite volume limiter
for staggered semi-implicit DG schemes applied to the
shallow water equations

In this PhD thesis we have extended the a posteriori sub-cell finite volume limiter method intro-
duced in [14, 59, 64] for explicit DG schemes on collocated grids to semi-implicit discontinuous
Galerkin methods on staggered meshes. The new limiter has been applied to the solution of the
shallow water equations in one and two space dimensions. To our knowledge, this is the first time
that the a posteriori subcell FV limiting strategy has been applied to semi-implicit DG schemes on
staggered grids. This novel family of methods is based on the high order MOOD paradigm intro-
duced in [39, 47, 48, 107] in the finite volume context. First, the unlimited semi-implicit staggered
DG scheme presented in [54] is applied in order to get the candidate solution at time tn+1, which
is obtained by solving a linear (or mildly nonlinear) system of equations for the free surface eleva-
tion. In the next step, troubled cells which are characterized by a non-admissible solution are found
thanks to physical and numerical admissibility criteria. In control volumes marked as troubled cells,
then a more robust semi-implicit staggered finite volume scheme is applied and, consequently, the
linear (or mildly nonlinear) system for the free surface elevation has to be solved again, this time
involving the unlimited DG cells and the finite volume sub-cells.
Several test problems have been solved and they confirm that the new method works well and is
able to suppress spurious oscillations near flow discontinuities. In particular, a sequence of Rie-
mann problems has been solved, demonstrating a significant improvement in the quality of the final
results compared to the unlimited DG scheme. In fact, only very few unphysical oscillations are
produced because the limiter is able to stabilize the DG scheme in a nonlinear (data-dependent)
manner, activating the subcell finite volume method only in those zones where the detector finds
troubled cells. Via numerical experiments we have also shown that the new scheme is able to deal
with wet and dry fronts properly, thanks to the nonlinear wetting and drying algorithm of Casulli
[28] used within the a posteriori subcell finite volume limiter.
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5 A posteriori sub-cell finite volume limiting
of staggered SIDG schemes for the
compressible Euler equations

In this chapter we propose a novel semi-implicit Discontinuous Galerkin (DG) scheme on staggered
meshes with a posteriori sub-cell finite volume limiting for the one and two dimensional Euler
equations of compressible gas dynamics, extending the strategy that was outlined in the previous
chapter for the shallow water equations. We follow the strategy adopted by Dumbser and Casulli
in 2016 where the Euler equations have been solved by using a semi-implicit finite volume method
based on the flux-vector splitting proposed by Toro and Vázquez-Cendón [152]. In particular, the
non-linear convective terms are discretized explicitly and then the pressure is discretized implicitly
and it is obtained by solving a linear system. As consequence, the time step is given by a mild CFL
condition based only on the fluid velocity and not based on the sound speed, which makes this new
method also suitable for simulations in the low Mach number regime.
In addition, in order to deal with shock waves or strong discontinuities, the scheme includes the
a posteriori sub-cell finite volume limiting technique. This strategy was proposed by Dumbser et
al. in 2014 for explicit DG schemes and it based on the MOOD algorithm of Clain, Loubère and
Diot. This approach was extended to semi-implicit DG scheme on staggered meshes for the shallow
water equations in Chapter 4. In particular, first, at time tn the unlimited DG scheme produces a
so-called candidate solution for the time level tn+1. Later on, the control volumes with a non-
admissible candidate solution are identified by using physical and numerical detection criteria in
order to check the positivity of the solution, the absence of floating point errors and the respect of
a relaxed discrete maximum principle (DMP). Then a robust, stable in the sense of Godunov, first
order semi-implicit finite volume (FV) method is applied on a sub-grid composed of 2P + 1 cells,
where P denotes the polynomial approximation degree used in the DG scheme. Successively, the
nonlinear convective terms are updated by the explicit subcell finite volume scheme, while the linear
system for the new pressure is reassembled and solved again, using the DG method in unlimited
cells and the subcell FV method in troubled cells. Finally, in all troubled cells the higher order DG
polynomials are reconstructed again from the piecewise constant subcell finite volume averages and
the scheme proceeds with the next time step.
We validate this novel family of methods and we carry out some classical numerical benchmarks
of gas dynamics. Great attention is dedicated to 1D and 2D Riemann problems and we show that
for these test cases the scheme works well in the presence of shock waves and it does not produce
non-physical oscillations.
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5 A posteriori sub-cell FV limiting of staggered SIDG for the Euler equations

5.1 Staggered semi-implicit DG schemes with a posteriori
sub-cell finite volume limiting for the Euler equations in
1D

In this section we introduce the novel staggered semi-implicit DG schemes with a posteriori sub-
cell finite volume limiting for the 1D Euler equations. For the sake of simplicity, we first derive
the unlimited semi-implicit 1D DG scheme in 5.1.2; then in 5.1.3 we discuss a semi-implicit FV
method with a proper subcell formulation. Later on, we recall the MOOD algorithm and we con-
clude in 5.1.5 with the general scheme that combines the two methods previously mentioned. In
the following, several universal tensors will be introduced and for clarity we report them apart in
Appendix A.3.

5.1.1 Governing equations of the 1D model
The Euler equations of gas dynamics in one space dimension are a well-known system of hyperbolic
PDEs and read as follows:

∂ρ

∂t
+
∂(ρu)

∂x
= 0,

∂(ρu)

∂t
+

∂

∂x
(ρu2 + p) = 0,

∂(ρE)

∂t
+

∂

∂x
(u(ρE + p)) = 0.

(5.1)

The equations (5.1) state the principles of mass, momentum and total energy conservation. The
spatial and the temporal coordinates are x and t and the computational domain is denoted by Ωx =
[xL, xR] in the following. Furthermore, ρ(x, t) is the fluid density, u(x, t) is the velocity, p(x, t)
is the pressure and E(x, t) is the specific total energy. Additionally, we have E = e + k, where
e is the specific internal energy and k = 1

2
u2 is the specific kinetic energy. We introduce another

quantity called specific enthalpy h = e + p/ρ and consequently we rewrite the flux of the energy
equation as the sum of two different contributions u(ρE + p) = uρk + hρu, see [55, 152]. In
order to close the system we use the equation of state (EOS) for an ideal gas, which reads

e = e(p, ρ) =
p

(γ − 1)ρ
. (5.2)

Here, γ = cp/cv is the ratio of specific heats, which typically lies in the range 1 < γ < 3. Here
we will consider this quantity as a constant and equal to γ = 1.4, which is the adiabatic index of a
diatomic gas and thus a reasonable value for air at moderate pressures and temperatures.
The system in eq. (5.1) can be written in more compact matrix-vector notation as

∂Q

∂t
+
∂F(Q)

∂x
= 0, (5.3)

where Q = [ρ, ρu, ρE]T is the vector of conserved variables and F = [ρu, ρu2 +p, u(ρE+p)]T

is the physical flux vector. In quasi-linear form the above system reads

∂Q

∂t
+ A(Q)

∂Q

∂x
= 0, (5.4)
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5.1 Staggered SIDG with limiter for the 1D Euler equation

where A(Q) = ∂F(Q)/∂Q is the Jacobian matrix of the system. For the Euler equations, A(Q)
has three real eigenvalues: λ1 = u − a, λ2 = u and λ3 = u + a, where a is the sound speed.
For an ideal gas the sound speed is equal to a =

√
γp/ρ. Moreover, the matrix A has a complete

set of linearly independent eigenvectors, hence the system is hyperbolic. For a thorough discussion
of the Euler equations of gas dynamics and numerical methods for their discretization, the reader
is referred to the textbook of Toro [148]. Following the flux vector splitting proposed by Toro and
Vázquez-Cendón in [152] and the ideas outlined in [55, 66], the PDE system (5.3) can now be
rewritten as

∂Q

∂t
+
∂Fc(Q)

∂x
+
∂Fp(Q)

∂x
= 0, (5.5)

with the nonlinear convective flux Fc(Q) = [ρu, ρu2, uρk]T that does not contain any pressure
terms, and the pressure flux Fp(Q) = [0, p, hρu]T . Following [55] and [66], we will discretize
Fc explicitly and Fp implicitly. In [152] it was shown that the Jacobian of the convective flux
Ac(Q) = ∂Fc(Q)/∂Q has the eigenvalues λc1 = 0 and λc2,3 = u, i.e. the CFL condition on
the explicit part of the scheme will depend only on the bulk flow velocity u and not on the sound
speed a. For this reason, the method presented here can also be used for the simulation of low Mach
number flows.

5.1.2 Unlimited staggered semi-implicit DG scheme for the 1D
Euler equations

We consider a computational domain Ωx = [xL, xR] composed of two overlapping grids (see Fig.
5.1). The first one is called main grid, which contains Nx cells characterized by a constant length
∆x = L

Nx
= xR−xL

Nx
, while the second grid is called dual mesh and it has Nx + 1 elements.

On this last grid there are Nx − 1 equally spaced elements of size ∆x, while the length of the
cells on the left and on the right boundary is only ∆x/2. A generic element of the main grid is
denoted by Ti = [xi− 1

2
, xi+ 1

2
], whereas a control volume on the staggered grid is indicated as

Ti+ 1
2

= [xi, xi+1] and its edges are the barycenters of two consecutive cells of the main grid. In
order to represent our numerical solution via piecewise polynomials of degree P , we use a set of
basis functions ϕ(ξ) defined on the reference element [0, 1]. In particular, we choose a nodal basis
given by the Lagrange interpolation polynomials passing through the Gauss-Legendre quadrature
points of the reference element [0, 1]. This basis is by construction orthogonal. For any physical
control volume we generate the basis functions φl(x) on the main grid and the basis functions
ψl(x) on the dual grid from ϕl(ξ) as

φl(x) = ϕl(ξ) with x = xi + ξ∆x, and
ψl(x) = ϕl(ξ) with x = xi+ 1

2
+ ξ∆x, 0 ≤ ξ ≤ 1.

(5.6)

Then, a quantity located on the main grid, for example the pressure, is approximated as follows

pi(x, t) =

P+1∑
i=1

φl(x)p̂i,l(t) := φ(x) · p̂i(t), (5.7)
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Figure 5.1: Staggered grids for the one-dimensional DG scheme. Main grid used for the
free surface (top) and dual mesh for the velocity (bottom).

while for variables that are defined on the staggered dual mesh, such as the fluid velocity, we have

ui+ 1
2

(x, t) =

P+1∑
i=1

ψl(x)ûi+ 1
2
,l(t) := ψ(x) · ûi+ 1

2
(t) (5.8)

where p̂ and û are the degrees of freedom for the pressure and for the velocity, respectively. Fol-
lowing the ideas of semi-implicit methods, see e.g. [55], the Euler equations can be split into a
convective sub-system, which contains the non linear terms and into a linear pressure subsystem.

5.1.2.1 Explicit discretization of the nonlinear convective terms

In the numerical scheme proposed in this chapter, the convective subsystem

∂Q

∂t
+
∂Fc(Q)

∂x
= 0 (5.9)

is integrated using an explicit Runge-Kutta discontinuous Galerkin (RKDG) scheme on the main
grid, based on a third order TVD Runge-Kutta method [82]. For this purpose, we define the discrete
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5.1 Staggered SIDG with limiter for the 1D Euler equation

solution for the vector Q within an element Ti as

Qi(t) = φl(x)Q̂i,l(t), (5.10)

where we assume the Einstein summation convention over repeated indices. Multiplication of eq.
(5.9) with a test function φk , integration over the primary control volume Ti with subsequent in-
tegration by parts and introduction of a numerical flux lead to the following semi-discrete method∫
Ti

φk(x)
∂Qi

∂t
dx+ φk(xi+ 1

2
)Fc
i+ 1

2

− φk(xi− 1
2

)Fc
i− 1

2

−
∫
Ti

∂φk

∂x
Fc(Qi)dx = 0. (5.11)

The numerical fluxes Fc
i± 1

2

at the cell interfaces xi± 1
2

are given by a local Lax-Friedrichs (Ru-

sanov) Riemann solver

Fc
i+ 1

2

=
1

2

(
Fc
(

Q+

i+ 1
2

)
+ Fc

(
Q−
i+ 1

2

))
−

1

2
smax

(
Q+

i+ 1
2

−Q−
i+ 1

2

)
, (5.12)

where Q±
i+ 1

2

are the boundary extrapolated values at the element interfaces from the right and left,

respectively. Since in this explicit part of the scheme we only consider the convective subsystem,
the maximal signal speed smax is given by the eigenvalues λc of the convective flux Fc, i.e.

smax = max

(
max

∣∣∣∣λc (Q+

i+ 1
2

)∣∣∣∣ ,max

∣∣∣∣λc (Q−
i+ 1

2

)∣∣∣∣) = max

(
|u+

i+ 1
2

|, |u−
i+ 1

2

|
)
.

(5.13)
After integration with a third order TVD Runge-Kutta scheme [82] the degrees of freedom of the
conservative variables of the convective subsystem at the new time are denoted by Q̂∗ and read as
follows1:

k̂1 = Q̂n + ∆tLh

(
Q̂n
)
,

k̂2 =
3

4
Q̂n +

1

4
k̂1 +

1

4
∆tLh

(
k̂1

)
,

Q̂∗ =
1

3
Q̂n +

2

3
k̂2 +

2

3
∆tLh

(
k̂2

)
.

(5.14)

In eq. (5.14) the spatial discretization operator Lh

(
Q̂n
)

is defined for each element Ti as

Lh

(
Q̂
)∣∣∣
Ti

= −
1

∆x
M−1

(
ϕ(1)Fc

i+ 1
2

−ϕ(0)Fc
i− 1

2

−
∫ 1

0
ϕ′(ξ)ϕ(ξ)dξ · F̂ci

)
, (5.15)

with the element mass matrix on the reference element given by

M =

∫ 1

0
ϕϕdξ =

∫ 1

0
ϕkϕldξ, (5.16)

and the vector of degrees of freedom of the convective flux simply defined as F̂ci = Fc
(
Q̂i

)
,

since we use an orthogonal nodal basis.
1when the index i is omitted in the vector of degrees of freedom we intend the entire set of all degrees of freedom

of all elements
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5 A posteriori sub-cell FV limiting of staggered SIDG for the Euler equations

5.1.2.2 Derivation of the semi-implicit staggered DG scheme in 1D

We first discretize the total energy equation obtained after the flux splitting procedure (5.5). We
multiply the total energy equation by the vector of test functions φ and we integrate over a control
volume of the main grid Ti:

x
i+ 1

2∫
x
i− 1

2

φ

(
∂

∂t
(ρe+ ρk) +

∂

∂x
(ρku+ hρu)

)
dx = 0. (5.17)

In the time derivative, the term of the total energy term at tn+1 is divided considering the contribu-
tion of the specific internal energy and the one of the kinetic energy; in addition we make use of the
term ρ̂E

∗
i that has been obtained after the explicit discretization of the nonlinear convective terms

discussed before. Then, we integrate the spatial derivative by parts in space and, in order to achieve
second order of accuracy in time, we use the so-called θ-method. This leads to

x
i+ 1

2∫
x
i− 1

2

φφdx

 ·
 ρ̂en+1

i + ρ̂k
n+1

i − ρ̂E
∗
i

∆t


+ φ(x−

i+ 1
2

)ψ(xi+ 1
2

)ψ(xi+ 1
2

) · ĥ
n+θ

i+ 1
2

i+ 1
2

ρ̂u
n+θ

i+ 1
2

i+ 1
2

− φ(x+

i− 1
2

)ψ(xi− 1
2

)ψ(xi− 1
2

) · ĥ
n+θ

i− 1
2

i− 1
2

ρ̂u
n+θ

i− 1
2

i− 1
2

−


xi∫

x+

i− 1
2

∂φ

∂x
ψψdx

 · ĥ
n+θ

i− 1
2

i− 1
2

ρ̂u
n+θ

i− 1
2

i− 1
2

−


x−
i+ 1

2∫
xi

∂φ

∂x
ψψdx

 · ĥn+θ
i+ 1

2

i+ 1
2

ρ̂u
n+θ

i+ 1
2

i+ 1
2

= 0,
(5.18)

where ρ̂u
n+θ

i+ 1
2

i+ 1
2

= (1− θi+ 1
2

)ρ̂un
i+ 1

2
+ θi+ 1

2
ρ̂un+1

i+ 1
2

and 0.5 ≤ θ ≤ 1 is an implicitness pa-

rameter. When θ = 1 the scheme is the implicit Euler scheme which is first order accurate in time;
when θ = 0.5 we have the second-order Crank-Nicolson time discretization [32]. According to the
Godunov theorem [78], in this last case the method is not monotone and can generate unphysical
oscillations in the vicinity of strong discontinuities. As in the previous Chapter 4, in the framework
of sub-cell FV limiters for semi-implicit DG schemes we therefore want to vary the parameter θ
in the domain and this is done assigning different values of θ on the dual mesh. Eq (5.18) can be
rewritten in the compact matrix-vector form

M · (ρ̂en+1
i + ρ̂k

n+1

i − ρ̂E
∗
i ) + ∆t

∆x
(RDG

e · ĥ
n+θ

i+ 1
2

i+ 1
2

ρ̂u
n+θ

i+ 1
2

i+ 1
2

− LDG
e · ĥ

n+θ
i− 1

2

i− 1
2

ρ̂u
n+θ

i− 1
2

i− 1
2

) = 0.

(5.19)
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where RDG
e · ĥ

n+θ
i+ 1

2

i+ 1
2

ρ̂u
n+θ

i+ 1
2

i+ 1
2

is the product of a rank 3 tensor RDG
e with the degrees of

freedom ĥ
n+θ

i+ 1
2

i+ 1
2

ρ̂u
n+θ

i+ 1
2

i+ 1
2

. Moving the quantities of eq. (5.19) at time tn to the right hand

side yields

M ·
p̂n+1
i

γ − 1
+ M · ρ̂k

n+1

i +
∆t

∆x
(θi+ 1

2
RDG

e · ĥ∼
n+1

i+ 1
2

ρ̂un+1

i+ 1
2

− θi− 1
2
LDG

e · ĥ∼
n+1

i− 1
2

ρ̂un+1

i− 1
2

) =

M · ρ̂E
∗
i −

∆t

∆x
((1− θi+ 1

2
)RDG

e · ĥni+ 1
2

ρ̂un
i+ 1

2
− (1− θi− 1

2
)LDG

e · ĥni− 1
2

ρ̂un
i− 1

2
)

(5.20)

where we expressed the internal energy density ρe as function of p using the ideal gas equation of
state. In addition, the meaning of the symbol under-tilde will be clarified later. The momentum
equation is multiplied by the test function ψ and it is integrated over a control volume Ti+ 1

2
that

belongs to the dual grid∫ xi+1

xi

ψ

(
∂ρu

∂t
+
∂ρu2

∂x

)
dx = −

∫ xi+1

xi

ψ
∂p

∂x
dx. (5.21)

We carry out the integration of (5.21) following the same procedure used in [54, 90, 92, 140]. The
nonlinear convective terms have already been discretized explicitly, leading to ρ̂u∗

i+ 1
2

, while the

pressure gradient is approximated by splitting it into a smooth contribution and a jump term across
the interfaces of the primary grid, which are located in the interior of the dual mesh. This yields xi+1∫

xi

ψψdx

 ·
 ρ̂un+1

i+ 1
2

− ρ̂u∗
i+ 1

2

∆t

 =

−ψ(xi+ 1
2

)

(
φ(x+

i+ 1
2

) · p̂
n+θ

i+ 1
2

i+1 − φ(x−
i+ 1

2

) · p̂
n+θ

i− 1
2

i

)

−


x−
i+ 1

2∫
xi

ψ
∂φ

∂x
dx

 · p̂n+θ
i− 1

2
i −


xi+1∫

x+

i+ 1
2

ψ
∂φ

∂x
dx

 · p̂
n+θ

i+ 1
2

i+1

(5.22)

and the more compact matrix-tensor formulation of the same equation reads as follows:

M · (ρ̂un+1

i+ 1
2

− ρ̂u∗
i+ 1

2
) +

∆t

∆x

(
RDG

p · p̂
n+θ

i+ 1
2

i+1 − LDG
p · p̂

n+θ
i+ 1

2
i

)
= 0. (5.23)

Later on, we introduce the term Ĝn
i+ 1

2

that collects the convective terms of the momentum equation

and the discrete pressure gradient at the time level tn

Ĝn
i+ 1

2

= ρ̂u∗
i+ 1

2
−

∆t

∆x
(1− θi+ 1

2
)M−1 · (RDG

p · p̂ni+1 − LDG
p · p̂ni ), (5.24)
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so that the final semi-implicit momentum equation reads

ρ̂un+1

i+ 1
2

= Ĝn
i+ 1

2

−
∆t

∆x
θi+ 1

2
M−1 · (RDG

p · p̂
n+1
i+1 − LDG

p · p̂
n+1
i ). (5.25)

Later, we will insert the discrete momentum equation (5.25) into the discrete total energy equation
(5.20). However, the enthalpy h is a function of the pressure, and in order to avoid a strongly non-
linear system in pwe adopt an iterative Picard technique. Hence, the symbol under-tilde means that
a variable is evaluated at the previous Picard iteration. In the following we will use the superscript
r as the iteration index of the Picard process. For the sake of clarity we rewrite eq. (5.20) as

M ·
p̂n+1,r+1
i

γ − 1
+

∆t

∆x
(θi+ 1

2
RDG

e · ĥ
n+1,r

i+ 1
2
ρ̂un+1,r+1

i+ 1
2

− θi− 1
2
LDG

e · ĥ
n+1,r

i− 1
2
ρ̂un+1,r+1

i− 1
2

) =

M · (ρ̂E
∗
i − ρ̂k

n+1,r

i )

−
∆t

∆x
((1− θi+ 1

2
)RDG

e · ĥni+ 1
2

ρ̂un
i+ 1

2
− (1− θi− 1

2
)LDG

e · ĥni− 1
2

ρ̂un
i− 1

2
).

(5.26)

The discrete momentum equation (5.25) becomes

ρ̂un+1,r+1

i+ 1
2

= Ĝn
i+ 1

2

−
∆t

∆x
θi+ 1

2
M−1 · (RDG

p · p̂
n+1,r+1
i+1 − LDG

p · p̂
n+1,r+1
i ). (5.27)

Therefore, after inserting (5.27) into (5.26) one gets a discrete wave equation for the unknown
pressure pn+1,r+1 at the next Picard iteration, which can be solved by using a Thomas algorithm
for linear block three-diagonal systems, and which reads

LDG
i · p̂

n+1,r+1
i−1 + CDG

i · p̂
n+1,r+1
i +RDG

i · p̂
n+1,r+1
i+1 = b̂ri . (5.28)

Here, b̂ri is the known right hand side term

b̂ri = M · (ρ̂E
∗
i − ρ̂k

n+1,r

i )

−
∆t

∆x
(θi+ 1

2
RDG

e · ĥ
n+1,r

i+ 1
2
ρ̂u∗

i+ 1
2
− θi− 1

2
LDG

e · ĥ
n+1,r

i− 1
2
ρ̂u∗

i− 1
2

)

−
∆t

∆x
((1− θi+ 1

2
)RDG

e · ĥni+ 1
2

ρ̂un
i+ 1

2
− (1− θi− 1

2
)LDG

e · ĥni− 1
2

ρ̂un
i− 1

2
).

(5.29)

The block matrices LDG
i , CDG

i andRDG
i read

LDG
i = −

∆t2

∆x2
θ2
i− 1

2

LDG
e ĥ

n+1,r

i− 1
2

M−1LDG
p , (5.30)

CDG
i =

1

γ − 1
M +

∆t2

∆x2
θ2
i+ 1

2

RDG
e ĥ

n+1,r

i+ 1
2

M−1LDG
p +

∆t2

∆x2
θ2
i− 1

2

LDG
e ĥ

n+1,r

i− 1
2

M−1RDG
p ,

(5.31)

RDG
i = −

∆t2

∆x2
θ2
i+ 1

2

RDG
e ĥ

n+1,r

i+ 1
2

M−1RDG
p . (5.32)
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For every Picard iteration, once the pressure is known, the momentum update is done using eq.
(5.27). Subsequently, also the enthalpy ĥn+1,r+1

i+ 1
2

has to be computed and, in order to get a quantity

from the main grid to the dual one and back, we use the following averaging operator based on L2

projection:
p̂i+ 1

2
= M−1 · (MDG

L · p̂i + MDG
R · p̂i+1). (5.33)

In addition, since in eq. (5.29) the kinetic energy is needed on the main grid, we first compute the
degrees of freedom of the velocity as ûn+1,r+1

i+ 1
2

= ρ̂un+1,r+1

i+ 1
2

/ρ̂n+1

i+ 1
2

and then we apply the L2

averaging operator from the dual to the main grid

ûi = M−1 · (MDG
L · ûi− 1

2
+ MDG

R · ûi+ 1
2

). (5.34)

Numerical experiments indicate that only very few Picard iterations, typically 2 or 3, are enough to
obtain a good solution. Finally, at the end of the Picard loop the update of the total energy is carried
out and from eq. (5.19) we get

ρ̂E
n+1

i = ρ̂E
∗
i −

∆t

∆x
M−1 · (RDG

e · ĥ
n+θ

i+ 1
2

i+ 1
2

ρ̂u
n+θ

i+ 1
2

i+ 1
2

− LDG
e · ĥ

n+θ
i− 1

2

i− 1
2

ρ̂u
n+θ

i− 1
2

i− 1
2

).

(5.35)
For this semi-implicit DG scheme, the maximum time step is given by the usual CFL condition of
the RKDG scheme which reads

∆t < CFL
∆x

max(|u|)
with CFL < (2P + 1)−1. (5.36)

Note that this is the stability condition due to the explicit discretization of the nonlinear convective
terms and which is based only on the fluid velocity. Due to the implicit treatment of the pressure
terms, the speed of sound does not influence the choice of ∆t. Consequently, this method becomes
suitable for the numerical simulation of low Mach number flows. However, due to its conservative
formulation, the method is also able to deal with shock waves, as shown later. For other types of
semi-implicit DG schemes on staggered meshes, the reader is referred to [54, 70, 71, 92, 137, 139,
140]. In addition, the scheme derived here represents the natural extension to arbitrary order of
accuracy in space of the semi-implicit 1D finite volume method introduced in [55].

5.1.3 A sub-cell formulation for the semi-implicit finite volume
method for the 1D Euler equations

In this subsection we introduce a sub-cell formulation of the semi-implicit finite volume method
for the 1D Euler equations. In particular, this approach was adopted in Chapter 4 for the shallow
water equations, but other similar methods have been proposed also in [27, 90, 99, 134]. The
computational domain is Ωx = [xL, xR] and, similarly to the method in subsection 5.1.2, we
consider two staggered meshes. For an element Ti of the main grid, given a positive integer P ,
there are 2P + 1 piecewise constant sub-cell averages that represent the FV data on 2P + 1 sub-
cells Ti,s characterized by length ∆xs = ∆x/(2P +1). Consequently we have that Ti = ∪sTi,s
with s = 1, .., (2P + 1). Hence, for P = 2, pi = [pi,1, pi,2, pi,3, pi,4, pi,5] denotes the set of
sub-cell data in the cell Ti. For a schematic representation of these grids see Fig.5.2˙ The quantities
assigned to main grid and to the dual grid are the same discussed in the previous section 5.1.2. For
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x

x

xi−3/2 xi−1/2 xi+1/2 xi+3/2

xi+1xixi−1

pi−1 pi pi+1

ρui− 1
2 ρui+ 1

2

Figure 5.2: Staggered grids for the sub-cell finite volume scheme in one dimension in
the case P = 2 (Ns = 5). Main grid used for the free surface (top) and
staggered dual mesh for the velocity (bottom).

the convective sub-system, the explicit finite volume update on a collocated grid at the subcell level
is given by

Q
∗
i,s = Q

n
i,s −

∆t

∆xs
(Fc
i,s+ 1

2

− Fc
i,s− 1

2

), (5.37)

where we used again the Rusanov method in order to evaluate the numerical fluxes Fc
i,s± 1

2

.

We start with the semi-implicit approximation of the momentum equation. Using the adaptive
θ-method, the discretization reads as follows

(ρun+1

i+ 1
2

− ρu∗
i+ 1

2

) +
∆t

∆x
(RFV · p

n+θ
i+ 1

2
i+1 − LFV · p

n+θ
i+ 1

2
i )= 0 (5.38)

where ρu∗
i+ 1

2

is the contribution of the explicit discretization of the nonlinear convective term; in

addition, the tensors RFV and LFV (see Appendix A.3.2) approximate the derivative in x-direction.
For the sake of clarity, we give the approximation of the pressure gradient ∆x∂p/∂x with P = 2
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and θi± 1
2

= 1:

RFV · pn+1

i+ 1
2

− LFV · pn+1

i− 1
2

=

5(pn+1

i− 1
2
,4
− pn+1

i− 1
2
,3
pn+1

i− 1
2
,5
− pn+1

i− 1
2
,4
, pn+1

i+ 1
2
,1
− pn+1

i− 1
2
,5
, pn+1

i+ 1
2
,2
− pn+1

i+ 1
2
,1
, pn+1

i+ 1
2
,3
− pn+1

i+ 1
2
,2

).

(5.39)

The semi-implicit sub-cell finite volume discretization of the total energy equation takes the form

1

γ − 1
pn+1,r+1
i +

∆t

∆x

(
θi+ 1

2
RFV · hn+1,r

i+ 1
2
ρun+1,r+1

i+ 1
2

− θi− 1
2
LFV · hn+1,r

i− 1
2
ρun+1,r+1

i− 1
2

)
=
(
ρE
∗
i − ρk

n+1,r
i

)
−

∆t

∆x

(
(1− θi+ 1

2
)RFV · hρuni+ 1

2
− (1− θi− 1

2
)LFV · hρuni− 1

2

)
.

(5.40)

Inserting eq. (5.38) into eq. (5.40) yields a linear three-diagonal system which at each Picard level
reads

LFV
i · p

n+1,r+1
i−1 + CFV

i · p
n+1,r+1
i +RFV

i · p
n+1,r+1
i+1 = b

r
i , (5.41)

which can be solved either by a Thomas algorithm or by an iterative conjugate gradient method. In
each Picard iteration the enthalpy, which is defined on the staggered mesh, has to be updated and
one can use the following FV average in order to interpolate the pressure from the main grid to the
dual mesh

pi+ 1
2

= (MFV
L · pi + MFV

R · pi+1). (5.42)

Similarly, the kinetic energy is discretized on the main grid. So, in order to get the degrees of
freedom of the velocity ui, the projection from the dual grid to main one reads

ui = (MFV
L · ui− 1

2
+ MFV

R · ui+ 1
2

). (5.43)

For the matrices introduced in equations (5.42) and (5.43), see appendix A.3.2. Finally, the total
energy update reads

ρE
n+1
i = ρE

∗
i −

∆t

∆x
· (RFV · hρu

n+θ
i+ 1

2

i+ 1
2

− LFV · hρu
n+θ

i− 1
2

i− 1
2

). (5.44)

In this case, the CFL condition of the scheme is given by the stability condition for the computation
of the explicit nonlinear convective terms:

∆t < CFL
∆xs

max(|u|)
with CFL < 1. (5.45)

We remind that here we introduced an alternative data representation for the FV method which is
necessary in order to combine the DG and FV schemes on staggered meshes for the a posteriori
limiting strategy introduced in the next section. For the method discussed in this subsection, the
solution algorithm is the same adopted for the 1D pure DG scheme in Section 5.1.2. For a better
understanding of this particular semi-implicit FV method see [55, 90] or subsection 4.1.3 in Chapter
4.
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5.1.4 MOOD algorithm and detection criteria - 1D case
In this method, we adopt the same limiting strategy adopted in Chapter 4 for staggered SIDG applied
to the shallow water equations. Similarly to the a posteriori sub-cell limiter for explicit DG schemes
exposed in [14, 59, 64], the starting point is the MOOD paradigm [39, 47, 48, 107]: at each time
step the algorithm is composed of two stages. In the first one, the unlimited DG scheme presented in
section 5.1.2 generates a so-called candidate solutionQ◦,n+1 = (ρ◦,n+1, ρu◦,n+1, ρE◦,n+1)T

at time tn+1. Here, we use the circle symbol as apex for the candidate solution, in order to avoid
confusion with the discretization of the nonlinear convective terms, which in this section are de-
noted by the star symbol. Then, the troubled zones are detected using physical and numerical
admissibility criteria. In the cells flagged as troubled zone, the more robust staggered semi-implicit
finite volume subcell scheme introduced in the previous section 5.1.3 is used, while we use the
unlimited DG method in those control volumes which are not troubled. Afterwards, in the second
part of the procedure, a valid solution at time tn is recovered and then the update is carried out by
a mixed scheme, which uses the more robust subcell finite volume method in troubled cells and the
unlimited DG method in the other ones. To do this, the linear system for the pressure is reassem-
bled and solved again, using the subcell FV method in troubled cells, and the unlimited DG scheme
everywhere else. Moreover, if troubled cells have not been individuated after the first level of the
algorithm, the scheme directly advances to the next time level.

5.1.4.1 Data representation, projection and reconstruction

For a generic variable q of the approximated solution given by the DG scheme in the cell Ti at time
tn, the degrees of freedom used for the piecewise polynomial data representation are denoted by
q̂ni . Similarly qni denote the piecewise constant cell averages in the subcells Ti,s. These subcell
averages qni are computed from q̂ni using the following L2 projection

qni,s =
1

|Ti,s|

∫
Ti,s

φl(x)dx q̂ni,l, ∀Ti,s ∈ Ti, (5.46)

and consequently we introduce the projection operator P so that qni = P · q̂ni .
Then, one can gather back the piecewise constant sub-cell averages qni,s into the degrees of freedom
q̂ni,l of a high order DG polynomial by solving again (5.46). However, this procedure leads to an
over-determined system because there are 2P + 1 equations for P + 1 unknowns. In order to
overcome this problem a constrained least-squares approach (see [57, 97]) is adopted. In particular,
the linear constraint is integral conservation on the big cell Ti (see [64]), i.e.∑

j

|Ti,s|qni,s =

∫
Ti

φl(x)dx q̂ni,l. (5.47)

This operation is expressed in a tensorial formulation as q̂ni = W · qni , withW · P = I, where
I denotes the identity matrix. For a schematic summary of these projection and reconstruction
procedure, see Figure 5.3. Moreover, in some situations we will need to recover a polynomial from
P + 1 piecewise constant sub-cell data. Here we consider two situations: one is at the left part,
TLi =

⋃P+1
s=1 Ti,s (see Figs. 5.4), and the other at the right side, TRi =

⋃2P+1
s=P+1 Ti,s (see Fig.

5.5). So we introduce the matricesWL andWR that are computed using reconstruction procedure
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5.1 Staggered SIDG with limiter for the 1D Euler equation

(5.46) only on the left and right part of cell Ti. Note that here the least squares procedure is not
necessary because now the number of equations is equal to the number of unknowns.

5.1.4.2 Detection criteria

In this subsection we discuss the physical and numerical admissibility criteria. All the quantities
are analysed on the main grid and those variables which are located on the staggered dual grid are
extrapolated onto the main grid. This operation is done by using the algorithm given in eq. (5.33).
At first, we want that the candidate solution, given numerically by the unlimited staggered DG
scheme, satisfies some physical admissibility criteria (PAD). For the Euler equations we check that
both density and both pressure are non-negative, hence we require

ρ̂◦,n+1
i,l ≥ 0 and p̂◦,n+1

i,l ≥ 0. (5.48)

In addition, similarly to [14, 59, 64], the detector is supplemented by numerical admissibility cri-
teria (NAD) based on a relaxed version of the discrete maximum principle (DMP). For a generic
variable q this criteria read as follows

min
∀Tj∈Vi

(q̂nj,l)−δ ≤ q̂
◦,n+1
i,l ≤ max

∀Tj∈Vi
(q̂nj,l)+δ, (5.49)

where Vi = {Ti−1, Ti, Ti+1} is the set of neighbour cells of Ti, which is the set of Voronoi
neighbours in the multidimensional case. In equation (5.49) we introduce two tolerances: δ is a
relaxation parameter that allows some very small oscillations or numerical noise; it reads

δ = max[δ0, ε( max
∀Tj∈Vi

(q̂nj,l)− min
∀Tj∈Vi

(q̂nj,l))] (5.50)

where δ0 is chosen in the interval [10−4, 10−3] and typically ε = 5 · 10−4. In this algorithm we
check the DMP componentwise for all conserved variables. Moreover, an additional detection of
troubled cells is carried out projecting the numerical quantities from the main grid to the dual mesh
and then project them back onto the main grid. This procedure creates non-physical oscillations
near discontinuities but it leads to a more robust detection of troubled cells, especially for the initial
condition. We furthermore check the presence of NaN (not-a-number) values in the candidate
solution, which are also a clear indicator for a cell to be troubled.
Successively, a cell is flagged as troubled if it does not respect the a posteriori admissibility criteria
applied to the candidate solution Q◦,n+1. We introduce an indicator parameter βi. If βi = 1 is
marked as troubled, the solution at time tn+1 will be recomputed using the finite volume scheme
presented in Section 5.1.3. On the contrary, if βi = 0 in Ti it means that the cell is untroubled.
In addition, if the cell Ti is flagged as troubled we also mark both dual control volumes Ti− 1

2
and

Ti+ 1
2

as troubled control volumes, see Figure 5.6. As consequence, we impose βi− 1
2

= 1 and
βi+ 1

2
= 1.

Finally, for the sake of clarity we remind that at the first MOOD iteration the implicitness parameter
θ is a constant value θDG in the whole domain. It is a user-defined parameter that is typically
chosen very close to 1/2 in order to minimize the effects of the numerical viscosity caused by the
time integration. At the second MOOD level, the value of the parameter θ in the troubled cells of
the dual grid is imposed equal to 1. Consequently, the new numerical solution is given by using a
monotone and robust finite volume method in the troubled cells.
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P W

q̂

q

Figure 5.3: Projection and reconstruction operators - Operators P andW

5.1.5 Sub-cell limiting of the semi-implicit DG scheme for the 1D
Euler equations

Finally, we complete the derivation of the 1D algorithm for the finite volume limiting of the Eu-
ler equations. The computation of the nonlinear convective terms is carried out according to the
MOOD strategy used for explicit high order schemes, see [14, 39, 47, 48, 59, 64, 107]. Hence, at
the first MOOD step all the cells are flagged with βi = 0 and the first step of the algorithm is done
using the pure unlimited DG algorithm explained in subsection 5.1.2.1. Later on, after the detection
of the troubled control volumes, we use the explicit finite volume update given in 5.1.3 in order to
recompute the solution in the cells marked with β = 1 while for the explicit part of the algorithm in
the non-troubled cells we can keep the results of the convective terms obtained in the first MOOD
iteration.
Now, we consider the semi-implicit approximation of the one-dimensional total energy and momen-
tum equations for the complete algorithm. For the general case we distinguish four situations. The
first one is when the control volume Ti and the corresponding dual cells Ti±1/2 are not marked as
troubled. In this case βi− 1

2
= βi = βi+ 1

2
= 0 and the equations are discretized using the pure

DG method introduced in subsection 5.1.2. The opposite case is when the troubled cell indicator
β is equal to 1, βi− 1

2
= βi = βi+ 1

2
= 1, in all the control volumes Ti− 1

2
, Ti, Ti+ 1

2
; for this
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WL

Figure 5.4: Projection and reconstruction operators - OperatorWL

situation, we use the finite volume method discussed in 5.1.3.Then we consider the two situations
where the control volume Ti is not limited but in one of the corresponding dual control volumes
Ti− 1

2
data are represented by finite volumes. In these cases the energy equation reads

M · (
ρ̂E

n+1

i − ρ̂E
∗
i

∆t
)+

RDG
e · ĥ

n+θ
i+ 1

2

i+ 1
2

ρ̂u
n+θ

i+ 1
2

i+ 1
2

− LLim
e · hρu

n−θ
i+ 1

2

i− 1
2

∆x
= 0

with LLim
e = L′DG

e · WR

(5.51)

for βi = 0 βi+1 = 0 βi−1 = 1 and

M · (
ρ̂E

n+1

i − ρ̂E
∗
i

∆t
)+

RLim
e · hρu

n+θ
i+ 1

2

i+ 1
2

− LDG
e · ĥ

n+θ
i− 1

2

i− 1
2

ρ̂u
n+θ

i− 1
2

i− 1
2

∆x
= 0

with RLim
e = R′DG

e · WL.

(5.52)

if βi = 0 βi−1 = 0 βi+1 = 1. These two approximations are very similar to eq. (5.19), i.e. the
discretization of the energy equation in the pure DG case. In fact, considering the scheme in Figure
5.7, the operatorWL reconstructs the polynomial data using the first P + 1 subcell averages of the
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WR

Figure 5.5: Projection and reconstruction operators - OperatorWR

cell Ti+ 1
2

. SimilarlyWR reconstructs the polynomial data from the last P + 1 piecewise constant
data of the control volume Ti− 1

2
, see Figure 5.52. In addition, in equations (5.51) and (5.51) we

introduced matricesR′DG
e and L′DG

e that are universal tensors of rank 2, see Appendix A.3.3.

Now we discuss the two limited cases of the discrete momentum equation. Here, we consider the
cases when Ti+ 1

2
is a troubled cell and only one of the control volumes Ti and Ti+1 is a limited

control volume. Hence the numerical approximation of the momentum equation reads as follows

ρun+1

i+ 1
2

= ρu∗
i+ 1

2

−
∆t

∆x
(RLim

u · p̂
n+θ

i+ 1
2

i+1 − LFV · p
n+θ

i+ 1
2

i ) with RLim
u = RFV · P

(5.53)
when βi = 0 and βi+1 = 1 (see Fig. 5.9)

ρun+1

i+ 1
2

= ρu∗
i+ 1

2

−
∆t

∆x
(RFV ·p

n+θ
i+ 1

2
i+1 −LLim

u ·p̂
n+θ

i+ 1
2

i ) with LLim
u = LFV ·P (5.54)

when βi = 1 and βi+1 = 0 (see Fig. 5.10). Note that equation (5.53) and 5.53 can be
seen as particular case of the discrete momentum equation (5.38) for the sub-cell finite volume
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Figure 5.6: Staggered grids for the semi-implicit staggered DG scheme with sub-cell
limiter active in cell Ti. Main grid used for the free surface (top) and stag-
gered dual mesh for the velocity (bottom). If a cell Ti on the main grid is
flagged as troubled, then also the two overlapping staggered velocity control
volumes Ti± 1

2
are flagged as troubled. The data representation in troubled

cells is changed from high order polynomials to piecewise constant subcell
averages.

method. In addition, in eq. (5.53), the product RLim
u · p̂

n+θ
i+ 1

2
i+1 = RFV · p

n+θ
i+ 1

2
i+1 is equal

to the multiplication of the tensor RFV with the vector of piecewise constant subcell averages

p
n+θ

i+ 1
2

i+1 = P · p̂
n+θ

i+ 1
2

i+1 given by the projection of the DG degrees of freedom onto the set of
the subcell finite volume degrees of freedom. This observation is valid also for the tensor product

LLim
u · p̂

n+θ
i+ 1

2
i = LFV · p

n+θ
i+ 1

2
i in eq. (5.54).

The substitution of the momentum equation into the energy equation yields the three-diagonal linear
system in eq. (5.55).

LLim
i · p̃n+1,r+1

i−1 + CLim
i · p̃n+1,r+1

i +RLim
i · p̃n+1,r+1

i+1 = b̃ri . (5.55)

We denote with the symbol p̃n+1
i the generic degrees of freedom of the pressure which represent

either a DG polynomial or a set of subcell averages depending on the value of the troubled cell
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xi

xi+1/2xi−1/2

Figure 5.7: Control volumes for the energy equation for the staggered semi-implicit DG
scheme in the limited case using P = 2, i.e. Ns = 2P+1 = 5. DG method
used in Ti and Ti− 1

2
; finite volumes in Ti+ 1

2
.

indicator β.
In the following, we will give the expressions for the blocks LLim

i , CLim
i , RLim

i and for the right
hand side term b̃i. For clarity, CLim

i is divided in two contributions

CLim
i = C0,Lim

i + Cx,Lim
i , (5.56)

where C0,Lim
i is equal to the mass matrix in the DG case or equal to the identity matrix in the FV

situation:

C0,Lim
i =

{
M if βi = 0,

I if βi = 1.
(5.57)

The remaining blocks LLim
i , C0,Lim

i , LLim
i can be expressed considering four different cases de-
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xi

xi+1/2xi−1/2

Figure 5.8: Control volumes for the energy equation for the staggered semi-implicit DG
scheme in the limited case using P = 2, i.e. Ns = 2P+1 = 5. DG method
used in Ti and Ti+ 1

2
; finite volumes in Ti− 1

2
.

pending on the value of β

LLim
i = −

∆t2

∆x2
θ2
i− 1

2



LDG
e · ĥ∼

n+1

i− 1
2

·M−1 · LDG
u if βi−1 = βi = 0,

LFV · diag(h
∼
n+1

i− 1
2

) · LFV if βi−1 = βi = 1,

LLim
e · diag(h

∼
n+1

i− 1
2

) · LFV if βi−1 = 1, βi = 0,

LFV · diag(h
∼
n+1

i− 1
2

) · LLim
u if βi−1 = 0, βi = 1,

(5.58)
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xi+1/2

xi xi+1

Figure 5.9: Control volumes for the momentum equation for the staggered semi-implicit
DG scheme in the limited case using P = 2 (Ns = 5). DG in Ti; FV in
Ti+1 and in Ti+ 1
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Cx,Lim
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∆t2

∆x2



θ2
i− 1

2

RDG
e · ĥ∼

n+1

i− 1
2

·M−1 · LDG
u + θ2

i+ 1
2

LDG
e · ĥ∼

n+1

i+ 1
2

·M−1 ·RDG
u

ifβi = βi− 1
2

= βi+ 1
2

= 0,

θ2
i− 1

2

LFV · diag(h
∼
n+1

i− 1
2

) ·RFV + θ2
i+ 1

2

RFV · diag(h
∼
n+1

i+ 1
2

) · LFV

ifβi = βi− 1
2

= βi+ 1
2

= 1,

θ2
i− 1

2

RDG
e · ĥ∼

n+1

i− 1
2

·M−1 · LDG
u + θ2

i+ 1
2

RLim
e · diag(h

∼
n+1

i+ 1
2

) · LLim
u

ifβi = βi− 1
2

= 0, βi+ 1
2

= 1,

θ2
i− 1

2

LLim
e · diag(h

∼
n+1

i− 1
2

) ·RLim
u + θ2

i+ 1
2

LDG
e · ĥ∼

n+1

i+ 1
2

·M−1 ·RDG
u

ifβi = βi+ 1
2

= 0, βi− 1
2

= 1,

(5.59)
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xi xi+1

xi+1/2

Figure 5.10: Control volumes for the momentum equation for the staggered semi-
implicit DG scheme in the limited case using P = 2 (Ns = 5). DG in
Ti+1; FV in Ti and in Ti+ 1
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∆x2
θ2
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

RDG
e · ĥ∼

n+1

i+ 1
2

·M−1 ·RDG
u if βi+1 = βi = 0,

RFV · diag(h
∼
n+1

i+ 1
2

) ·RFV if βi+1 = βi = 1,

RLim
e · diag(h

∼
n+1

i+ 1
2

) ·RFV if βi+1 = 1, βi = 0,

RFV · diag(h
∼
n+1

i+ 1
2

) ·RLim
u if βi+1 = 0, βi = 1.

(5.60)

Finally the right hand side term reads

b̃ni = b̃0,n
i + b̃x,ni (5.61)

with

b̃0,n
i =


M · (ρ̂E

∗
i − ρ̂k

∼

n+1

i

) if βi = 0,

ρE
∗
i − ρk

∼

n+1

i

if βi = 1,
(5.62)
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and with

b̃x,ni = −
∆t

∆x



(θi+ 1
2
RDG

e · ĥ∼
n+1

i+ 1
2

Ĝn
i+ 1

2

− θi− 1
2
LDG

e · ĥ∼
n+1

i− 1
2

Ĝn
i− 1

2

)

+((1− θi+ 1
2

)RDG
e · ĥni+ 1

2

ρ̂un
i+ 1

2
− (1− θi− 1

2
)LDG

e · ĥni− 1
2

ρ̂un
i− 1

2
)

if βi = βi− 1
2

= βi+ 1
2

= 0,

(θi+ 1
2
RFV · h

∼
n

i+ 1
2

G
n
i+ 1

2
− θi− 1

2
LFV · h

∼
n

i− 1
2

G
n
i− 1

2
)

+((1− θi+ 1
2

)RFV · hρuni+ 1
2
− (1− θi− 1

2
)LFV · hρuni− 1

2
)

if βi = βi− 1
2

= βi+ 1
2

= 1,

(θi+ 1
2
RLim

e · h
∼
n+1

i+ 1
2

G
n
i+ 1

2
− θi− 1

2
LDG

e · ĥ∼
n+1

i− 1
2

Ĝn
i− 1

2

)

+((1− θi+ 1
2

)RLim
e · hρuni+ 1

2
− (1− θi− 1

2
)LDG

e · ĥni− 1
2

ρ̂un
i− 1

2
)

if βi = βi− 1
2

= 0, βi+ 1
2

= 1,

(θi+ 1
2
RDG

e · ĥ∼
n+1

i+ 1
2

Ĝn
i+ 1

2

− θi− 1
2
LLim

e · h
∼
n+1

i− 1
2

G
n
i− 1

2
)

+((1− θi+ 1
2

)RDG
e · ĥni+ 1

2

ρ̂un
i+ 1

2
− (1− θi− 1

2
)LLim

e · hρuni− 1
2

)

if βi = βi+ 1
2

= 0, βi− 1
2

= 1.

(5.63)
We conclude with the algorithms for the interpolation from the main grid to the dual mesh

ρ̃i+ 1
2

=


M−1 · (MDG

L · ρ̂i + MDG
R · ρ̂i+1) if βi+ 1

2
= βi = βi+1 = 0,

(MFV
L · ρi + MFV

R · ρi+1) if βi+ 1
2

= βi = βi+1 = 1,

(MFV
L · P · ρ̂i + MFV

R · ρi+1) if βi+ 1
2

= βi+1 = 1, βi = 0,

(MFV
L · ρi + MFV

R · P · ρ̂i+1) if βi+ 1
2

= βi = 1, βi+1 = 0

(5.64)
and with the one for the opposite projection from the staggered grid to main one

Ũi =


M−1 · (MDG

L · Ûi− 1
2

+ MDG
R · Ûi+ 1

2
) if βi = βi− 1

2
= βi+ 1

2
= 0,

(MFV
L ·U i− 1

2
+ MFV

R ·U i+ 1
2

) if βi = βi− 1
2

= βi+ 1
2

= 1,

M−1 · (MDG
L · Ûi− 1

2
+ MDG

R · WL ·U i+ 1
2

) if βi = βi− 1
2

= 0, βi+ 1
2

= 1,

M−1 · (MDG
L · WR ·U i− 1

2
+ MDG

R · Ûi+ 1
2

) if βi = βi+ 1
2

= 0, βi− 1
2

= 1,

(5.65)
Note that, due to the choice of 2P + 1 subcell averages, both for the explicit DG scheme and
both for the explicit subgrid finite volume scheme the CFL stability condition gives the same max-
imum admissible time step ∆t. The extension of the present algorithm to two space dimensions is
quite straightforward and follows the ideas outlined in Chapter 4 for the shallow water equations.
Therefore, further details about the 2D case can be omitted here.
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5.2 Numerical tests for the one-dimensional model

In this section we carry out numerical test cases in order to validate the numerical method presented
in section 5.1. The aim of the first test, which is reported in subsection 5.2.1, is to verify the cor-
rectness of the tensors for the pure DG scheme. Then, in subsection 5.2.2 the numerical results are
compared against the analytical solution of the Riemann Problem in order to check the robustness
of the limiter in presence of discontinuities. We remind that in all the benchmarks we do not use
neither artificial viscosity nor smoothing.

5.2.1 Advection of a smooth density wave in 1D
Here, we consider a test in order to check the correct formulation of the pure DG scheme derived
in subsection 5.1.2. As initial condition, in the computational domain Ωx = [−1,+1] we impose
a smooth Gaussian profile for the density

ρ(x, 0) = ρ0(1 + e
− 0.5x2

0.12 ) (5.66)

with ρ0 = 0.01 and a constant value for the velocity U(x, 0) = U0 = 2 and for the pressure
p(x, 0) = p0 = 1. Consequently, the density wave is transported and, if we prescribe periodic
boundary conditions, the exact solution at the final time tend = 1 coincides with the initial condi-
tion. The computational domain is Ωx = [−1, 1] and we carry out two simulations: in the first the
grid has 50 cells with a polynomial degree P = 5 while in the second case there are 300 control
volumes with P = 0 that corresponds to a low order finite volume scheme. Note that in both cases
the degrees of freedom are equal to 300. The implicitness parameter θ is fixed equal to 0.55. The
results are presented in Figure 5.11. It is possible to observe, that for this smooth test the results
obtained using the high order semi-implicit DG scheme are very accurate and they have an excellent
agreement with the analytical solution. On the contrary, for the finite volume case we notice that
the numerical solution for density is very diffused. In addition, in the plots for the velocity and for
the pressure, the numerical noise of the FV method is several orders of magnitude bigger than the
noise produced by the DG scheme with P = 5.

5.2.2 One-dimensional Riemann problems
Here we apply the novel semi-implicit DG scheme to a set of Riemann problems taken from
[55, 140, 148]. These simulations are carried out in order to check the correct propagation of
shock waves and to verify that the new method does not produce spurious or dispersive oscillations
in the vicinity of discontinuities.
The computational domain is Ωx = [−0.5,+0.5] and the initial condition consists in a disconti-
nuity centred in x0,

V(x, 0) =

{
VL if x ≤ x0

VR if x > x0,
(5.67)

where V indicates the vector of the primitive variables V = [ρ, u, p]. In all the simulations Nx
is equal to 100 and consequently ∆x = 0.01 In addition the simulation run up to t = tend. The
parameters for the initial condition are listed in Table 5.1 and the results are shown in Figs. 5.12 -
5.18. The exact solution is given by the exact Riemann solver that can be found in the well-known
textbook of Toro [148].
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Figure 5.11: Reference solutions and numerical solutions for the problem at t = 1.
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Case ρL UL pL ρL UL pL x0 tend

RP1 1.0 0.0 1.0 0.125 0.0 0.1 0.0 0.2
RP2 0.445 0.698 3.528 0.5 0.0 0.571 0.0 0.14
RP3 1.0 0.0 1000.0 1.0 0.0 0.01 0.1 0.012
RP4 5.9 19.6 460.9 5.9 -6.2 46.1 0.0 0.035
RP5 1.0 -1.0 0.4 1.0 +1.0 0.4 0.0 0.15
RP6 1.0 +2.0 0.1 1.0 -2.0 0.1 0.0 0.5
RP7 1.0 0.75 1.0 0.125 0.0 0.1 -0.1 0.2

Table 5.1: Riemann problems for semi-implicit DG on staggered grid with sub-cell lim-
iter - Left and right states for ρ,U and p, x0, number of control volume Nx,
∆x and final time of the simulations tend.

RP1 (see Fig. 5.12) is known as Sod shock tube [131]. We observe an excellent agreement with
the reference solution and, moreover, the limiter is activated only in the region of the shock wave,
while the rarefaction and the contact waves are solved by using the pure unlimited DG method.
RP2 (see Fig. 5.13) is called Lax problem [103]. Also here we see a very good fitting with the exact
solution of the Riemann problem. The new semi-implicit DG method with sub-cell limiter behaves
very well and the limiter works only on the shock waves.
RP3 and RP4 (see Figures 5.14 and 5.15) are taken from [148]; these test cases involve very strong
shock waves and consequently they are suitable for checking the robustness of the schemes. In RP3
we observe a very small overshoot on the shock wave however in the other parts of the domain the
fitting is very good. Also in RP4 (see Fig. 5.15) the shocks are very well resolved, but we observe
some additional troubled cells, probably because of some numerical noise in the plateau region.
RP5 (see Fig. 5.16) consists of two symmetric rarefactions waves. We notice just a small wiggle
close to the origin, but in the other zones the agreement is very good. Moreover, troubled cells are
detected only in the first part of the simulation because the initial condition is discontinuous.
In RP6 (see Fig. 5.17) two jets collide and a double shock is generated; we observe that the waves
are perfectly symmetric and the troubled cells are optimally detached and solved without any Gibbs
phenomena. The glitch in the density has been observed also in [55]
RP7 (see Fig. 5.18) is a modified Sod problem proposed by Toro in [148] in order to verify the
presence of an entropy glitch inside the left moving rarefaction, which is evident in some entropy-
violating approximate Riemann solvers, such as the one of Roe [125]. Again, the agreement is very
good and we can conclude that the finite volume sub-cell limiter applied to semi-implicit DG is a
very good shock capturing strategy. Moreover, for all these test cases, numerical experiments have
shown that if the limiter is not activated, the simulation stops and it does not arrive at the final time
tend. We attribute this fact to the numerical viscosity of the pure DG method, which so low that it
is not able to smooth out the Gibbs oscillations and the code terminates because NaN values were
produced after the generation of negative densities and pressures.
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Figure 5.12: RP1 - Reference solutions and numerical solutions for ρ, U and p at tend
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Figure 5.13: RP2 - Reference solutions and numerical solutions for ρ, U and p at tend
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Figure 5.14: RP3 - Reference solutions and numerical solutions for ρ, U and p at tend
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Figure 5.15: RP4 - Reference solutions and numerical solutions for ρ, U and p at tend
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Figure 5.16: RP5 - Reference solutions and numerical solutions for ρ, U and p at tend
170



5.2 Numerical tests for the one-dimensional model

x

rh
o

-0.4 -0.2 0 0.2 0.4
1

1.5

2

2.5

3

3.5

4

4.5

5

SI DG Lim P5
SI FV
Exact

x

U

-0.4 -0.2 0 0.2 0.4
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

SI DG Lim P5
SI FV
Exact

x

p

-0.4 -0.2 0 0.2 0.4

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

SI DG Lim P5
SI FV
Exact

Figure 5.17: RP6 - Reference solutions and numerical solutions for ρ, U and p at tend
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Figure 5.18: RP7 - Reference solutions and numerical solutions for ρ, U and p at tend
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5.3 Numerical tests for the two-dimensional model

Finally, we carry out the numerical validation of the two-dimensional semi-implicit staggered DG
scheme with a posteriori subcell finite volume limiting. At first we consider two smooth problems.
In particular in subsection 5.3.1 we compute a numerical convergence table of the 2D scheme; then
the test case in 5.3.2 can be seen as a sanity check, analogous to the one of subsection 5.2.1, while in
5.3.3 we perform a benchmark considering the low Mach number regime. We conclude with some
2D Riemann problems in sub-section 5.3.5, where the use of the limiter is fundamental in order to
obtain a clean and accurate solution of the PDEs.

5.3.1 Isentropic vortex
The first two-dimensional test that we consider is the well known isentropic vortex (see [130]). For
the 2D Euler equations, this is a fundamental benchmark because one can check the correctness of
the implementation and compute numerical convergence rates. In addition, shocks and discontinu-
ities are not involved and the boundary conditions are simply periodic. The initial condition for the
density and for the pressure are ρ(x, y, 0) = ρ∞ + δρ and p(x, y, 0) = p∞ + δp, where δρ and
δp read as follows

δρ = (1 + δT )
1

γ−1 − 1 δp = (1 + δT )
γ
γ−1 − 1 with δT =

(γ − 1)β2

8γπ2
e1−r

2
(5.68)

where we introduced the radial coordinate r =
√

(x− x0)2 + (y − y0)2 and β is the vortex
strength, here imposed equal to 5. The initial velocity is [U(x, y, 0), V (x, y, 0)] = [U∞ +
δu, V∞ + δv] where δu and δv are given as

δu = −
β

2π
e

1−r2
2 (y − y0) δv =

β

2π
e

1−r2
2 (x− x0). (5.69)

If the undisturbed velocitiesU∞ and V∞ are imposed equal to 0 the vortex becomes stationary. For
our test, we therefore set U∞ = V∞ = 0. In this particular case we compute the L2 error between
the numerical and the exact solutions on a series of successively refined grids, characterized by
square cells in a domain Ωxy = [−5,+5] × [−5,+5] with Nx = Ny and x0 = y0 = 0. For
this steady state test the choice of θ = 1 is perfectly reasonable, since the problem is stationary.
The results for the errors and for the convergence rates are reported in the following convergence
table and it is possible to state that the semi-implicit DG method on staggered meshes is arbitrary
high order accurate in space. In particular for a given polynomial degree P , we observe that the
convergence rate is equal to P + 1 for the velocity norm (V =

√
u2 + v2). For the pressure, we

notice an optimal convergence rate for P even and a sub-optimal convergence order for P odd. We
attribute this behaviour to the choice of the basis functions; more detailed analyses will be carried
out in the future.
Later on, we impose the components of the velocity [U∞, V∞] equal to [1, 1]. The computational
grid is composed of 625 square cells with Nx = Ny = 25, the degree of the polynomial basis
functions is P = 5 and Ωxy = [−5,+5]× [−5,+5]. We impose the implicitness parameter equal
to θ = 0.7 and periodic boundary conditions are prescribed at the all the boundaries. Hence, at
the final time tend = 10 the vortex is centred again in the initial position at [x0, y0] = [0, 0] and
the exact solution corresponds to the initial condition reported in equations (5.68) and (5.69). In
Fig. 5.19 we report the contour plots for the density and for the pressure where we observe that the
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P Nx = Ny εPL2
εVtL2

OPL2
OVtL2

0 100 1.94E-2 3.90E-2 - -
0 200 9.69E-3 1.71E-2 0.99 1.18
0 300 6.58E-3 1.10E-2 0.95 1.09
0 400 4.99E-3 8.10E-3 0.95 1.06
1 100 2.44E-2 3.14E-3 - -
1 200 1.25E-2 9.83E-4 0.96 1.67
1 300 8.40E-3 4.64E-4 0.98 1.85
1 350 7.21E-3 3.52E-4 0.99 1.77
1 400 6.32E-3 2.77E-4 0.99 1.80
2 50 3.43E-3 1.67E-3 - -
2 100 6.31E-4 2.76E-4 2.44 2.59
2 150 1.79E-4 9.03E-5 3.10 2.75
2 200 7.69E-5 3.88E-5 2.93 2.93
3 25 8.89E-4 2.90E-4 - -
3 50 1.14E-4 2.49E-5 2.96 3.53
3 75 3.35E-5 6.36E-6 3.02 3.36
3 100 1.41E-5 2.51E-6 3.01 3.23
4 15 9.82E-4 3.42E-4 - -
4 30 7.67E-5 2.14E-5 3.67 4.00
4 45 1.73E-5 3.04E-6 3.66 4.86
4 60 5.58E-6 1.03E-6 3.93 3.75
5 15 8.39E-4 3.35E-4 - -
5 30 4.97E-5 5.27E-6 4.07 5.98
5 45 7.02E-6 5.89E-7 4.82 5.40
5 60 1.46E-6 2.85E-7 5.44 2.52

Table 5.2: Shu-Osher vortex - Numerical convergence rates computed with respect to
the L2 error norms of pressure and velocity for the two-dimensional semi-
implicit staggered DG scheme.

numerical solution is symmetric and clean because wiggles are not generated.

174



5.3 Numerical tests for the two-dimensional model

x

y

-4 -2 0 2 4

-4

-2

0

2

4
rho

0.95
0.9
0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5

x

y

-4 -2 0 2 4

-4

-2

0

2

4
p

0.95
0.9
0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5
0.45

Figure 5.19: Isentropic vortex - Contour plots for the density and the pressure at time
t = 10.

5.3.2 Advection of a smooth density bell in 2D

Similarly to the 1D method in section 5.2.1, this test consists in a smooth two dimensional Gaussian
bell moving in a uniform pressure and velocity flow. Hence the initial condition reads as follows

ρ(x, y, 0) = ρ0(1 + e
− 0.5r2

0.12 ) p(x, y, 0) = 1 u(x, y, 0) = 2 v(x, y, 0) = 2. (5.70)

The computational domain is Ωxy = [−1,+1] × [−1,+1] and tend = 1; consequently impos-
ing periodic boundary conditions the reference solution at the final time coincides with the initial
condition in eq. (5.70). We consider two configurations both with θ = 0.55; in the first one the
polynomial degree is P = 5 and Nx = Ny = 50 and for the second case Nx = Ny = 300 using
P = 0, which corresponds to the piecewise constant finite volume data. Note that in both situations
the number of degrees of freedom is the same and equal to Nx × Ny × (P + 1)2 = 9 × 104.
The results for the contour plot at time t = 1 are shown in Figure 5.20. Here we observe that for
the high order DG case the solution is centred and symmetric, while we can see that the effects
of the numerical viscosity are relevant in the first order situation. Moreover, in Figure 5.21, we
report a comparison between the analytical and the exact solutions both sliced along the x axis.
Similarly, to the 1D case in subsection 5.2.1 in the FV case the dissipation is very high while the
semi-implicit staggered DG scheme produces a very accurate solution. Consequently, we underline
the importance of the high order approach for the numerical solution of nonlinear hyperbolic partial
differential equations.

175



5 A posteriori sub-cell FV limiting of staggered SIDG for the Euler equations

x

y

-1 -0.5 0 0.5 1
-1

-0.5

0

0.5

1

rho

0.0195
0.019
0.0185
0.018
0.0175
0.017
0.0165
0.016
0.0155
0.015
0.0145
0.014
0.0135
0.013
0.0125
0.012
0.0115
0.011
0.0105

x

y

-1 -0.5 0 0.5 1
-1

-0.5

0

0.5

1

rho

0.0195
0.019
0.0185
0.018
0.0175
0.017
0.0165
0.016
0.0155
0.015
0.0145
0.014
0.0135
0.013
0.0125
0.012
0.0115
0.011
0.0105

Figure 5.20: Advection of a smooth density bell in 2D - Density for P = 5 (high order
DG) and for P = 0 (first order FV) at time t = 1.

5.3.3 Smooth two-dimensional acoustic wave propagation

We consider another smooth test for the two-dimensional Euler equations. For the pressure the
initial condition is a smooth surface, p(x, y, 0) = 1 + e−αr

2
, while the density is constant,

ρ(x, y, 0) = 1, and both components of velocity are null, u(x, y, 0) = 0, v(x, y, 0) = 0. This
simulation is characterized by very low Mach number however the stability condition of the semi-
implicit DG scheme is based on the fluid velocity and consequently this scheme is very efficient
for these kind of acoustic regimes. On the contrary, the same test solved numerically by an explicit
method would be very inefficient; in fact, for this last case the stability condition is based on the
maximum eigenvalues |u|+c and |v|+c.
For this simulation the computational domain is Ωxy = [−2,+2] × [−2,+2] and we use Nx =
Ny = 25 with a total number of 625 cells using a polynomial degree P equal to 5. Hence, the total
number of degrees of freedom is 22500. The implicitness parameter θ is chosen equal to 0.55 since
we want to reduce the error in time as much as possible.
In Fig. 5.22 we can observe that the contour graphics for the density and the pressure are perfectly
clean and symmetric. In addition, in Fig. 5.23 we compare the numerical results against a reference
solution obtained running a second order explicit TVD scheme on a very fine mesh. Except for
some numerical viscosity close the to peaks, the agreement is excellent and all the acoustic waves
travel with the proper speed. According to [140], we can state that the semi-implicit staggered DG
scheme is a very suitable numerical method for CFD simulation in the low Mach number regime.
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Figure 5.22: Two-dimensional smooth acoustic wave propagation - Contour plots for
the density and the pressure at time t = 1.

5.3.4 Circular explosion
Here we consider a well known two dimensional Riemann problem characterized by circular sym-
metry. Given a computational domain Ωxy = [−1,+1] × [−1,+1] the initial condition reads

V(x, y, 0) =

{
Vin if r ≤ rc
Vout if r > rc.

(5.71)

where r =
√
x2 + y2 is the radial coordinate and V = [ρ, u, v, p] is the vector of state in

primitive variables. For this simulation we impose the polynomial degree P equal to 5 and we use
Nx = Ny = 100 with θDG = 0.55 and tend = 0.2. In Figure 5.24 we see that the density has a
very clean contour plot. In addition we report a map of the troubled cells; most of them are located
in the vicinity of the shock wave and other few control volumes are limited in the zone of the contact
wave. Moreover, we take a cut of the solution along the x axis and we report a comparison against
the reference solution in Figure 5.25. This last data are obtained using a robust second order TVD
scheme (see [157]) on a very fine grid in order to solve an equivalent 1D Euler system of PDEs
with a source term that considers properly the effect of the radial symmetry [148]. It is possible to
observe a very good agreement between the data; furthermore in the numerical solution oscillations
are not present and all the waves are computed with the correct speed of propagation.

5.3.5 Two dimensional Riemann problems
In the last benchmark we consider a class of two dimensional Riemann problems presented in [129]
and further studied in [102]. The computational domain Ωxy = [−0.5,+0.5] × [−0.5,+0.5] is
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Figure 5.24: Circular explosion - Contour plots for the density and map of the troubled
zones (red cell) at time t = 0.2.

discretized using Nx = Ny = 50 cells with a polynomial degree P = 5. The initial condition
reads as follows

(ρ, u, v, p) =


(ρ1, u1, v1, p1) if x > 0 ∧ y > 0,
(ρ2, u2, v2, p2) if x ≤ 0 ∧ y > 0,
(ρ3, u3, v3, p3) if x ≤ 0 ∧ y ≤ 0,
(ρ4, u4, v4, p4) if x > 0 ∧ y ≤ 0.

(5.72)

We consider four configurations, the same of the simulations carried out in [55], and the parame-
ters for the initial condition are listed in Table 5.4. From Figures 5.26-5.29 we can state that the
numerical results are in good agreement with the simulations carried out in [55, 102]. In addition,
we observe that most of the troubled control volumes are located on the discontinuities but, prob-
ability due to numerical noise, a few bad cells are also detected in the plateau regions and at the
boundaries. Moreover, since this method is at most second order accurate in time, we observe a rel-
evant numerical viscosity which is clearly higher here than in WENO-based finite volume limiters
of explicit DG schemes, see [64, 163].

5.4 Conclusions about the subcell finite volume limiter for
SIDG schemes applied to the compressible Euler
equations

We proposed a novel family of semi-implicit DG schemes on staggered meshes with a posteriori
sub-cell finite volume limiter applied to the 1D and 2D Euler equations of compressible gasdy-
namics. In particular, we extended the FV method presented in [55] to high order of accuracy.
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Table 5.3: Initial conditions for the two–dimensional Riemann problems.

Configuration C4
ρ U V p

(x > 0, y > 0) 1.1 0.0 0.0 1.1
(x < 0, y > 0) 0.5065 0.8939 0.0 0.35
(x < 0, y < 0) 1.1 0.8939 0.8939 1.1
(x > 0, y < 0) 0.5065 0.0 0.8939 0.35

Configuration C7
ρ U V p

(x > 0, y > 0) 0.5197 -0.6259 0.1 0.4
(x < 0, y > 0) 1.0 0.1 0.1 1.0
(x < 0, y < 0) 0.8 0.1 0.1 0.4
(x > 0, y < 0) 0.5197 0.1 -0.6259 0.4

Configuration C8
ρ U V p

(x > 0, y > 0) 0.5197 0.1 0.1 0.4
(x < 0, y > 0) 1.0 -0.6259 0.1 1.0
(x < 0, y < 0) 0.8 0.1 0.1 1.0
(x > 0, y < 0) 1.0 0.1 -0.6259 1.0

Configuration C16
ρ U V p

(x > 0, y > 0) 0.5313 0.1 0.1 0.4
(x < 0, y > 0) 1.0222 -0.6179 0.1 1.0
(x < 0, y < 0) 0.8 0.1 0.1 1.0
(x > 0, y < 0) 1.0 0.1 0.8276 1.0

Table 5.4: Initial condition for the 2D Riemann problem
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Figure 5.26: Two dimensional Riemann problem RP2D C4 - Contour plots for the den-
sity and map of the troubled zones (red cell) at time t = 0.2.
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Figure 5.27: Two dimensional Riemann problem RP2D C7 - Contour plots for the den-
sity and map of the troubled zones (red cell) at time t = 0.2.
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Figure 5.28: Two dimensional Riemann problem RP2D C8 - Contour plots for the den-
sity and map of the troubled zones (red cell) at time t = 0.2.
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Figure 5.29: Two dimensional Riemann problem RP2D C16 - Contour plots for the den-
sity and map of the troubled zones (red cell) at time t = 0.2.
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Subsequently, in order to develop a robust shock-capturing strategy, we followed the approach used
in Chapter 4, where the a posteriori subcell finite volume limiter was extended to staggered semi-
implicit schemes for the first time.
Similarly to the other a posteriori sub-cell finite volume limiters for explicit DG schemes on collo-
cated grids developed in [14, 59, 64], this approach is based on the MOOD paradigm introduced in
[39, 47, 48, 107]. Hence, an unlimited semi-implicit staggered DG method is first applied in order
to produce a so-called candidate solution at time tn+1. Then, applying physical and numerical ad-
missibility criteria troubled cells characterized by a non-valid solution are detected. Then, a more
robust first order semi-implicit staggered finite volume scheme is applied in the control volumes
flagged as troubled cells. Successively, the linear system for the pressure is solved again involving
the unlimited DG cells and the finite volume sub-cells. The algorithm is concluded with the recon-
struction of the DG polynomial from the piecewise constant subcell averages within the troubled
zones.
Several benchmarks have been carried out in order to confirm that the new schemes behave well
both for the low Mach number regime, due to the implicit treatment of the pressure term, and both
for several kinds of Riemann problem, since that the a posteriori subcell finite volume limiter is
able to stabilize the DG scheme in the presence of shock waves and other flow discontinuities.
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6 Conclusions and Outlook

In this thesis we have investigated several new semi-implicit approaches for the numerical solution
of non-linear systems of partial differential equations governing different phenomena of computa-
tional fluid dynamics (CFD). This class of methods is based on the idea of solving explicitly the
non-linear convective terms of the system and of discretizing implicitly the remaining pressure-
based part of the system.

In the first part of this PhD thesis, we have considered PDE models for weakly compressible vis-
cous fluids in elastic pipes. In Chapter 2 we carried out a detailed comparison of fully explicit and
semi-implicit 1D and 2D finite volume schemes for the simulation of highly unsteady pressurized
laminar flows in flexible pipes. In particular we considered a cross-sectionally averaged 1D and a
2Dxr model, which can be derived from the three dimensional Navier-Stokes equations under the
assumption of axial symmetry and hydrostatic pressure. Furthermore, great attention was dedicated
to the influence of the frequency dependent friction. We considered the two main families of un-
steady friction models: convolution integral (CI) and instantaneous acceleration (IA) models. Our
results have clearly shown that CI model are significantly better than IA models in terms of accu-
racy. In addition, for CI models the computation of the time and memory consuming convolution
integral can be circumvented if the unsteady friction term is properly rewritten as a set of additional
Ordinary differential equations for some auxiliary quantities. Moreover, from our simulations it is
evident that, concerning the computational efficiency and the accuracy, semi-implicit finite volume
schemes are significantly superior to explicit finite volume methods in the context of compressible
pipe flow. In Chapter 3 we implemented high order accurate semi-implicit Discontinuous Galerkin
schemes on staggered grids for the 1D and the 2Dxr pipe flow models. The schemes developed
are characterized by arbitrary high order of accuracy in space and the θ-method allows to go up
to second order of accuracy in time. Moreover, due to the implicit treatment of the pressure, for
these schemes the time step ∆t is given by a mild stability condition that is based only on the fluid
velocity and not on the sound speed. In both schemes, the pressure is obtained after the solution
of mildly non-linear systems using the Newton-type algorithm of Brugnano and Casulli [18, 19].
Moreover, since we adopted a staggered grid strategy, we observed that the system is symmetric,
block three-diagonal and well conditioned. Several benchmarks have been carried out in order to
validate the novel schemes. In all cases we observed an excellent agreement between numerical
simulation and reference solution.

Later on we developed a novel a posteriori subcell finite volume limiter for high-order staggered
semi-implicit DG schemes. In particular, in our opinion this tool is fundamental in order to de-
velop further extensions of staggered semi-implicit DG to real world problems. In order to avoid
Gibbs phenomena in high order discontinuous finite elements methods, the a posteriori FV subcell
limiting is a successful strategy, proposed in [59, 64, 163], and based on the MOOD algorithm of
Clain, Loubère and Diot [39, 47, 48, 107]. In this PhD thesis, it was applied for the first time to
semi-implicit staggered DG methods. Considering the shallow water equations (see Chapter 4), we
first use the unlimited semi-implicit DG scheme in order to produce a so-called candidate solution
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at time tn+1. Successively, the validity of this solution is analysed using physical and numerical
admissibility criteria. The cells that do not have an admissible solution are marked as troubled.
Then, the linear system is assembled again, considering the unlimited DG in the cells that are not
troubled and using a more robust first order finite volume subcell method in the troubled control
volumes. This kind of limiting is further extended to the Euler equations of compressible gasdy-
namics in Chapter 5. The method is validated for several stringent Riemann problems and other
benchmarks that involve strong discontinuities and shock waves. The scheme works very well in
all these test cases and spurious oscillations are not produced. In addition, the troubled cells are
typically located in the zones close to the discontinuities and, in general, they are not detected for
problems characterized by smooth solutions.

In future work, we will consider the extension of the semi-implicit finite volume and DG method
to more complex nonlinear systems of PDEs, for example the Baer-Nunziato [1] model for com-
pressible multiphase flows as well as the unified first order hyperbolic Godunov-Peshkov-Romenski
(GPR) model of continuum mechanics proposed in [60, 119].
Further developments may also regard the extension and implementation of the novel a posteriori
subcell FV limiter for high order DG schemes for the compressible Navier-Stokes equations, see
[55, 140], and for the MHD equations, see [66]. In addition, we think that also the Richards equa-
tion, see [30, 31], could be solved by the semi-implicit staggered DG scheme, and in this framework
the a posteriori limiter could be used for solutions with very sharp fronts or steep gradients, or in
order to deal with discontinuities in the hydraulic conductivity within the soil.
Finally, in the framework of pipe flow simulations, future advances will concern the implementa-
tion of more complicated equations of state (EOS) in order to model phase transitions as well as
the study of the effects of the full compressibility of the fluid, including the energy equation. Other
improvements will regard the development of elastic models that are governed by PDEs, see [104],
in order the describe properly the phenomena of fluid-structure interaction.
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A Appendices

A.1 Matrices and tensors for staggered semi-implicit
schemes for the 1D shallow water equations

A.1.1 Matrices and tensors for the 1D semi-implicit DG method

M =

1∫
0

ϕ(ξ)ϕ(ξ)dξ (A.1)

K =

1∫
0
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1

2

)
ϕ(0) +

1∫
1
2

ϕ(ξ)ϕ(ξ)ϕ′
(
ξ −

1

2

)
dξ (A.5)

LDG
u = ϕ

(
1

2

)
ϕ

(
1

2

)
ϕ(1)−

1
2∫

0

ϕ(ξ)ϕ(ξ)ϕ′
(
ξ +

1

2

)
dξ (A.6)

MDG
L =

1
2∫

0

ϕ(ξ)ϕ

(
ξ +

1

2

)
dξ (A.7)

MDG
R =

1∫
1
2

ϕ(ξ)ϕ

(
ξ −

1

2

)
dξ (A.8)
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A.1.2 Matrices and tensors for the 1D semi-implicit sub-cell FV
method for P=2

RFV =


0 0 0 0 0
0 0 0 0 0
5 0 0 0 0
−5 5 0 0 0
0 −5 5 0 0

 LFV =


0 0 5 −5 0
0 0 0 5 −5
0 0 0 0 5
0 0 0 0 0
0 0 0 0 0

 (A.9)

MFV
R =


0 0 0 0 0
0 0 0 0 0

0.5 0 0 0 0
0.5 0.5 0 0 0
0 0.5 0.5 0 0

 MFV
L =


0 0 0.5 0.5 0
0 0 0 0.5 0.5
0 0 0 0 0.5
0 0 0 0 0
0 0 0 0 0

 (A.10)

A.2 Matrices and tensors for staggered semi-implicit
schemes for the 2D shallow water equations

A.2.1 Matrices and tensors for the 2D semi-implicit DG method

M =

1∫
0

1∫
0

ϕ(ξ, γ)ϕ(ξ, γ)dξdγ (A.11)

Rx,DG
 =

1∫
0

ϕ(1, γ)ϕ

(
1

2
, γ

)
dγ −

1∫
1
2

1∫
0

∂ϕ(ξ, γ)

∂ξ
ϕ

(
ξ −

1

2
, γ

)
dγdξ (A.12)

Ry,DG
 =

1∫
0

ϕ(ξ, 1)ϕ

(
ξ,

1

2

)
dξ −

1∫
0

1∫
1
2

∂ϕ(ξ, γ)

∂γ
ϕ

(
ξ, γ −

1

2

)
dγdξ (A.13)

Lx,DG
 =

1∫
0

ϕ(0, γ)ϕ

(
1

2
, γ

)
dγ +

1
2∫

0

1∫
0

∂ϕ(ξ, γ)

∂ξ
ϕ

(
ξ +

1

2
, γ

)
dγdξ (A.14)

Ly,DG
 =

1∫
0

ϕ(ξ, 0)ϕ

(
ξ,

1

2

)
dξ +

1∫
0

1
2∫

0

∂ϕ(ξ, γ)

∂γ
ϕ

(
ξ, γ +

1

2

)
dγdξ (A.15)

Rx,DG
u =

1∫
0

ϕ

(
1

2
, γ

)
ϕ

(
1

2
, γ

)
ϕ(0, γ)dγ +

1∫
1
2

1∫
0

ϕ(ξ, γ)ϕ(ξ, γ)
∂ϕ
(
ξ − 1

2
, γ
)

∂ξ
dγdξ

(A.16)
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Ry,DG
u =

1∫
0

ϕ

(
ξ,

1

2

)
ϕ

(
ξ,

1

2

)
ϕ(ξ, 0)dξ +

1∫
0

1∫
1
2

ϕ(ξ, γ)ϕ(ξ, γ)
∂ϕ
(
ξ, γ − 1

2

)
∂γ

dγdξ

(A.17)

Lx,DG
u =

1∫
0

ϕ

(
1

2
, γ

)
ϕ

(
1

2
, γ

)
ϕ(1, γ)dγ −

1
2∫

0

1∫
0

ϕ(ξ, γ)ϕ(ξ, γ)
∂ϕ
(
ξ + 1

2
, γ
)

∂ξ
dγdξ

(A.18)

Ly,DG
u =

1∫
0

ϕ

(
ξ,

1

2

)
ϕ

(
ξ,

1

2

)
ϕ(ξ, 1)dξ −

1∫
0

1
2∫

0

ϕ(ξ, γ)ϕ(ξ, γ)
∂ϕ
(
ξ, γ + 1

2

)
∂γ

dγdξ

(A.19)

Mx,DG
L =

1
2∫

0

1∫
0

ϕ(ξ, γ)ϕ

(
ξ +

1

2
, γ

)
dξdγ (A.20)

My,DG
L =

1∫
0

1
2∫

0

ϕ(ξ, γ)ϕ

(
ξ, γ +

1

2

)
dξdγ (A.21)

Mx,DG
R =

1∫
1
2

1∫
0

ϕ(ξ, γ)ϕ

(
ξ −

1

2
, γ

)
dξdγ (A.22)

My,DG
R =

1∫
0

1∫
1
2

ϕ(ξ, γ)ϕ

(
ξ, γ −

1

2

)
dξdγ (A.23)
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A.2.2 Matrices and tensors for the 2D semi-implicit sub-cell FV
method for P=1

Rx,FV =



0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0
−3 3 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 3 0 0 0 0 0
0 0 0 −3 3 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 3 0 0
0 0 0 0 0 0 −3 3 0


(A.24)

Lx,FV =



0 3 −3 0 0 0 0 0 0
0 0 3 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 3 −3 0 0 0
0 0 0 0 0 3 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 3 −3
0 0 0 0 0 0 0 0 3
0 0 0 0 0 0 0 0 0


(A.25)

Ry,FV =



0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0
0 3 0 0 0 0 0 0 0
0 0 3 0 0 0 0 0 0
−3 0 0 3 0 0 0 0 0
0 −3 0 0 3 0 0 0 0
0 0 −3 0 0 3 0 0 0


(A.26)

Ly,FV =



0 0 0 3 0 0 −3 0 0
0 0 0 0 3 0 0 −3 0
0 0 0 0 0 3 0 0 −3
0 0 0 0 0 0 3 0 0
0 0 0 0 0 0 0 3 0
0 0 0 0 0 0 0 0 3
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0


(A.27)
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Mx,FV
R =



0 0 0 0 0 0 0 0 0
0.5 0 0 0 0 0 0 0 0
0.5 0.5 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0.5 0 0 0 0 0
0 0 0 0.5 0.5 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0.5 0 0
0 0 0 0 0 0 0.5 0.5 0


(A.28)

Mx,FV
L =



0 0.5 0.5 0 0 0 0 0 0
0 0 0.5 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0.5 0.5 0 0 0
0 0 0 0 0 0.5 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0.5 0.5
0 0 0 0 0 0 0 0 0.5
0 0 0 0 0 0 0 0 0


(A.29)

My,FV
R =



0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

0.5 0 0 0 0 0 0 0 0
0 0.5 0 0 0 0 0 0 0
0 0 0.5 0 0 0 0 0 0

0.5 0 0 0.5 0 0 0 0 0
0 0.5 0 0 0.5 0 0 0 0
0 0 0.5 0 0 0.5 0 0 0


(A.30)

My,FV
L =



0 0 0 0.5 0 0 0.5 0 0
0 0 0 0 0.5 0 0 0.5 0
0 0 0 0 0 0.5 0 0 0.5
0 0 0 0 0 0 0.5 0 0
0 0 0 0 0 0 0 0.5 0
0 0 0 0 0 0 0 0 0.5
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0


(A.31)
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A.3 Matrices and tensors for the 1D semi-implicit schemes
for Euler equation

A.3.1 Matrices and tensors for the 1D semi-implicit DG method

M =

1∫
0

ϕ(ξ)ϕ(ξ)dξ (A.32)

K =

1∫
0

ϕ′(ξ)ϕ(ξ)dξ (A.33)

RDG
e = ϕ(1)ϕ

(
1

2

)
ϕ

(
1

2

)
−

1∫
1
2

ϕ′(ξ)ϕ

(
ξ −

1

2

)
ϕ

(
ξ −

1

2

)
dξ (A.34)

LDG
e = ϕ(0)ϕ

(
1

2

)
ϕ

(
1

2

)
+

1
2∫

0

ϕ′(ξ)ϕ

(
ξ +

1

2

)
ϕ

(
ξ +

1

2

)
dξ (A.35)

RDG
p = ϕ

(
1

2

)
ϕ(0) +

1∫
1
2

ϕ(ξ)ϕ′
(
ξ −

1

2

)
dξ (A.36)

LDG
p = ϕ

(
1

2

)
ϕ(1)−

1
2∫

0

ϕ(ξ)ϕ′
(
ξ +

1

2

)
dξ (A.37)

MDG
L =

1
2∫

0

ϕ(ξ)ϕ

(
ξ +

1

2

)
dξ (A.38)

MDG
R =

1∫
1
2

ϕ(ξ)ϕ

(
ξ −

1

2

)
dξ (A.39)

A.3.2 Matrices and tensors for the 1D semi-implicit sub-cell FV
method for P=2 for Euler equation

RFV =


0 0 0 0 0
0 0 0 0 0
5 0 0 0 0
−5 5 0 0 0
0 −5 5 0 0

 LFV =


0 0 5 −5 0
0 0 0 5 −5
0 0 0 0 5
0 0 0 0 0
0 0 0 0 0

 (A.40)
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MFV
R =


0 0 0 0 0
0 0 0 0 0

0.5 0 0 0 0
0.5 0.5 0 0 0
0 0.5 0.5 0 0

 MFV
L =


0 0 0.5 0.5 0
0 0 0 0.5 0.5
0 0 0 0 0.5
0 0 0 0 0
0 0 0 0 0

 (A.41)

A.3.3 Tensors for the limited 1D semi-implicit DG method for Euler
equation

R′DG
e = ϕ(1)ϕ

(
1

2

)
−

1∫
1
2

ϕ′(ξ)ϕ

(
ξ −

1

2

)
dξ (A.42)

L′DG
e = ϕ(0)ϕ

(
1

2

)
+

1
2∫

0

ϕ′(ξ)ϕ

(
ξ +

1

2

)
dξ (A.43)
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