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Abstract

This thesis deals with the classical problem of prime numbers represented
by polynomials. It consists of three parts. In the first part I collected many
results about the problem. Some of them are quite recent and this part can
be considered as a survey of the state of art of the subject. In the second part
I present two results due to P. Pleasants about the cubic polynomials with
integer coefficients in several variables. The aim of this part is to simplify
the works of Pleasants and modernize the notation employed. In such a way
these important theorems are now in m a more readable form. In the third
part I present some original results related with some algebraic invariants
which are the key-tools in the works of Pleasants. The hidden diophantine
nature of these invariants let them very difficult to study. Anyway some
results are proved. These results let the results of Pleasants somewhat more
effective.
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Part I

Some background
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Chapter 1

Polynomials in one variable

1.1 Introduction

Since form the time of Euclid it is known that there exists an infinite set of
prime numbers. The proof by Euclid [11] is the following: assume there are
only finitely many primes, say p1...pm and consider the number

Q =
m∏

k=1

pk + 1.

Either Q is prime or there exists a prime q such that q|Q. If Q is prime
we have a contradiction because Q > pk for every k = 1...m. If Q is not
a prime it follows that q 6= pk for k = 1...m because none of the primes
among pk divides Q. So even in this case we have a contradiction. If we read
the result in a different way, we can say that among the polynomials in one
variable, there exists one which assumes infinitely many prime values, namely
P (x) = x. It is natural ask if this result can be generalized in some way.
Actually in some special cases, if one try to imitate Euclid’s method, it is
possible to prove that polynomials of the form P(x)=mx+q with a, b ∈ N and
(a, b) = 1 contains infinitely many primes among their values. For instance
Euclid’s method is working with the polynomial P (x) = 4x+ 3. Many other
special cases are tractable with elementary arithmetic methods,1 but so far
no purely arithmetic proof is known in the general case.

1See [27] for a characterization of arithmetic progressions which are tractable with some
extent of the Euclidean proof.
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1.2 Primes in arithmetic progressions

The first correct proof for the general case of an arithmetical progression,
goes back to Dirichlet [10] after a faulty proof by Legendre [20]. Dirichlet
proved that

P (x) = qx+ a.

the condition (a, q) = 1 is necessary and sufficient in order to takes infinitely
many prime values. Dirichlet’s original proof of this theorem is analytic
and non-elementary: this means that tools from Complex Analysis has been
used. An “elementary” proof was found, much later, by Selberg [37]. The
word “elementary”, in this case, is a short-cut for the statement“without
the use of Complex Analysis” and it does not mean, in any way, “simple”.
Actually it is rather complicated. The Dirichlet’s proof is a very deep and
broad generalization of an Euler’s idea. I shall try to get a very basically
sketch of it.

1.2.1 Sketch Proof of Dirichlet’s Theorem

• Euler [12] defined the function

ζ(s) =

∞∑

n=1

1

ns
s ∈ R, s > 1. (1.1)

and he showed that it has a deep and profound connection with prime
numbers. Namely, due to unique factorization in the ring of integers
the following formula hold:

ζ(s) =
∏

p∈P

(
1 − 1

ps

)−1

s ∈ R, s > 1.

• Euler considered
lim

s→1+
ζ(s).

and due to the divergence of harmonic series, he was able to show that

lim
s→1+

log
∏

p∈P

(
1 − 1

ps

)−1

= ∞.

Upon taking logarithms of both sides in (1.1) and discarding negligible
terms, this implies that ∑

p∈P

1

p
= ∞.
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This of course implies that the set of primes in infinite and, for the
first time provides an analytic method to deal with similar problems.
That’s why it mark’s the beginning of Analytic Number Theory.

• Dirichlet generalized Euler’s method but he had to set some non triv-
ial modifications to it. The main reason for this is that, while the
characteristic function of the progression P (x) = 2x+ 1 is totally mul-
tiplicative and leads to the “Euler product” as in the ζ function, the
the characteristic functions of any other arithmetic progression has no
longer this property.

• In order to overcome this problem, Dirichlet introduced a special kind
of functions now called “Dirichlet characters”which may regarded as
a sort of “arithmetical harmonics” in the sense that they play the
role of what we now call “an orthogonal basis in a finite Fourier
Analysis context. I shall quote definition and the most important
properties of the characters.

– A completely multiplicative arithmetic periodic function

χ : Z → C.

with period m that is not identically zero is called a Dirichlet
character with conductor q.

– For every m there are exactly ϕ(q) Dirichlet characters where ϕ(q)
stands for the Euler’s totient function.

– The character

χ0(n) =

{
1 if (n,m) = 1
0 otherwise.

is called “principal character”

– The Dirichlet characters with conductor q form a multiplicative
group with φ(q) elements and identity element χ0

– For every character χ and every character χ′ we have

1

φ(q)

∑

n ( mod q)

χ(n)χ′(n) =

{
1 if χ = χ′

0 otherwise.
(1.2)

• For every character χ and for every integers n, a,we have

1

φ(q)

∑

χ ( mod q)

χ(n)χ(a) =

{
1 if n ≡ a (mod q)
0 otherwise.

(1.3)
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• The relations (1.2) and (1.3) are called “Orthogonality Relations”
and in some sense they let us remember the well known orthogonality
relations in Classical Fourier Analysis.

• For each character Dirichlet defined the function

L (s, χ) =

∞∑

n=1

χ(n)

ns
s ∈ R s > 1.

The series on the right hand side is a special cases of more general series
called Dirichlet series.

• For each L-series we have

L (s, χ) =
∏

p

(
1 − χ(p)

ps

)−1

s > 1.

because χ is totally multiplicative.

• Moreover we have

logL (s, χ) =
∑

p∈P

∞∑

k=1

χ(pk)

kpsk
.

• Using the orthogonality relations we have

1

φ(q)

∑

χ

χ(a) logL (s, χ) =
∑

p∈P

∞∑

k=1

∑

pk≡a ( mod q)

1

kpsk
.

and from this, after some calculations

1

φ(q)

∑

χ

χ(a) logL (s, χ) =
∑

p≡a ( mod q)

1

ps
+O(1). (1.4)

as s→ 1+.

• It is quite easy to show that

L (s, χ0) = ζ(s)
∏

p|m

(
1 − 1

ps

)
.

and so that
lim

s→1+
L (s, χ0) = ∞.
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• If one is able to show that χ 6= χ0 imply L(1, χ) 6= 0 for all χ of con-
ductor m, then immediately it follows that there are infinitely many
primes p of the form p ≡ a( mod q). So this is the crux of Dirichlet’s
proof. The difficult part of Dirichlet’s proof is showing L(1, χ) 6= 0 for
real characters i.e for characters which take only real values. Any-
way Dirichlet was able to do this and produced a valid proof. At the
present, for polynomials in one variable, this is the only case where
it is possible to reach a result of this kind. Not only it is not known any
example of a polynomial in one variable with degree d > 1 producing
infinitely many primes but even worse, it is not known if a such poly-
nomial does exists. In other words, even no result of “pure existence
” (possibly non-constructive) is known. Roughly speaking, in handling
such a kind of polynomials, the difficulties arise from the fact that the
values of them are “widely scattered” among the integers. For this kind
of polynomials there are, at the present, only conjectures as illustrated
in the following section.

1.3 Conjectures

1.3.1 The conjecture of Bouniakowsky

Let P (x) ∈ Z[x]: in order to represent infinitely many primes, trivially, it
must be irreducible. However this conditions is by no means enough to ensure
that the range of the polynomial contains an infinite subset of primes. In
order to show why it is so, one can consider the following simple example:

Example 1.1. Let P (x) = x2 + x + 2. This is an irreducible polynomial in
Z[x] but his values are all even because if we write

P (x) = x (x+ 1) + 2.

we notice that the right hand side is the sum of two even numbers.

In 1857 Bouniakowsky [2] made a conjecture concerning prime values
of polynomials that would, for instance, imply that P (x) = x2 + 1 is prime
for infinitely many integers x.

Conjecture 1.1. Let P (x) be a polynomial in Z[x] and define the fixed divi-
sor of P (x) , written d(P ), as the largest integer d such that d divides P (x)
for all integers x. If P (x) and d(P ) = 1 is nonconstant and irreducible over
the integers, then there exist infinitely many integers x such that P (x) is a
prime.
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1.3.2 The conjecture of Dickson

In [9] Dickson stated the following conjecture

Conjecture 1.2. Let

L = {Pj(x) = qjx+ aj ∈ Z [x] , ∀ j = 1 · · ·k} .

any finite set of linear polynomials with qj ≥ 1 and (qj, aj) = 1 for every
j = 1...k. Suppose that no integer m > 1 divides P(x)P2(x)...Pk(x) for every
x ∈ N. Then there are infinitely many natural numbers n for which all the
numbers P1(n)...Pk(n) are simultaneously primes.

1.3.3 The conjecture of Schinzel and Sierpinski

In [35] Schinzel stated the following conjecture better known as “ Schinzel’s
hypothesis H” which is a wide generalisation of a Dickson’s conjecture.

Conjecture 1.3. Let

P = {Pj(x) ∈ Z [x] , j = 1 · · ·k} .

any finite set of irreducible polynomials in one variable with positive leading
coefficients . Suppose that no integer m > 1 divides P(x)P2(x)...Pk(x) for
every x ∈ N. Then there are infinitely many natural numbers n for which all
the numbers P1(n)...Pk(n) are simultaneously primes.

1.3.4 The conjecture of Bateman and Horn

In [1] Bateman and Horn made the following

Conjecture 1.4. Let

P = {Pj(x) ∈ Z [x] , j = 1 · · ·k} .

any finite set of polynomials in one variable with positive leading coefficients,
and of degree h1...hk respectively. Let each of these polynomials is irreducible
over the field of rational numbers and no two of them differ by a constant
factor. Let

A = {n ∈ N : 1 ≤ n ≤ N, Pj(n) ∈ P ∀j = 1 · · ·k } .

Finally, let
Q = Q (P1, · · ·Pk;N) = |A| .

18



then

Q ∼ (h1 · · ·hk)
−1C (P1, · · ·Pk)

N∫

2

1

logk(t)
dt. (1.5)

where

C (P1, · · ·Pk) =
∏

p∈P

(
1 − 1

p

)−1(
1 − w (p)

p

)
.

being w(p) the number of solutions x of the congruence

P1(x)P2(x) · · ·Pk(x) ≡ 0 mod p.

with 1 ≤ x ≤ p.

The heuristic argument in support of (1.5)essentially amounts to the fol-
lowing. From the PNT, in some sense, the chance that a large positive integer
m is prime is around 1

log m
. Since

Pj(n) = a0jn
hj + a1jn

hj−1 + . . . ahjj = a0jn
hj

(
1 +

a1j

a0jn
+ · · · ahjj

a0jnhj

)
.

we have that and so logPj(n) ≈ hj logn. If we could treat the values of
these polynomials at n as independent random variables, then the chance
that they would be simultaneously prime at n would be

k∏

j=1

1

logPj(n)
=

k∏

j=1

1

hj log n
= (h1 · · ·hk)

−1 log−k(n).

and hence we would expect

Q ≈ (h1 · · ·hk)
−1

N∑

n=2

log−k(n). (1.6)

However, the polynomials P1...Pk are unlikely to behave both randomly and
independently. For example, if P1(x) = x and P2(x) = x + 2 we have that
either P1(n), P2(n) are both even or they are both odd. Thus for each prime
p we must apply a correction factor kp = rp/sp where

• rp is the chance that for random n none of the integers P1(n), ...Pk(n)
is divisible by p.

• sp is the chance that none of the integers in a random k-tuple is divisible
by p.
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If we remember the meaning of w(p),we have that

rp =
p− w(p)

p
= 1 − w(p)

p
.

Moreover

sp =

(
1 − 1

p

)k

.

because the chance of xj being divisible by p is 1/p and we have that the
element of the k-tuple are independent. So the correction factor for (1.6) is

C (P1, · · ·Pk) =
∏

p

kp =
∏

p∈P

(
1 − 1

p

)−1(
1 − w (p)

p

)
.

which leads to

Q ∼ (h1 · · ·hk)
−1C (P1, · · ·Pk)

N∑

n=2

1

logk(t)
.

which is essentially the same as the approximation given in (1.5). The con-
jecture of Bateman-Horn is stronger than the conjecture of Bouniakowsky
and is a quantitative version of the conjectures of Schinzel and Sierpinski.
The truth of this conjecture is known only in the case n = 1. In this case
the conjecture is equivalent to the Dirichlet’s theorem.

1.3.5 The Hardy-Littlewood Circle Method

I shall get an informal introduction to the Hardy-Littlewood Circle Method.
At this stage the main purpose of this introduction is to explain the tool by
means of which Hardy and Littlewood were able to formulate some conjec-
tures about polynomials. The Circle Method is a clever idea for investigating
many problems in additive number theory. It originated in investigations
by Hardy and Ramanujan [14] on the partition function p(n). Now it is a
foundamental tool in Analytic Number Theory and in particular in Additive
Number Theory. Consider the problem of writing n as a sum of s perfect
k-powers. If k = 1 there is a quite simple combinatorial solution: the number
of ways of writing n as a sum of s non-negative integers is

r1,s(n) =

(
n+ s− 1
s− 1

)
.
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Unfortunately, the combinatorial argument does not generalize to higher k.
There is another method, of analytical type which solves the k = 1 case and
can be generalized. Let z ∈ C with |z| < 1, then the series

f(z) =

∞∑

m=0

zm.

is convergent and we have

f(z) =
1

1 − z
.

From now on, we shall call this function as “generating function”. Let
r1,s(n) denote the number of solutions to the equation

m1 + · · ·ms = n.

where each mi is a non-negative integer. We claim that

(f(z))s =

( ∞∑

m1=0

zm1

)
· · ·
( ∞∑

ms=0

zms

)
=

∞∑

n=0

r1,s(n)zn. (1.7)

This follows by expanding the product in (1.7) and collecting the products

zm1 · · · zms = zm1+···ms .

of the same degree n = m1 + ...ms. On the other hand, we have

(f(z))s =

(
1

1 − z

)s

=
1

(s− 1)!

ds−1

dzs−1

(
1

1 − z

)
.

and so

(f(z))s =
1

(s− 1)!

ds−1

dzs−1

( ∞∑

n=0

zn

)
=

∞∑

n=0

(
n + s− 1
s− 1

)
zn.

which yields

r1,s(n) =

(
n + s− 1
s− 1

)
.

Actually, it is easy to see that all series does converge so this kind of approach
is not only formal but analytical and, more important, this method of proof
can be generalized. I shall try to get a very basically sketch of it. Let A some
given subset of N and s a positive integer. We define the formal series

FA(z) =
∑

a∈A

za.
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and we call it, as before, “generating function”. Next, we write

(FA(z))s =

(
∑

a∈A

za

)s

=
∞∑

n=1

r (n, s, A)zn.

It is not hard to prove that r(n; s, A) is the number of ways of writing n as
a sum of s elements of A. In order to extract individual coefficients from
a power series we have the following standard fact from Complex Analysis.
As it is well known if γ stand for the unit circle of center O in the complex
plane, oriented counter-clockwise then

1

2πi

∫

γ

zndz =

{
1 if n = −1
0 otherwise.

so, if we have a power series with radius of convergence larger than one,

G(z) =

∞∑

k=0

akz
k.

then
1

2πi

∫

γ

G(z)z−(n+1)dz = an.

Consequently, if for a while we ignore convergence problems this result yields

r (n, s, A) =
1

2πi

∫

γ

(FA(z))s z−(n+1)dz.

An alternative, but equivalent, formulation is to consider a different gener-
ating function for A. If we set

e (α) = e2πiα.

the immediately we see that

1∫

0

e (nα) e (−mα)dα =

{
1 if n = m
0 otherwise.

Now we have that the generating function is

fA(α) =
∑

a∈A

e (aα).
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and
1∫

0

(fA(α))se (−nα) dα = r (n, s, A) .

again, ignoring for now any convergence problems. If we can evaluate the
above integral, not only will we know which n can be written as the sum of s
elements of A, but we will know in how many ways. This is the basic formal
context for the circle method. Now we turn to convergence issues. If A is
an infinite subset 2 the defining series for the generating function fA(x) need
not converge, or may not have a large enough radius of convergence. We get
around this trouble in the following way: for each N , we define

AN = {a ∈ A : a ≤ N} .

For each N , we consider the truncated generating function attached to AN :

fN (α) =
∑

a∈AN

e (aα).

As fN(α) is a finite sum, all the convergence issues vanish. A similar argu-
ment as before yields

(fA(α))s =
∑

n≤sN

rN (n, s, A)e (nα) .

where, in this case, rN (n, s, A) is the number of ways of writing n as the sum
of s elements of A with each element at most N . But if n ≤ N then

rN (n, s, A) = r (n, s, A) .

because no element of A greater than n is used in representing n. So we have
proved

Proposition 1.1. If n ≤ N then

r (n, s, A) = rN (n, s, A) =

1∫

0

(fN (α))se (−nα) dα. (1.8)

However, having an integral expression for rN (n, s, A) is not enough: we
must be able to evaluate the integral either exactly, or at least bound it away
from zero. We notice that fN(α) is defined as a sum of AN terms, each of

2If A is finitewe can just enumerate a1 + ...as in a finite number of steps.
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absolute value 1 but if this terms does have a “random” distribution on the
unit circle, the size of |fN(α)| should be much smaller than the trivial upper
bound N . This is the so called “Philosophy of Square-root Cancella-
tion”: in general, if one adds a “random” set of N numbers of absolute value
1, the sum could be as large as N , but often is roughly at most of size

√
N .

3 In many problems, for most α ∈ [0, 1] the size of fN (α) is about
√
N while

for special α ∈ [0, 1], the size of fN(α) is about |N |. We expect the main
contribution to come from α ∈ [0, 1] where fN (α) is large so

1. If the contribution of the set of these α can be evalutated.

2. If we can show that the contribution of the remaining α is
smaller.

then we will have that rN(n, s, A) is bounded away from zero. In order to
do this we split [0, 1] into two disjoint subsets: the so called the Major arcs
M and Minor arcs m. So

r (n, s, A) =

∫

M

(fN (α))s e (−nα) dα +

∫

m

(fN(α))s e (−nα) dα.

The construction of M and m depend on N and the problem under inves-
tigation. On the Major arcs M we must be able to find a function which,
up to lower order terms, agrees with (fN(α))s and is easily integrated. This
will be the contribution over the Major arcs and must be of a “good shape”
away from zero and possibly tends to infinity with N . After, we must be
able to show that the “Minor arcs” contribution is of lower order than the
“Major arcs” as N → ∞. The last is the most difficult step because often
it is highly non-trivial to obtain the required cancellation over the Minor
arcs. Just to mention one among the most famous example of application of
the Circle Method we quote the Vinogradov’s Three primes Theorem, where
A = P and s = 3. So every large odd number is the sum of three primes. So
far no one was able to apply the method to the case A = P and s = 2 and
solve the Goldbach binary conjecture. In all Circle Method investigations,
the contribution from the Major arcs is of the form

S(N)f(N).

where f(N) is a“simple function like N δ or N δlog(N) or something like that
and S(N) is a series which is called the Singular Series of the problem.
The Singular Series encodes the arithmetical properties (and difficulties) of
the problem and, as general rule, we must be able to show that S(N) > 0 in
order to obtain non trivial results.

3This is what happens, for instance, in the Theory of Random walks on integers.
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Note 1.1. We briefly comment on the terminology: we have been talking
about the Circle Method and arcs, but where is the circle? As we mentioned
before Hardy and Ramanujan devised the circle method in order to study the
partition problem which generating function is

F (z) =
1

(1 − z) (1 − z2) (1 − z3) · · · = 1 +
∞∑

n=1

P (n)zn.

If, for a while, we ignore convergence issues, we need to consider

P (n) =
1

2πi

∫

γ

F (z)z−n−1dz.

The integrand is not defined at any point of the form

za,q = e

(
a

q

)
.

The idea is to consider a small arc around each of such point where |F (z)| is
large. At least intuitively one expects that the integral of F (z) along these arcs
should be the major part of the integral.Thus, we break the unit circle into
two disjoint sets, the Major arcs (where we expect the generating function
to be large), and the Minor arcs (where we expect the function to be small).
While many problems proceed through generating functions that are sums of
exponentials, as well as integrating over [0, 1] instead of a circle, we keep the
original terminology.

1.3.6 The conjectures of Hardy and Littlewood

In a famous paper [13], with the use of Circle Method, Hardy and Little-
wood developed a number of conjectures concerning, among others, some
conjectures related with polynomials and prime numbers.

Conjecture 1.5. If a b c are integers and

1. a > 0.

2. (a, b, c) = 1.

3. a+ b and c are not both even.

4. ∆ = b2 − 4ac is not a square in Z.
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if πa,b,c(x) denotes the number of primes of the form an2 + bn + c, then

πa,b,c (x) ∼ εC
√
x√

a log x

∏

p≥3

(
p

p− 1

)
.

where

ε =

{
1 if 2 6 |a+ b
2 if 2|a+ b.

and

C =
∏

p≥3
p 6|a

(
1 − 1

p− 1

(
∆

p

))
.

being
(

∆
p

)
the Legendre’s symbol.

In particular, for primes of the form n2 + 1 they obtained

Conjecture 1.6.

π1 (x) ∼ S

√
x

log x
.

where

S =
∏

p≥3

(
1 − 1

p− 1

(−1

p

))
.

Finally

Conjecture 1.7. There are infinitely many prime pairs n2 + 1, n2 + 3 and
if π′

2(x) denotes the number of such pairs less than x then

π′
2(x) ∼ 6

√
x

log2 x
S.

where

S =
∏

p≥5

(
p− υ(p)

(p− 1)2

)
.

and where υ(p) denotes the number of quadratic residues mod p in the set
{−1,−3}.

In all these cases, so far, it is not possible to obtain good extimates for
the contribution of Minor Arcs.
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Chapter 2

Polynomials in several variables

2.1 Quadratic polynomials

The prime numbers that can be written in the formm2+n2 were characterized
around 300 years ago by Fermat. No prime q ≡ 3 mod 4 can be a sum of two
squares, and Fermat proved that every prime q ≡ 1 mod 4 can be written
as p = m2 + n2. In the eighteenth and nineteenth centuries,thanks to the
efforts of Lagrange and Gauss, this result was found to be a special case of a
more general result: given any irreducible binary quadratic form

φ(m,n) = am2 + bmn + cn2.

with integral coefficients the primes represented by φ are characterized by
congruence and class group conditions. With this situation, following the
on prime counting by Dirichlet, Hadamard, and Valleé-Poussin, it is possible
to give asymptotic formulae for the number of primes up to x, which are
represented by such a form. If we exclude a minority of φ that fail to satisfy
some local condition and hence cannot represent more than one prime, we
find that a positive density of all primes are represented by such a form.
For more general polynomials we cannot expect such a simple characteriza-
tion. In the case of two variables the result is known for general quadratic
polynomials as given by a paper of Iwaniec [16]. Let

P (m,n) = am2 + bmn + cn2 + em+ fn+ g.

be a primitive polynomial with integer coefficients. If P (m,n) is reducible
in Q[, m, n] the question whether it represents infinitely many primes can
be settled using Dirichlet’s theorem on arithmetic progression. If P (m,n) is
irreducible the following theorem complete the frame:
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Theorem 2.1. (Iwaniec)Let

P (m,n) = am2 + bmn + cn2 + em+ fn+ g ∈ Z [m,n] .

with

• degP = 2.

• (a, b, c, e, f, g) = 1.

• P [m,n] irreducible in Q[m,n].

• ∂P
∂m
, ∂P

∂n
linearly independent.

• P represent arbitrarily large odd numbers.

If
D = af 2 − bef + ce2 +

(
b2 − 4ac

)
g = 0.

or ∆ = b2 − 4ac is a perfect square then

N

logN
≪

∑

p≤N
p=P (m,n)
p∈P

1.

If
D = af 2 − bef + ce2 +

(
b2 − 4ac

)
g 6= 0.

and ∆ = b2 − 4ac is not a perfect square then

N

log3/2N
≪

∑

p≤N
p=P (m,n)
p∈P

1 ≪ N

log3/2N
.

2.2 Higher degree polynomials

In trying to understand what happens with polynomials in more than one
variable and degree higher than two, one needs to be rather careful even in
formulating conjectures concerning the representation of primes by such a
kind of polynomials, as the next example shows

Example 2.1. (Heath-Brown) Let

P (m,n) =
(
n2 + 15

) {
1 −

(
m2 − 23n2 − 1

)2}− 5.

then
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• P (m,n) takes arbitrarily large positive values for m,n ∈ Z.

• P (m,n) is irreducible.

• P (m,n) takes values co-prime to any prescribed integer or in other
words it does not have fixed divisors.

However P (m,n) does not take any positive prime value (see Appendix
A for more details)

If the degree of the polynomials in several variables is greater than two,
only very special cases are known. The most relevant results in this directions
are:

Theorem 2.2. (Friedlander-Iwaniec)[17] If Λ denotes the von Mangoldt
function then

∑

a>0
a2+b4≤x

∑

b>0

Λ
(
a2 + b4

)
= 4π−1κx3/4

{
1 +O

(
log log x

log x

)}
.

as x→ ∞, where

κ =

1∫

0

(
1 − t4

) 1
2dt.

Theorem 2.3. (Heath-Brown)[15] There is a positive constant c such that,
if

η = η(x) = (log x)−c .

then ∑

x<a≤x(1+η)
x<b≤x(1+η)
a3+2b3∈P

1 = σ0
η2x2

3 log x

{
1 +O

(
(log log x)−1/6

)}
.

as x→ ∞, where

σ0 =
∏

p

(
1 − w(p) − 1

p

)
.

and w(p) denotes the number of solutions of the congruence X3 ≡ 2 mod p

In the proof of both these theorems parity sensitive sieve methods have
been used. For a very basic introduction of Sieve Methods see Appendix B.

29



Note 2.1. In measuring the quality of any theorem on the representation of
primes by a polynomial P ∈ Z[x1...xn] it is useful to consider the exponent
α(P ),defined as follows. Let Q denote the polynomial obtained by replacing
each coefficient of P by its absolute value and let

A (X) = {(x1, . . . xn) ∈ Nn : Q (x1, . . . xn) ≤ X} .

Define
α = α(P ) = inf {α ∈ R : |A (X)| ≪ Xα, X → ∞} .

In some sense α(P ) measures the “frequency” of values taken by P . If
α(P ) ≥ 1 we expect P to represent, for every ε > 0, at least X1−ε of the
integers up to X, while if α(P ) < 1 we expect around Xα such integers to
be representable. Thus the smaller the value of α(P ), the harder it will be to
prove that P represents primes. For the theorem of Dirichlet we have α = 1
as well as for binary quadratic forms. For the theorem of Friedlander and
Iwaniec we have α = 3/4 while for the theorem of Heath-Brown we have
α = 2/3. The conjecture about P (x) = x2 + 1 has α = 1/2.

Note 2.2. If we have a polynomial in more than one variable, the degree
of polynomial is not a good “measure” of the quality of results about the
representation of primes. For example the following Proposition is true but
it is nearly to be trivial

Proposition 2.1. For every k ∈ N, k ≥ 1 there exist a polynomial F (x1, x2, x3) ∈
Z[x1, x2, x3] of degree k + 1 such that it represent infinitely many positive
primes.

Proof. It is enough to choose

F (x1, x2, x3) = 3x1x
k
3 + x2 (x2 + 1) .

and then fix x2 = 1. We obtain

F (x1, x2, 1) = 3x1 + x2 (x2 + 1) .

Let f(x2) = x2 (x2 + 1). We have that 2|f(x2) for every x2 ∈ Z and hence,
if we choose x2 ≡ 1 (mod 3) we have that (3, f (x2)) = 1 and so, by the
Theorem of Dirichlet on arithmetic progression, it follows that

g (x1) = F (x1, x2, 1) .

is prime for infinitely many x1 ∈ Z and so F represent infinitely many primes.
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2.3 Primes in non-polynomial sequences with

low density

In a paper published in 1953 Piatetski-Shapiro [30] proved the following
theorem, now known as “Piatetski-Shapiro Prime Number Theorem”

Theorem 2.4. (Piatetski-Shapiro) Let c a real number such that 1 < c <
12/11 and let n ∈ N. If

qn = [nc] .

where, as usual [nc] denotes the integral part of nc, then for infinitely many
values of n qn is a prime number, and, moreover, if

πc (x) =
∑

p≤x
p∈P
p=[nc]

1.

then
πc (x) ∼ x

c log x
.

This theorem is very interesting because it is the first example of a
sequence with density lower than one which produce infinitely many primes
although it is not a polynomial. By the way, the admissible value for c has
been improved a bit over the years. In particular: in [23] H.Q. Liu and
J.Rivat proved that it is possible to take 1 < c < 15/13. A very interesting
result is due to Hongze Li [21] where he proved the following

Theorem 2.5. ( Hongze Li) Let 1 ≤ c < 23
21

and let

Pc = {p ∈ P : ∃n ∈ N, p = [nc]} .

If

T (n) =
∑

p1+p2=n
p1,p2∈Pc

1.

then for almost all sufficiently large even integers

T (n) ≥ ρ0C(n)
n2γ−1

log2 n
.

where ρ0 is a definite positive constant and

C(n) =
n

φ (n)

∏

6p 6|n

(
1 − 1

(p− 1)2

)
.
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Part II

The results of Pleasants
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Chapter 3

The first theorem of Pleasants

3.1 Introduction

In the paper [31] Pleasants proves a Theorem about the representability of
infinitely many primes by means of a quite general class of cubic polynomials
several variables. An nearly obvious necessary condition becomes a sufficient
conditions too in certain circumstances of reasonable generality. Asymptotic
estimates are obtained as well by means of the Circle Method as modified
by H. Davenport in his treatment of homogeneous cubic equations as in [6]
and [5]. We will get now a very brief sketch of the path toward the
proof:

• In 3.2 we introduce the terminology and we formulate the statement of
the Theorem as well as some geometrical notions related to the cubic
part of the polynomial (which will turn to be the most important.)
The most important geometrical notions are the invariant h and the
invariant h∗.

• In 3.3 we will set up some further notation.

• In 3.5 we will develop some heuristic in order to understand better the
result.

• In section 3.6 a machinery based on a set of suitable bilinear forms,
which are obtained from the cubic part of the polynomial, is devised,
in order to dealing with estimates of the exponential cubic sum later.

• In section 3.7 the machinery of the previous section is applied in order
to get expression of the exponential sum in term of bilinear forms.

• In section 3.8 the case h = n is studied.
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• In section 3.9 the case h < n is studied.

• In section 3.10 we dealing with the estimates of the exponential cubic
sum S(α) and its approximant S(a, q) using the results obtained last
two sections.

• In section 3.11we dealing with the minor arcs.

• In section 3.12 we dealing with the Major arcs.

• In section 3.13 we dealing with the singular series of the problem.

• In section 3.14 the First Theorem of Pleasant is proved.

A graphical “road map” towards the proof of FTP is given in Ap-
pendix H.

3.2 Preliminaries

Let be x ∈ Zn and

φ = φ (x) = C (x) +Q (x) + L (x) +N. (3.1)

a cubic polynomial in Z [x] where

• C (x) denotes the cubic part of φ.

• Q (x) denotes the quadratic part of φ.

• L (x) denotes the linear part of φ.

and where N ∈ Z.

Definition 3.1. Let

L = {L : Rn → R, L ∈ Z [x]} .

be the set of real linear forms defined on Rn with integers coefficients.

Q = {Q : Rn → R, Q ∈ Z [x]} .

the set of real quadratic forms on on Rn with integers coefficients. Let

A =

{
k ∈ N : ∃L1 . . . Lk ∈ L,Q1 . . . Qk ∈ Q : C (x) =

k∑

j=1

Lj (x)Qj (x) ∀x ∈ Zn

}
.

The number h = h(C) = minA is called the number of Davenport-Lewis.
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In [7] Davenport and Lewis proved the following

Proposition 3.1. If C is a cubic form in Z [x] then

1. 1 ≤ h ≤ n.

2. If T : Rn → Rn is a non-singular linear transformation defined by an
integral matrix and C ′ = C ◦ T then h(C ′) = h(C).

Given a cubic form C(x) ∈ Z(x) it is always possible to find a set of
positive integers I = {r1...rs} and a non-singular linear transformation T as
in 3.1 such that:

1.
s∑

j=1

rj = n.

2. Rn = Rr1⊕, . . . ,⊕Rrs where ⊕ denotes the direct sum of subspaces.

3. T : Rr1 ⊕ . . .⊕ Rrs → Rn.

4. C(x) = C (T (y1, . . .ys)) =
s∑

j=1

Cj (yj) ∀x ∈ Zn where (y1, . . .ys) is

the uniquely defined ordered s−tuple of vectors in Zr1⊕, . . . ,⊕Zrs such
that T (y1, . . .ys) = x.

For each of such set I we define

k =
s∑

j=1

h(Cj).

Clearly k depends from the set I. We denote the set of all such I as I.

Definition 3.2. Following [7] we define

h∗ = h∗ (C) = max
I∈I

{k} .

It is not difficult to prove that

Proposition 3.2. For every cubic form C ∈ Z(x) it is h ≤ h∗ ≤ n.

3.3 Notation

Let P a closed parallelepiped of Rn. Assume that if x ∈ P is a point with
integer coordinates then φ (x) > 0. We denotes with VP its volume. Let P
a large real parameter and let PP the parallelepiped obtained from P by a
dilatation of each edge of a factor P . If

A = {x ∈ PP : φ (x) ∈ P} .
we denote with M(P ) = |A|. In [31] it is proved the following
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3.4 The First Theorem of Pleasants

Theorem 3.1. Given a cubic polynomial φ ∈ Z(x) if C denotes its cubic
part and if

1. h∗(C) ≥ 8.

2. For every m ∈ Z there exists x ∈ Zn such that ϕ (x) ≡ 0 (modm).

then

M(P ) ∼ S
VPP

n

logP 3
. (3.2)

as P → +∞.

Before to see the proof of this theorem we get some heuristic for this
result.

3.5 The heuristic

Let P a closed parallelepiped of Rn. Assume that if x ∈ P is a point with
integer coordinates then φ (x) > 0. If VP denotes the volume of P and if we
dilate each edge of a factor P we have that the new parallelepiped PP has a
volume

VPP(P ) = VPP
n.

and it will contains a number of points with integer coordinates of the same
order of magnitude. For every x ∈ P φ(x) is an integer belongs to an
interval I = (aP 3, bP 3) where a, b ∈ R depends only from the cubic part C.
The number of integers in I is of magnitude order P 3. If we think the integer
points of P as objects and the integer values in I as boxes the situation is
the following:

• We have N = VPP
n objects.

• We must distribute them among P 3 boxes.

Heuristically, we can imagine an uniform distribution and so in every box we
will contains N1 = VPP

n−3 objects. This means that we will expects that
each of the integer values in I is taken P n−3 times. Again,from the PNT,
heuristically, we can say that the “probability” that an integer in [2, x] be
prime is around x/log x. In our case this “probability” will be

p =
P 3

logP 3
.
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Hence, among the values of our polynomial, we will have a number of prime
values M(P ) proportional to N1p. In other words

M(P ) = S
VPP

n

logP 3
.

The constant S is strictly related with the “arithmetical nature” of the
polynomial. For instance, if the polynomial admits a fixed divisor, then
S = 0. Even in case of S > 0 it depends form the coefficients of φ and in
particular form those of C.

3.6 The setup for the proof: the bilinear forms

We set up a basic terminology frame:

• It is convenient to write a cubic form C (x) as

C (x) =
∑

1≤i≤j≤k

cijkxixjxk. (3.3)

• For a given cubic form C (x) it is defined a set of bilinear forms

BC =

{
Bj (x|y) =

n∑

i=1

n∑

k=1

c′ijkxiyk j = 1 . . . n

}
. (3.4)

where the function
(i, j, k) → c′ijk.

is invariant by any permutation of i,j,k and for i ≤ j ≤ k is defined by

c′ijk =





6cijk if i = j = k
2cijk if i = j < k or i < j = k
cijk if i < j < k.

(3.5)

• Let D = {ψj : Rn × Rn → R j = 1...m} a set of bilinear forms. For
any x0 ∈ Rn we define

K = K(D,x0) = {y ∈ Rn : ψj (x0|y) = 0 j = 1...m} .

By definition K is a vector subspace and we denote with

l = l (D,x0) = dimK.
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With this setup we are going to prove the following

Lemma 3.1. Let C : Rn → Rn a cubic form with integer coefficients such
that h = h(C). Let r ∈ N such that n− h < r ≤ n and let R ∈ R+. Let

ÃR = {x ∈ Zn : |x| < R} .
and

Br = {x ∈ AR : l (BC ,x) = r } .
then

|Br| ≪ R2n−h−r R→ +∞. (3.6)

Proof. First case: h = n.
We notice that for each fixed x ∈ Zn





B1 (x|y) = 0
...
Bn (x|y) = 0.

is a system of linear equations. The matrix of this linear system is

H(x) =




∂2C(x)

∂x2
1

· · · ∂2C(x)
∂x1xn

...
. . .

...
∂2C(x)
∂xnx1

· · · ∂2C(x)
∂x2

n


 .

and we call as
H(x) = detH(x).

its determinant. In other words the determinant of the system’s matrix is
the hessian determinant of C (x). For any x ∈ Br we can construct a set S ={
y(1) . . .y(r)

}
of linearly independent solution of the above system by taking,

as the components of these vectors, certain particular minors of order n− r.
Each of such minor is a homogeneous polynomial of degree n− r belongs to
Zn[x]. For every x ∈ Zn (not necessarily in Br) and for every y(p) ∈ S we
have that, identically in x, we have that

n∑

i=1

ci,jkxiy
(p)
k = ∆j,p (x) p = 1 . . . r. (3.7)

where ∆j,px are certain minors of order n−r+1 of the hessian matrix. Since
x1...xn are independent variables, we can differentiate partially (3.7) with
respect to xν , obtaining

n∑

k=1

cνjky
(p)
k (x) +

n∑

i=1

n∑

k=1

cijkxi

∂y
(p)
k (x)

∂xν

=
∂∆j,p (x)

∂xν

. (3.8)
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with j = 1...n and ν = 1...n and p = 1...r. Let K1, ...Kr be constants, to be
determined later, and put

Y = K1y
(1) + . . .Kry

(r). (3.9)

From (3.8) we have that

n∑

k=1

cν,j,kYk (x) +
n∑

i=1

n∑

k=1

ci,j,kxi

∂Yk (x)

∂xν

=
r∑

p=1

Kp

∂∆j,p (x)

∂xν

.

for every j = 1...n and every ν = 1...n. Multiply by Yj and sum over j. Since

n∑

j=1

n∑

i=1

ci,j,kxiYj (x) =
r∑

p=1

Kp∆k,p.

from (3.7) and (3.9), we obtain 1

n∑

j=1

n∑

k=1

cν,j,kYjYk +
n∑

k=1

r∑

p=1

Kp∆k,p

∂Yk

∂xν

=
n∑

j=1

r∑

p=1

YjKp

∂∆j,p

∂xν

. (3.10)

for ν = 1...n. We now appeal to E.2 taking the polynomials f1...fN to be al
the minors ∆j,p (x) for j = 1..n and p = 1...r. By that Proposition, if A is
sufficiently large, there is a point x0 in AR for which

{
∆j,p (x0) = 0
ν (J (x0)) ≤ r − 1

This implies that for j = 1...n and p = 1...r we have

∂∆j,p

∂xν

(x0) =

r−1∑

ρ=1

tj,p,ρuρ,ν.

where

• T = (tj,p,ρ) is a tensor n× r × (r − 1).

• U = (uρ,ν) is a (r − 1) × n.

Since the values of the derivatives are integers, we can take the components
of the tensor T and the matrix U in Q. For x = x0 we have that (E.5)
becomes

n∑

j=1

n∑

k=1

cν,j,kYjYk =
n∑

j=1

r∑

p=1

YjKp

r−1∑

ρ=1

tj,p,ρuρ,ν .

1We are omitting, in this equation, the dependence from x for space’s reason.
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We can rewrite this as

n∑

j=1

n∑

k=1

cν,j,kYjYk =
r−1∑

ρ=1

Vρuρ,ν. (3.11)

where, for every ρ = 1...r − 1, it is

Vρ =
n∑

j=1

n∑

k=1

YjKptj,p,ρ.

The (3.11) holds for ν = 1...n hence multiplying by Yν , summing over ν and
using (3.9) we obtain

n∑

ν=1

n∑

j=1

n∑

k=1

cν,j,kYνYjYk =
r−1∑

ρ=1

Vρ

n∑

ν=1

r∑

σ=1

Kσy
(σ)
ν uρ,ν.

We choose K1...Kr to satisfy

r∑

σ=1

Kσ

(
y(σ)

ν uρ,ν

)
= 0.

for ρ = 1, .., r − 1. These are r − 1 homogeneous linear equations in r un-
knowns, with rational coefficients, an so can be solved in integers K1, ...Kr,
not all 0. the vector Y , given by (3.9), now satisfies

n∑

ν=1

n∑

j=1

n∑

k=1

cν,j,kYνYjYk = 0.

Also Y is a vector with integer components and it is not the null vector
because y(1) . . .y(r) are linearly independent and this is a contradiction.

Second case:

The proof is quite similar except that the rank of the Jacobian matrix is
now at most h − n + r − 1 instead r − 1. In the same way as before we
obtain a system of h−n+r−1 homogeneous linear equations in r unknowns
K1, ...Kr. The solution of this system provide a vector space of dimension at
least n − h + 1. On the other side, the cubic form C vanish identically on
this space. This contradicts the definition of h, since n − h is the greatest
dimension of any vector space contained in the cubic cone C (x) = 0.
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Definition 3.3. A cubic form is said to split if there exists r1, r2 positive
integers with r1 + r2 = n and a non-singular linear transformation defined by
an integra matrix

T : Rr1 ⊕ Rr2 → Rn.

and two cubic forms
C1 (y1) : Rr1 → R.

C2 (y2) : Rr2 → R.

neither vanishing identically such that

C (x) = C1 (y1) + C2 (y2) ∀x ∈ Zn.

Lemma 3.2. Let C : Rn → Rn a cubic form with integer coefficients such
that h = h(C) which does not split and let R ∈ R+. Let

ZC(R) =
{
(x,y) ∈ A2

R : Bj (x|y) = 0, j = 1 . . . n
}
.

then there exists a constant c > 0 such that

|ZC(R)| ≤ R2n−h−n−1

(logR)c . (3.12)

Proof. We suppose that

|ZC (R) | > R2n−h−n−1

(logR)c .

and reach a contradiction if c is large enough. For 1 ≤ r ≤ n let Br as in
Lemma 3.1. Then there exists some r for which

|NR| >
R2n−h−n−1

(logR)c

n
.

where

NR =
{
(x,y) ∈ A2

R : x ∈ Br , Bj (x,y) = 0 ∀j = 1...n
}
.

For each x ∈ Br we define

NR (x) = {x ∈ Br : ∃y ∈ Zn : (x,y) ∈ NR } .

Then, we have
∑

x∈Br

|NR (x)| > R2n−h−n−1
(logR)c

n
. (3.13)
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Further, by Lemma 3.1, if r > n− h, we have

∑

x∈Br

1 ≪ R2n−h−r. (3.14)

and this estimate remains trivially valid if r ≤ n− h. We divide the vectors
x ∈ Br into disjoint subsets Es such that

Es =
{
x ∈ Br : c1R

r2−(s+1) ≤ |NR (x) | < c1R
r2−s

}
.

with s = 0, 1... and where c1 so chosen 2 that |NR (x) | < c1R
r ∀x ∈ Br. If

we define
C (Es) = {(x,y) ∈ NR : x ∈ Es } .

then, we can write

∑

x∈Br

|NR (x)| =
∑

s≥0

|C (Es)| >
R2n−h−n−1

(logR)c

n
.

Since the parameter s a number of values which is ≪ logR, there must exist
some subset Es such that

|C (Es)| ≫ R2n−h−n−1

(logR)c−1 .

If ρ is defined by the equation 2s = Rρ, we must have

|Es| ≫ R2n−h−n−1−(r−ρ) (logR)c−1 . (3.15)

and to each vector x ∈ Es the number of correspondent vectors y must be
≫ R(r−ρ). By (3.14) we must have 0 ≤ ρ < n−1. For each x ∈ Es we choose
a basis

{
y1 (x) . . .yr (x)

}
for the linear system





B1 (x|y) = 0
...
Bn (x|y) = 0.

in accordance with Proposition E.3. It can be shown 3 that




|y1 (x)| ≪ Rρ

...
|yr (x)| ≪ Rρ.

2As it can be done, for cardinality reasons.
3See the proof of Proposition E.4 as developed in Lemma 6 of [6]
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For every j = 1...n we have that
∣∣y(j)

∣∣ = Uj ∈ Z+. Hence for a given value

of Uj , the number λj of possible vectors y(j) is such that

λj ≪ Un−1
j .

It follows that the number of possible basis, as above, is

L≪
∑

U1...Ur≪Rρ

(U1 . . . Ur)
n−1.

If we denote with dr(U) the number of ways of expressing a positive integer
U as a product of r positive integers we can also write

L≪ Rρ(n−1)
∑

U≪Rρ

dr (U).

and the right hand side is independent of x. By a well known estimate, we
have that ∑

U≤M

dr (U) ≪M (logM)r−1.

Hence
L≪ Rρ (logR)r−1 .

It follows now from (3.15) that there must be some basis which occurs for a
set of points x numbering

≫ R2n−h−n−1−r−(n−1)ρ (logR)c−r .

All points x which give rise to this basis constitute a lattice, a provided c > r
the last inequality shows that the dimension of this lattice must be at least
2n − h − r since ρ < 1/n. Hence there exist a set of 2n − h − r points x(p)

and a set of r points y(q) such that

Bj

(
x(p)|y(q)

)
= 0.

for every j = 1...n, for every p = 1...2n− h− r and for every q = 1...r. Each
set of such points is linearly independent. If we consider the Grassman’s
relation for general linear subspaces

dimV1 + dim V2 − dim(V1 + V2) = dim(V1 ∩ V2).

we see that the two linear space, of dimension 2n− h− r and r intersect in
a linear space of dimension at least 4 n− h. If they intersected in a space of

4We can think to V1 as a subspace of dimension 2n − h − r and to V2 as a subspace
of dimension r. Moreover it is clear that dim(V1 + V2) ≤ n. Hence dim(V1 ∩ V2) ≥
(2n − h − r) + (r) − (n) = n − h
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higher dimension than this we should have a contradiction to the definition
of h, since all the vectors z of the intersection subspace are representable as
linear combinations both of vectors x(p) and y(q), and therefore C(z) = 0.
Hence there exists n− r of the vectors x(p) with together with r vectors y(q)

form a linearly independent set of n vectors. The substitution

x = u1x
(1) + . . . un−rx

(n−r) + v1y
(1) + . . . vry

(r).

from (x1 . . . xn) to (u1, . . . , un−r, v1 . . . vr) . gives

C (x1 . . . xn) = C1 (u1, . . . , un−r) + C2 (v1 . . . vr) .

identically. This contradicts the hypotesis that C(x) does not split and the
proof is complete.

3.7 The cubic exponential sum: the use of

S∗(α,B)

Lemma 3.3. There exists a non-singular linear transformation

U : Rn → Rn.

such that:

1. U(Qn) ⊆ Qn.

2. ∀z ∈ Zn ⇒ U (z) = x ∈ Zn .

3. The components of z satisfies certain homogeneous linear congruences
to a fixed modulus d.

4. There exists ψ1 . . . ψs ∈ Q [z] cubic polynomials such that

φ (x) = φ (U (z)) = ψ1 (z) + . . .+ ψs (z) ∀x ∈ Zn. (3.16)

5. d3ψi (z) = ψ′
i (z) ∈ Z [z] ∀i = 1 . . . s .

6. There exists n1...ns positive integers such that

• n1 + ...ns ≤ n.
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• If Ci denotes the cubic part of ψi then we have

C1 (z1 . . . zn1)
C2 (zn1+1 . . . zn2)
...
Cs

(
zns−1+1 . . . zns

)
.

i.e these cubic parts are defined over disjoint sets of variables.

• Each form Ci as form 5 of ni variables does not split.

•
s∑

i=1

h(Ci) = h∗ (C) = h∗. (3.17)

Proof. Assume
C (x) = C1 (y1) + . . . Cs (ys) .

as in Proposition 3.1. We can suppose that none of the cubic forms Ci does
not split. For if, say, C1 splits, i.e

C1 (y1) = C ′
1 (y′

1) + C ′′
1 (y′′

1) .

where 



y1 = (y1 . . . yn1)
y′

1 = (y1 . . . ym)
y′′

1 = (ym+1 . . . yn1)
1 ≤ m ≤ n1 − 1.

a further non singular integral linear transformation gives

C (x) = C ′
1 (y′

1) + C ′′
1 (y′′

1) + C2 (y2) + . . . Cs (ys) .

where 



y2 = (yn1+1 . . . yn2)
...
ys =

(
yns−1+1 . . . yns

)
.

We have that, by definition of h,




C ′
1 =

h(C′

1)∑
j=1

L′
jQ

′
j

C ′′
1 =

h(C′′
1 )∑

j=1

L′
j
′Q′′

j .

5Of course, properly speaking, each of such forms is defined on Rn. We suppose that
each of them depends effectively only from a subset of variables and so we can think to
them as forms of ni variables.
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hence

C1 =
t∑

j=1

LjQj .

where

• t = h(C ′
1) + h(C ′′

1 ).

• Lj =

{
L′

j if 1 ≤ j ≤ h(C ′
1)

L′′
j if h(C ′

1) < j ≤ t.

• Qj =

{
Q′

j if 1 ≤ j ≤ h(C ′
1)

Q′′
j if h(C ′

1) < j ≤ t.

and from this follows that 6

h(C1) ≤ h(C ′
1) + h(C ′′

1 ).

by definition of h. By definition of h∗ we have that

h∗ = h (C1) + . . . h (Cs) .

On the other side, if we consider

C = C ′
1 + C ′′

1 + C2 + . . . Cs.

we see that

h (C ′
1) + h (C ′′

1 ) + h (C2) + . . . h (Cs) ≤ h∗.

because h∗ the definition of h∗ as the maximum integer with the property
that a decomposition of this kind exists. This means that

h (C ′
1) + h (C ′′

1 ) ≤ h (C1) .

Hence

h(C ′
1) + h(C ′′

1 ) ≤ h(C1).

Thus

h(C ′
1) + h(C ′′

1 ) + h(C2) + . . . h(Cs) = h∗ (C) .

6If we know only that the cubic form C1 splits into C1 = C′
1 +C′′

1 , in general, it is not
true that h(C1) = h(C′

1) + h(C′′
1 ). For instance, if C1 (y1, y2) = y3

1 + y3
2 then h(C1) = 1.

On the other side, if we call C′
1 (y1) = y3

1 and C′
2 (y2) = y3

2 then h(C′
1) = h(C′′

1 ) = 1 and
so h(C1) < h(C′

1) + h(C′′
1 )
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Repeating this process at most n times we obtain an integral non-singular
linear transformation

T : Rn → Rn.
y → T (y) = x.

which gives
C (x) = C1 (y1) + . . . Cs (ys) .

and

•
s∑

i=1

h (Ci) = h∗.

• None of Ci splits (i = 1...s).

While y ∈ Zn always gives rise to x ∈ Zn, the converse in not necessary
true. If d = |detT | then the vectors y ∈ Zn which correspond to x ∈ Zn are
of the kind y = d−1z with z ∈ Zn with the components of z satisfy certain
homogeneous linear congruences to the modulus d. Taking

U : Rn → Rn

U = d−1T.

we have

• U is linear and non-non singular.

• U(Q) ⊆ Q.

• U (z) = x.

If we call
Ci

(
d−1z

)
= Ci (z) i = 1...s.

we obtain the desired result.

Definition 3.4. Given any bounded subset R of Rn we define the subset

PR = H (R) .

where
H : Rn → Rn

x → Px.

Definition 3.5. Let φ : Rn → R a cubic polynomial and R any bounded
subset of Rn we define

S (α, φ,R, P ) =
∑

x∈PR
x∈Z

n

e (αφ (x)). (3.18)
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In order to obtain estimates for such exponential sums, the general prin-
ciple is that R has to be of the kind

R =

n∏

i=1

[ai, bi].

from now on we will call this kind of subset as “n-box”.

Note 3.1. From now on, we shall suppose, without loose generality, that
the n-box B is defined by the cartesian product of intervals (aj, bj) such that
0 < bj − aj < 1 for all j = 1...n.

Lemma 3.4. Let B be a n-box and let φ be a given cubic polynomial. Then

|S (α, φ,B, P )|4 ≪ P n
∑

x∈PB
|x|<P

∑

y∈PB
|y|<P

n∏

j=1

min
{
P, ‖αBj (x|y)‖−1}. (3.19)

Proof. The proofs follows, with minor modifications, the proof of Lemma 3.1
in [5]. First off all we write

S (α) = S (α, φ,B, P ) .

as a shortcut. Since
S (α) =

∑

z′∈PB
z′∈Z

n

e (αϕ (z′)).

and
S (α) =

∑

z∈PB
z∈Zn

e (−αϕ (z)).

We can write

|S (α)|2 =
∑

z∈PB
z∈Z

n

∑

z′∈PB
z′∈Z

n

e (α (φ (z′) − φ (z))) .

Hence
|S (α)|2 =

∑

z∈PB
z∈Z

n

∑

y∈QzB
y∈Z

n

e (α (φ (z + y) − φ (z))) .

where
QzB = {y ∈ Rn : z′ = z + y ∈ PB} .

If
CP = {y ∈ Rn : |y| < P} .

50



then, from Note 3.1, it follows that QzB ⊆ CP . If

R (y) = PB ∩QyB.

then, it is itself an n- box, with edges less than P in length and

|S (α)|2 ≤
∑

|y| < P
y ∈ Zn

∣∣∣∣∣∣

∑

z∈R(y)∩Zn

e (α (ϕ (z + y) − ϕ (z)))

∣∣∣∣∣∣
.

We call now
S ′ (α) =

∑

z∈R(y)∩Zn

e (α (ϕ (z + y) − ϕ (z))).

and we consider |S ′ (α)|2.
Using the same argument as before, we have

|S ′ (α)|2 ≤
∑

|x|<P

∣∣∣∣∣∣

∑

z∈S(x,y)∩Zn

e (α (φ (z + x + y) − φ (z + x) − φ (z + y) + φ (z)))

∣∣∣∣∣∣
.

where
S (x,y) = R (y) ∩QxR(y).

and
QxR (y) = {z ∈ Rn : z + x ∈ R (y)} .

If
F (x,y, z) = (φ (z + x + y) − φ (z + x) − φ (z + y) + φ (z) .

we have

F (x,y, z) =
n∑

i=1

n∑

j=1

n∑

k=1

c′i,j,kxiyjzk + η (x,y) .

where η (x,y) does not depends 7 from z. Hence

F (x,y, z) =
n∑

j=1

Bj (x|y) zj + η (x,y) .

It is well known that if k is any fixed integer and

A = {m ∈ Z : m = k + h, h = 1 . . . P } .
7All the details are in Appendix F
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then ∑

m∈A
e (mλ) ≪ min

{
P, ‖λ‖−1} .

From this inequality we have

∣∣∣∣∣∣

∑

z∈S(x,y)∩Zn

e

(
α

(
n∑

j=1

Bj (x|y) zj

))∣∣∣∣∣∣
≪

n∏

j=1

min
{
P, ‖αBj (x|y)‖−1}.

Now using the last estimate in the estimate for |S2(α)| combined with Cauchy’s
inequality, we have the result stated.

From now on, we write

S (α) = S (α, φ,P, P ) . (3.20)

where P is the parallelepiped in the Rn
x space obtained from the box B in the

Rn
z space by means of the linear transformation z → U(z) = x of Lemma 3.3

Definition 3.6. For a given set of bilinear forms

B = {Bj : Rm × Rm → R, j = 1 . . . n} .

we define

S∗(α,B, P ) = Pm
∑

|x|<P
x∈Z

n

∑

|y|<P
y∈Z

n

m∏

j=1

min
{
P, ‖αBj (x|y)‖−1}. (3.21)

Lemma 3.5. If

• ψ′
i : Rn → R , i = 1 . . . s are the cubic polynomials of Lemma 3.3.

• Ci : Rni → R , i = 1 . . . s their cubic parts (which depends only form
ni variables).

• Bi the set of bilinear forms associated to each Ci.

then

|S (α)|4 ≪ P
4n−4

s∑
i=1

ni
s∏

i=1

S∗(α,Bi, P ). (3.22)
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Proof. Let M the finite set of the representative solutions of the homoge-
neous linear congruences (mod d) as in Lemma 3.3 and let z0 ∈ M. We put
z = du + z0 where u ∈ Zn is an arbitrary vector with integer components.
Substituting in (3.16) and (3.18) with P in place of R, we have

S (α) =
∑

z0∈M


 ∑

u∈B′(z0)

e

(
α

s∑

i=1

ψ′
i (du + z0)

)
.

where
B′ (z0) =

{
u ∈ Zn : u ∈ d−1Qz0

B
}
.

and Qz0
B is defined as in Lemma 3.4. We notice that For every z0 ∈ M

there is an exponential sum of the form

∑

u∈B′(z0)

e

(
α

s∑

i=1

ψ′
i (du + z0)

)
. (3.23)

Hence S(α) is expressed as a finite sum of exponential sums of such a
form. We apply to this sum the estimate given by Lemma 3.4. Since this
estimate depends only on the cubic part of the polynomial, it is independent
of z0. There is a minor discrepancy in that the box of summation depends
on z0. Anyway the dependence is only by a bounded translation of vector
z0 and this trouble can be remedied by modifying the constants involved in
the conditions {

|x| ≪ P
|y| ≪ P.

We obtain (3.19) with bilinear forms which are associated with the cubic part
of

ψ′ (u) =
s∑

i=1

ψ′
i (du + z0).

which is

C (u) =

s∑

i=1

Ci (du).

Since the cubic forms Ci are defined on disjoint sets, the bilinear forms fall

into sets of cardinality n1...ns and ms, where 8 ms = n −
s∑

i=1

ni The ms

bilinear forms of the last set are identically zero. Accordingly, the right hand

8Of course not all the variables of the polynomial have to be present in its cubic part
C(u)
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side of (3.19) can be factored. The factors are S∗ (α,Bi, P ) where Bi is the
set of ni bilinear forms associated with the cubic form Ci. We must observe
that there is also a factor of the kind AP 4ms corresponding to the bilinear
forms which are identically zero (being A a constant not depending on P )
This proves the lemma.

3.8 The estimation of S∗(α,B, P ) if h(C) = n

We introduce a parameter U to be specified later as well as the shortcut

L = logP. (3.24)

Now we shall reason indirectly and we develop some consequences if, for a
given α it is

S∗ (α,B, P ) > P 4nU−n. (3.25)

We have the following

Lemma 3.6. If (3.25) holds and if

NP =
{

(x,y) ∈ Ã2
P : ‖αBj (x|y)‖ < P−1 j = 1...n

}
. (3.26)

then
|NP )| ≫ P 2nU−nL−n. (3.27)

Proof. For every x ∈ Zn let

NP (x) = {y ∈ Zn : (x,y) ∈ NP} .

so that
|NP | =

∑

|x|<P

|NP (x)|.

Let f (t) = t − [t] denote the fractional part of any t ∈ R. Then, for any
integer x and any integers r1...rn such that 0 ≤ rj < P j = 1...n the
inequalities 




P−1r1 ≤ f (αB1 (x|y)) < P−1 (r1 + 1)
...
P−1rn ≤ f (αBn (x|y)) < P−1 (rn + 1) .

cannot have more than |NP (x)| integer solutions y = (y1, . . . yn) such that




y1 ∈ (a, b)
...
yn ∈ (a, b) .
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and b − a = P . For if y′ is one solution of the system of inequalities and y
denotes the general solution, then

‖αBj (x|y − y′)‖ < P−1 (j = 1 . . . n) .

and |y − y′| < P . Thus the number of possibilities for y is at most |NP (x)|.
We consider now

T =
∑

|y|<P

n∏

j=1

min
{
P, ‖αBj (x|y)‖−1}.

and we think to the hypercube

QP = {y ∈ Rn : |y| < P} .

as the union of 2n smaller hypercubes which edges have a length P . With
more details: if we consider the n hyperplanes y1 = 0, y2 = 0 ... yn = 0 we
divide QP into 2n hypercubes which edges have length P . Of course it is not
to hard define them so that they become disjoint hypercubes. (see Fig 3.1 for
cases in low dimension). Dividing the summation over these 2n hypercubes,
since the length of their edges is P ,we have

T ≪ |NP (x)|
P−1∑

r1=0

· · ·
P−1∑

rn=0

n∏

j=1

min

{
P,

P

P − rj − 1

}
.

But

|NP (x)|
P−1∑

r1=0

· · ·
P−1∑

rn=0

n∏

j=1

min

{
P,

P

P − rj − 1

}
≪|NP (x)| (P logP )n .

By summing over x and multiplying by P n we have

P n
∑

|x|<P

∑

|y|<P

n∏

j=1

min
{
P, ‖αBj (x|y)‖−1}≪ P n (P logP )n

∑

|x|<P

|NP (x)|.

Hence
P 4nU−n < S∗ (α,B, P ) ≪ P n (P logP )n |NP | .

and so
P 2nU−nL−n ≪ |NP | .
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Figure 3.1: An hypercube |y| < P is divided into 2n hypercubes which edges
have length P

Lemma 3.7. Let
1 < T < U < PL−2. (3.28)

and suppose that (3.25) holds. Then we have one of the following three al-
ternatives:

I If
A1 =

{
(x,y) ∈ A2

UL2 : B (x|y) = 0
}
.

then
|A1| ≫ UnT−nL2n−1. (3.29)

II If
A2 =

{
x ∈ AUL2 : ∃y ∈ AUL2 , ‖αB (x|y)‖ ≪ P−3U2L4

}
.

then
|A2| ≫ UnT−nL2n−1. (3.30)

III The number α has a rational approximation a/q satisfying





(a, q) = 1
1 ≤ q < U2L4T−1

|qα− a| < P−3U2L5.
(3.31)

Proof. By hypotesis U < PL−2, thus from (3.27) we have

|NP | ≫ P nLn.
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This means that |NP | is “substantially” greater than P n. Hence the result
of Lemma 3.6 is still correct if we add to (3.26) the supplementary condition

{
x 6= 0
y 6= 0.

We call

N ′
P =

{
(x,y) ∈ A2

P : ‖αBj (x|y)‖ < P−1 j = 1...n, x 6= 0, y 6= 0
}
.

and
N ′

P (y) = {x ∈ Zn : (x,y) ∈ NP ,x 6= 0} .
Hence, by the initial remark, we have

∑

0<|y|≪P

|N ′
P (y)| ≫ P 2nU−nL−n. (3.32)

If we restrict to the subset Γ of y such that 9

|N ′
P (y)| > c2P

nU−nL−n.

we have that (3.32) is still true, because the number of possible y is ≪ P n.
For each such y we apply E.5 with

{
u = x
Lj (u) = αBj (x|y) j = 1 . . . n.

We take A = P and Z = c3. Proceeding like in the proof of Lemma 9 of
[6],and we have

|V (Z)| = |N ′
P | > c2P

nU−nL−n.

We can choose Z1 subject to (E.6) and this condition takes the form

c4P
−1UL < Z1 < 1.

We take
Z1 = c4P

−1UL2.

Then form (E.7) gives

|V (Z1)| ≫
(
P−1UL2

)n |V (Z)| =
(
P−1UL2

)n |N ′
P (y)| .

If
Ω =

{
x ∈ AUL2 : ‖αB (x|y)‖ ≪ P−2LU2

}
. (3.33)

9From now on, when necessary we shall indicate suitable constants as c2, c3...
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we have that
|Ω| ≫

(
P−1UL2

)n |N ′
P (y)| .

Thus, if

Λ =
{
(x,y) : x ∈ AUL2 : ‖αB (x|y)‖ ≪ P−2LU2, |y| ∈ AP

}
.

we have
|Λ| ≫

(
P−1UL2

)n ∑

0<|y|≪P

|N ′
P (y)| ≫ P nLn. (3.34)

If we indicate as N1 (x) the number of points y for every x, we have
∑

0<|x|≪UL2

N1 (x) = |Λ| ≫ P nLn. (3.35)

This remains true if we limit ourselves to points x for which

N1 (x) ≫ c5P
nLn

(
UL2

)−n
.

We divide these points into s subsets

Ds =
{
x : x ∈ AUL2 , 2sc5P

nU−nL−n < N1 (x) < 2s+1c5P
nU−nL−n

}
. (3.36)

with (s = 0, 1, ..). Since N1 (x) ≪ P n, we have 2s ≪ UnLn, so the number
of values of s is ≪ L. Hence there is some s such that

|Ds| ≫ P nLn
(
2sP nU−nL−n

)−1
L−1 = 2−sUnL2n−1.

For each x ∈ Ds we apply Proposition E.5 with u = y and with

Lj (u) = αBj (x|y) ( j = 1...n).

We take {
Z = c6P

−1/2U1/2L
A = P 3/2U−1/2L−1.

In this way, we have that the conditions




0 < |y| ≪ P

‖αB‖ ≪ P−2LU2.

become the (E.5). Hence, for the present application, we have

|V (Z)| = N1 (x) ≫ 2sP nU−nL−n. (3.37)

because x ∈ Ds and so we have the correspondent inequalities for N1 (x).
We distinguish now two cases:
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First case: 2s ≥ T n.

The condition (E.6) becomes

c7P
−1/2U1/2L2−s/nP−1UL ≤ Z1 ≤ P−1/2U1/2L.

and it is satisfied if we take

Z1 = c7P
−3/2U3/2L2T−1.

Then

|V (Z1)| ≫
(
P−3/2U3/2L2T−1P 1/2U−1/2L−1

)n |V (Z)| ≫ 2sT−n.

The inequalities (E.5) with Z1 in place of Z become





0 < |y| ≪ ULT−1

‖αB (x|y)‖ ≪ P−3U2L3T−1.
(3.38)

Since the number of points x is ≫ 2−sUnL2n−1, if Φ is the set

Φ =
{
(x,y) : x ∈ AUL2 ,y ∈ AULT−1 , ‖αB‖ ≪ P−3U2L3T−1

}
.

we have that
|Φ| ≫ UnL2n−1T−n.

Now,

• If B (x|y) = 0 ∀ (x,y) ∈ Φ then alternative (I) of the enunciation
holds

• If ∃ (x,y) ∈ Φ : B (x|y) 6= 0 then we obtain, as in the proof of Lemma
9 of [6], a rational approximation a/q to α such that

{
1 ≤ q ≪ U2L3T−1

|qα− a| < P−3U2L3T−1.

This implies alternative (III) of the enunciation.

Second case: 2s > T n.

In this hypotesis, if

Θ =
{
x ∈ AUL2 : 2sc5P

nU−nL−n < N1 (x) < 2s+1c5P
nU−nL−n

}
.
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then
|Θ| ≫ T−nUnL2n−1.

The first thesis of E.5 tells us that there exist an integer point y0 such that

{
0 < |y| ≪ P n {N1 (x)}− 1

n ≪ UL
‖αB (x|y)‖ ≪ P−3U2L3.

This implies alternative (II) of the enunciation. The proof is now complete.

Lemma 3.8. Suppose that

• alternative (II) of Lemma 3.7 holds.

• alternatives (I) and (III) of the same Lemma do not hold.

•
U4L8 < P 3T. (3.39)

There exists 



m1 = m1 (P )
...
mn = mn (P )

∈ Z. (3.40)

such that, if

Ψ = {x ∈ AUL2 : ∃y ∈ AUL2 , Bj (x|y) = mj , j = 1 . . . n} . (3.41)

then

|Ψ| ≫ UnT−3nL2n−1. (3.42)

Proof. We consider the set of points x as in Alternative (II) of previous
Lemma. Let x ∈ A2, we denote as (x,y) the correspondent pair. It is not
possible that for all these pairs and for every j = 1...n it is

Bj (x|y) = 0.

For if we would have that alternative (I) holds. Let j , (x,y) such that

Bj (x|y) 6= 0.

we obtain integers a, q such that




(a, q) = 1
1 ≤ q ≪ U2L4

|αq − a| < P−3U2L4.
(3.43)
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q ≫ U2L4T−1. (3.44)

We must have
q ≫ U2L4T−1. (3.45)

since otherwise alternative (III) would hold. Now 10 , for each x, y occurring
in alternative (II), we put

αBj (x|y) = qtj + uj.

where tj uj are integers and |uj| ≤ 1
2
q. We obtain

|uj| ≤ q ‖αBj (x|y)‖ + |αq − a| |Bj (x|y)| ≪ .

≪ qP−3U2L4 + P−3U2L4U2L4 ≪ P−3U4L8.

Thus
|uj| < T.

by (3.39). The integers uj and tj depend on x but the number of possibilities
for u1...un is ≪ T n and these are independent of x. so the number of x for
which u1...un have the same values (for suitable values) is ≫ UnT−2nL2n−1.
For these x the values of Bj (x|y) is determined to the modulus q, and since

{
|Bj (x|y)| ≪ U2L4

q ≫ U2L4T−1.

for every j = 1...n the number of possibilities for the values of the Bj (x|y)
is ≪ T n. It follows that the number of points x for which

Bj (x|y) = mj , j = 1 . . . n.

is ≫ UnT−3nL2n−1 for suitable m1...mn. This proves the result.

Lemma 3.9. The alternative (II) of Lemma 3.7 is superfluous if there exists
ε0 > 0 such that {

T 3n < (UL)1−ε0

U4L8 < P 3T.
(3.46)

Proof. For any given x we consider the non-homogeneous linear system




B1 (x|y) = m1
...
Bn (x|y) = mn.

10We follow closely the proof of Lemma 10 of [6]
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The determinant of this system H (x) is not identically zero by Proposition
E.1. If

G (x) = {x : x ∈ AUL2 , H (x) = 0} .
then

|G (x)| ≪
(
UL2

)n−1
. (3.47)

Thus, by the first inequality of (3.46) we have that (3.42) becomes

|Ψ| ≫ Un−1+ε0L2n−2+ε0 . (3.48)

Hence |G| small compared with |Ψ|. This means that the assertion of Lemma
3.8 remains true if we add to its hypotesis the supplementary condition
H (x) 6= 0. More formally if

Ψ′ = {x ∈ AUL2 : ∃y ∈ AUL2 , Bj (x|y) = mj, H (x) 6= 0, j = 1 . . . n.}

it is still true that
|Ψ′| ≫ UnT−3nL2n−1. (3.49)

We now argue as in Lemma 12 of [6] and appeal to Proposition E.7 with
R = UL2: this is still permissible because, the set of

M = {m1...mn} .

of integers as in Lemma 3.8 is such that

|M| ≪
(
UL2

)2
.

Following the proof of the cited Lemma 12 of [6] we infer that

|Ψ′| ≪ Rn−1+ 1
2
ε0 ≪

(
UL2

)n−1+ 1
2
ε0

= Un−1+ 1
2
ε0L2n−2+ 1

2
ε0 .

But, by the first inequality of (3.46), we have that

|Ψ′| ≫ Un−1+ε0L2n−2+ε0 .

and this is a contradiction.

Lemma 3.10. There exists positive real numbers c8 c9 c10 depending only on
n such that if {

U > Lc8

U4−n−2
< P 3L−c9.

(3.50)

then for any real α either

S∗ (α,B, P ) ≤ P 4nU−n. (3.51)
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or, there exist a rational approximation a/q to α satisfying




(a, q) = 1

1 ≤ q < U2−n−2
Lc10

|qα− a| < P−3U2L5.
(3.52)

Proof. We define T by
T nL1+c = Un−1

.

where c is the constant of Lemma 3.2. The condition (3.28) of Lemma 3.7
is satisfied by (3.50) provided c8 is suitably chosen. Similarly the condition
(3.39) of Lemma 3.8 and the first condition (3.46) of Lemma 3.9 are satisfied.
If (3.51) does not hold, then one of the three alternatives of Lemma 3.7 must
hold. Alternative (II) is superfluous by Lemma 3.9. We are going to show
now that alternative (I) is impossible. We appeal to Lemma 3.2 with h = n
and with R = UL2. If alternative (I) were to hold we should have

Rn−n−1

(L)c ≫ UnT−nL2n−1.

that is
Un−n−1

L2n−2n−1+c ≫ UnU−n−1

L2n+c.

which is false.There remains only alternative (III), which gives the result
stated since

T−1 = U−n−2

L
1+c

n .

and so
1 ≤ q ≤ U2L4T−1 = U2−n−2

Lc10 .

with c10 = 1+c
n

.

3.9 The estimation of S∗(α,B, P ) if h(C) < n

Lemma 3.11. There exists positive real numbers c8, c9, c10 depending only
on n such that if {

U > Lc8

U4−n−2
< P 3L−c9 .

(3.53)

then for any real α either

S∗ (α,B, P ) ≤ P 4nU−n (3.54)

or there exist a rational approximation a/q to α satisfying




(a, q) = 1

1 ≤ q < U2−n−2
Lc10

|qα− a| < P−3U2L5.
(3.55)
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Proof. If
S∗ (α,B, P ) > P 4nU−h. (3.56)

we have, as the analogue of Lemma 3.6 that if

NP =
{
(x,y) ∈ A2

P : ‖αBj (x|y)‖ < P−1 j = 1...n
}
.

then
|NP | ≫ P 2nU−hL−n.

We follow now the lines of proof of Lemma 3.7.

• With the same choice of Z1 we obtain that if

K =
{
(x,y) : x ∈ AUL2 ,y ∈ AP ‖αB (x|y)‖ < P−2UL2

}
.

then
|K| ≫ P nUn−hL−n.

• The equation (3.37) is replaced by

|V (Z)| = N1 (x) ≫ 2sP nU−hL−n.

• The set defined by (3.36) is replaced by

Ds =
{
x : x ∈ AUL2 , 2sc5P

nU−hL−n < N1 (x) < 2s+1c5P
nU−hL−n

}
.

although the lover bound for the number of points x is the same as
before.

• We apply Proposition E.5 with

Z1 = c7P
−3/2U3/2L2T−1

1 .

where T1 > 1 is to be chosen later. This satisfies the condition (E.6)
provided

T1 < U1− h
n . (3.57)

• Further, we have that if

J =
{

(x,y) : x ∈ AUL2 ,y ∈ Ac7ULT−1
1
, ‖αB (x|y)‖ < c7P

−3U2L3T−1
1

}
.

then
|J | ≫ U2n−hL2n−1T−n

1 . (3.58)
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Now, if we would have that for every (x,y) ∈ J and for every j = 1...n we
have that Bj (x|y) = 0 we could appeal to Lemma 3.2. Taking R = UL2 we
would have that

|J | ≪
(
UL2

)2n−h−n−1

Lc.

But, if we would choose 11

T1 = Un−2

L−c11 .

with c11 a suitable constant, we would obtain a contradiction with (3.58).
Hence, there exist (x,y) and j such that

Bj (x|y) 6= 0.

This leads, in the usual way, from the condition ‖αB (x|y)‖ < c7P
−3U2L3T−1

1

to a rational approximation a/q to α satisfying




(a, q) = 1
1 ≤ q ≪ U2L3T−1

1

|qα− a| ≪ P−3U2L3T−1
1 .

These conditions are somewhat stronger than those asserted in the enunciate.

3.10 The estimates of S(α) and Sa,q

Lemma 3.12. Let φ (x) a cubic polynomial as before. let P a fixed paral-
lelepiped of suitable shape in Rn. Let P a “large” positive real parameter
and let S(α) defined as before. Let U satisfying the conditions (3.50). Then

either
|S (α)| ≤ P nU−h∗

4 . (3.59)

or there exist a rational approximation a/q to α such that





(a, q) = 1

1 ≤ q < U2−n−2
Lc10

|qα− a| < P−3U2L5.
(3.60)

Proof. By Lemma 3.5 we have that

|S (α)|4 ≪ P
4n−4−

s∑
i=1

ni
s∏

i=1

S∗(α,Bi, P ). (3.61)

11The present choice is fully compatible with (3.57)
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Let α such that it does not have a rational approximation satisfying (3.60).
Then, a fortiori, it is impossible to have





(a, q) = 1

1 ≤ q < U2−n−2
i Lc10

|qα− a| < P−3U2L5.

for every i = 1...s because ni < n. Now,

• If hi = ni then, by Lemma 3.10, we have that

|S∗ (α,Bi, P )| ≤ P 4niU−ni = P 4niU−hi .

• If hi < ni then, by Lemma 3.11, we have that

|S∗ (α,Bi, P )| ≤ P 4niU−hi.

Hence, by (3.61), we have that

|S (α)|4 ≪ P
4n−4−

s∑
i=1

ni
s∏

i=1

P 4niU−hi .

Thus

|S (α)|4 ≪ P
4n−4

s∑
i=1

ni

P
4

s∑
i=1

ni

U
−

s∑
i=1

hi ≪ P 4nU−h∗

.

and from this the result follows.

Lemma 3.13. Let a, q integers with
{
q > 0
(a, q) = 1.

If

Sa,q =
∑

z( mod q)

e

(
a

q
φ (z)

)
. (3.62)

then

|Sa,q| ≪ qn−h∗/(8−4n−2) (log q)c12 . (3.63)

Proof. We appeal to Lemma 3.12 with α = a/q and with P to be chosen
later. the second alternative of Lemma 3.12 is the existence of integers a′

and q′ such that 



(a′, q′) = 1

1 ≤ q′ < U2−n−2
Lc10

∣∣∣q′ aq − a′
∣∣∣ < P−3U2L5.
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Suppose that

P 3U−2L−5 > q. (3.64)

We have ∣∣∣∣
aq′ − a′q

qq′

∣∣∣∣ <
P−3U2L5

q′
.

and so

|aq′ − a′q| < P−3U2L5q < 1.

which means
a

q
=
a′

q′
.

Since (a, q) = 1 and (a′, q′) = 1 this means that a = a′ and q = q′. But if we
choose

U2−n−2

Lc10 ≤ q. (3.65)

this is impossible. Hence, in order to avoid this alternative, it is enough
to let (3.64) and (3.65) hold. In this case we have that the estimate (3.59)
is applicable. The parallelepiped PP in the definition of S(α) is given by
conditions of the type





λ1P < a11x1 + . . . a1nxn < µ1P
...
λnP < an1x1 + . . . annxn < µnP.

(3.66)

where

• ai,j ∈ Q for every i, j = 1...n.

• λi ∈ R for every i = 1...n.

• µi ∈ R for every every i = 1...n.

The number of integer points x satisfying (3.66) and lying in a given
residue class (mod q) is

n (P ) = A

(
P

q

)n

+O

((
P

q

)n−1
)
.

where A is a positive constant. We have that

S

(
a

q

)
= n (P )Sa,q.
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hence

S

(
a

q

)
= AP nq−nSa,q + Sa,qO

((
P

q

)n−1
)
.

But trivially |Sa,q| ≪ qn and so

S

(
a

q

)
= AP nq−nSa,q +O

(
P n−1q

)
.

We can write

AP nq−n |Sa,q| ≤
∣∣∣∣S
(
a

q

)∣∣∣∣+O
(
P n−1q

)
.

From (3.59) we have ∣∣∣∣S
(
a

q

)∣∣∣∣ ≤ P nU−h∗

4 .

an so we can deduce that

|Sa,q| ≪ qnU−h∗

4 + P−1qn+1.

If we choose P = qn+1, we have that the term P−1qn+1 becomes negligible.
We can also choose

U2−n−2

(logP )c10 = q.

With this choice, we have that (3.64) and (3.65) hold as well as (3.50) and
this let Lemma 3.12 applicable. Now, we have

U = q
1

2−n−2 (logP )
c10

2−n−2 .

and this get immediately

|Sa,q| ≪ q
n− h∗

8−4n−2 (log q)
c10

2−n−2 .

The result is achieved, with c12 = c10
2−n−2 .

3.11 Minor arcs

Definition 3.7. Let I = (0, 1) ⊂ R. We shall denote as

E (U) =
{
α ∈ I : ∃a, q ∈ Z, (a, q) = 1, 1 ≤ q ≤ U2−n−2

Lc10 , |qα− a| < P−3U2L5
}
.

We shall write also
CE (U) = I − E (U) .
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Definition 3.8. If
U1 = Lc13 . (3.67)

with c13 is a suitable “large” positive constant, we shall define the minor

arcs as
m = CE (U1) .

Definition 3.9. We shall denote as

f1 = inf
x∈P

C (x) .

and
f2 = sup

x∈P
C (x) .

We need to use also two real numbers g1 and g2 such that

0 < g1 < f1 < f2 < g2. (3.68)

Their choice is arbitrary and from now onward we shall suppose them as
fixed.

Definition 3.10. We define

T (α) =
∑

g1P 3<p<g2P 3

p∈P

e (αp). (3.69)

Lemma 3.14. If h∗ ≥ 8 we have

∫

m

|S (α)T (−α)|dα≪ P nL−c14 . (3.70)

where c14 is “large” when c13 is “large”

Proof. If we consider the set-function

U → E (U) .

we have that it is an increasing function i.e

U1 < U2 ⇒ E (U1) ⊆ E (U2) .

and, if
U4−n−2

Lc10−5 > P 3. (3.71)
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we have that

E (U) = (0, 1) .

For, by the classical Theorem of Dirichlet on Diophantine approximation,
there is always a rational approximation to α satisfying





(a, q) = 1

1 ≤ q ≤ U2−n−2
Lc10

|qα− a| ≤ U−2+n−2
L−c10 .

and condition (3.71) ensures that this implies (3.60).
Now, if

F (U) = E (2U) − E (U) .

then, we can write

I = E (U1) ∪
{

s⋃

j=0

F
(
2jU1

)
}
.

where s is the least integer such that U = 2s+1U1 satisfies (3.71). The subsets
F (2jU1) are pairwise disjoints and

m =

s⋃

j=0

F
(
2jU1

)
.

It is not hard to see that s≪ L. We take now
{
U = 2tU1

0 ≤ t ≤ s.

By Lemma 3.12, if α ∈ F(U) we have

|S (α)| ≪ P nU−h∗

.
4

since the values of U under consideration satisfy (3.50) We have also that

µL (F (U)) 6 µL (E (2U)) 6
∑

16q6M(U)

∑

16a6q

2q−1P−3 (2U)2 L5.

where µL denotes the Lebesgue’s measure on R and M(U) = (2U)2−n−2

Lc10 .
Hence

µL (F (U)) ≪
(
P−3U2L5

) (
U2−n−2

Lc10

)
.
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It follows that
∫

F(U)

|S (α)| |T (−α)| dα 6 P nU−h∗

4

∫

F(U)

|T (−α)| dα.

But
∫

F(U)

|T (−α)| dα 6 {µL (F (U))} 1
2





1∫

0

|T (−α)| dα





1
2

.

Hence
∫

F(U)

|S (α)| |T (−α)| dα≪
{
P nU−h∗

4

}{
P−3U4−n−2

Lc10+5
} 1

2 {
P 3L−1

} 1
2 .

and so ∫

F(U)

|S (α)| |T (−α)| dα≪ P nU2−h∗

4
−n−2

2 Lc15 .

where c15 = c10
2

+ 2 and it depends on n only. Since h∗ ≥ 8 we can write
∫

F(U)

|S (α)| |T (−α)| dα≪ P nU−n−2

2 Lc15 . (3.72)

Now, ∫

m

|S (α)| |T (−α)| dα =

s∑

j=0

∫

F(2j+1U1)

|S (α)| |T (−α)| dα.

and

• The number of sets F is ≪ L

• To each of such sets we can apply (3.72)

• The least value of U is U1 = Lc13

Since ∫

m

|S (α)| |T (−α)| dα =

s∑

j=0

Ij .

where

Ij =

∫

F(2j+1U1)

|S (α)| |T (−α)| dα≪ P n
{
2j+1

}−n−2

2 L−n−2

2
c13+c15 .
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we have
s∑

j=0

Ij ≪ P nL−n−2

2
c13+c152−

L

2n2 ≪ P nL−n−2

2
c13+c15 .

Hence ∫

m

|S (α)| |T (−α)| dα≪ P nL−c14 .

as stated.

3.12 Major arcs

Definition 3.11. We denotes with

Ma,q =

{
α ∈ I :

∣∣∣∣α− a

q

∣∣∣∣ < P−3Lk

}
. (3.73)

where k is a positive constant while a and q are the same as in the previous
section.

Definition 3.12. We denote by

M =
⋃

1≤q≤Lk

⋃

1≤a<q
(a,q)=1

Ma,q. (3.74)

and we call it “major arcs”

It easy to show that the intervals Ma,q are disjoint. Moreover, if we choose
k so that {

k > (2 − n−2) c13 + c10
k > 2c13 + 5.

(3.75)

then, we have
E (U1) ⊆ M.

Lemma 3.15. If α ∈ Ma,q then

S (α) = q−nSa,qI (β) +O
(
P n−1L2k

)
. (3.76)

where

I (β) =

∫

PP

e (βφ (ξ))dξ. (3.77)

and
β = α− a

q
.
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Proof. We consider

S (α) =
∑

x∈PP
e (αφ (x)).

and we write it as

S (α) =
∑

x∈PP
e

((
β +

a

q

)
φ (x)

)
.

and so

S (α) =
∑

x∈PP
x=qy+z
y,z∈Z

n

e

(
a

q
φ (qy + z)

) ∑

x∈PP
x=qy+z
y,z∈Z

n

e (βφ (qy + z)).

Hence

S (α) =
∑

z ( mod q)

e

(
a

q
φ (z)

) ∑

x∈PP
x=qy+z
y,z∈Z

n

e (βφ (qy + z)).

We can also write

S (α) =
∑

z ( mod q)

e

(
a

q
φ (z)

)∑

y∈P ′

e (βφ (qy + z)).

where

P ′ =
(
Pq−1

)
P − q−1z.

is the parallelepiped obtained from P by means of an homothetic transfor-
mation of constant Pq−1 and a translazion of vector −q−1z. We can regard
P ′ as a union of cubes of side 1 together with a boundary zone. We have
that

• The number of cubes is 12

ncubes = VP
(
Pq−1

)n
+O

((
Pq−1

)n−1
)
.

• The boundary zone contains O
(
(Pq−1)

n−1
)

integer point and also has

a volume O
(
(Pq−1)

n−1
)
.

12We remember here that VP stands for the volume of P
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Each cube correspond to a single term of the exponential sum and we can
replace this term by

∫

c

e (βφ (qη + z)) dη +O
(
|β| q3

(
Pq−1

)2)
.

where c stands for a cube. If C stands for the set of all the cubes which split
the parallelepiped P ′ and if we consider the contribute of the boundary zone,
we have

S (α) =
∑

c∈C





∫

c

e (βφ (qη + z)) dη +O
(
|β| q3

(
Pq−1

)2)


+O

(
qn
(
Pq−1

)n−1
)
.

This gives

S (α) = q−nSa,qI (β) +O
(
qn |β| q3

(
Pq−1

)n+2
)

+O
(
qn
(
Pq−1

)n−1
)
.

Since {
|β| < P−3Lk

q ≤ Lk.

we obtain the result.

Lemma 3.16. If α ∈ Ma,q we have

T (α) =
µ (q)

φ (q)
I1 (β) +O

(
P 3 exp

(
−c16L1/2

))
.

where

I1 (β) =

g2P 3∫

g1P 3

e (βx)

log x
dx.

Proof. It is possible to find the proof in [34] V I Satz 3.3. The only difference
is that while here we have an integral, in that book is considered a series of
the kind

m2∑

n=m1

e (βn)

log n
.

where {
m1 = [g1P

3]
m2 = [g2P

3] + 1.
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Anyway, with the standard comparison’s technique of a series

m2∑

n=m1

f (n) .

with
m2∫

m1

f (x) dx.

where f is monotone, it is easily seen that the difference between them is
O(Lk−1) hence negligible.

Lemma 3.17. If h∗ ≥ 8 then

∫

M

S (α)T (−α) dα = {S + E1}
∫

|β|<P−3Lk

I (β) I1 (−β) dβ + E2. (3.78)

where

• E1 = O (L−c17).

• E2 = O
(
P ne−c18L1/2

)
.

• c18 is any real number such that 0 < c18 < c16.

and

S =

∞∑

q=1

q∑

a=1
(a,q)=1

µ (q)

ϕ (q)
q−nSa,q. (3.79)

is the singular series of the problem.

Proof. If α ∈ Ma,q, from 3.15 and 3.16 we have

• S (α) = q−nSa,qI (β)︸ ︷︷ ︸
F1

+e1.

• T (−α) =
µ (q)

φ (q)
I1 (−β)

︸ ︷︷ ︸
F2

+e2.

where

• e1 = O
(
P n−1L2k

)
.
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• e2 = O
(
P 3 exp

(
−c16L1/2

))
.

Hence

S (α)T (−α) =
µ (q)

φ (q)
q−nSa,qI (β) I1 (−β) + E.

where

E = e1F2 + e2F1 + e1e2.

Thus

∫

|β|<P−3Lk

S (α)T (−α) dα =
µ (q)

ϕ (q)
q−nSa,q

∫

|β|<P−3Lk

I (β) I1 (−β) dβ+

∫

|β|<P−3Lk

Edβ.

On summing over a and then q, we obtain

• ∫

M

S (α)T (−α) dα.

for the right-hand side.

•
∑

q≤Lk

q∑

a=1
(a,q)=1

µ (q)

ϕ (q)
q−nSa,q

∫

|β|<P−3Lk

I (β) I1 (−β) dβ.

for the main term in the left-hand side

• ∫

|β|<P−3Lk

Edβ.

for the error’s term, where E =
∑

q≤Lk

q∑
a=1
(a,q)=1

E.

Since

• |µ(q)|
|ϕ(q)| ≤ 1 for every q ≥ 1.

• By Lemma 3.13 with the fact that h∗ ≥ 8, there exists a δ > 0 such that,
for every q ≥ 1 and for every 1 ≤ a ≤ (a, q) = 1, it is |q−nSa,q| ≪ q−1−δ.
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we have that the series

S =

∞∑

q=1

q∑

a=1
(a,q)=1

µ (q)

ϕ (q)
q−nSa,q. (3.80)

is convergent and we can write

S −
∑

q≤Lk

q∑

a=1
(a,q)=1

µ (q)

ϕ (q)
q−nSa,q = O

(
L−c17

)
.

where c17 is a suitable positive constant. Thus,so far we have

∫

M

S (α)T (−α) dα =
(
S +O

(
L−c17

)) ∫

|β|<P−3Lk

I (β) I1 (−β) dβ+

∫

|β|<P−3Lk

Edβ.

Now, we are dealing with ∫

|β|<P−3Lk

Edβ.

With the definition of E, F1, F2, e1, e2 given above, and using the trivia
estimates

• |I (β)| ≪ P n.

• |I1 (β)| ≪ P 3L−1.

it is easy to show that

E ≪ q−1−δP n+3e−c16L1/2

+
1

ϕ (q)
P n+2L2k−1 + P n+2L2ke−c16L1/2

.

and from this we have
∫

|β|<P−3Lk

Edβ ≪ P−3Lk max
|β|<P−3Lk

(E) ≪ q−1−δP ne−c16L1/2

.

and so
q∑

a=1
(a,q)=1

∫

|β|<P−3Lk

Edβ ≪ q−δP ne−c16L1/2

.
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and from this

∑

q≤Lk

q∑

a=1
(a,q)=1

∫

|β|<P−3Lk

Edβ ≪ LkP ne−c16L1/2

.

If we choose 0 < c18 < c16 we can write

LkP ne−c16L1/2 ≪ P ne−c18L1/2

.

Hence ∫

|β|<P−3Lk

Edβ = O
(
P ne−c18L1/2

)
.

and the result follows.

3.13 The singular series

Lemma 3.18. If for every integer m > 1 there is a x ∈ Zn such that
φ (x) 6≡ 0 (modm) then

S > 0.

Proof. We consider

A (q) =

q∑

a=1
(a,q)=1

q−nSa,q.

It is a standard task to show that this A(q) is a multiplicative function. 13

Hence, by (3.79)

S =
∏

p∈P

(
1 − 1

p− 1
p−n

p−1∑

a=1

Sa,p

)
.

If we consider

Fp =

(
1 − 1

p− 1
p−n

p−1∑

a=1

Sa,p

)
.

we have that

Fp ≪ 1 +
1

p− 1
(p− 1)

∣∣p−nSa,p

∣∣≪ 1 + p−1−δ.

13See, for example,[28]

78



because we know, from Lemma 3.13 that there exist δ > 0 such that |p−nSa,p| <
p−1−δ for every p. It follows that the infinite product is absolutely convergent
and, in order to show that it is different from zero, it is enough to show that

p−n

p−1∑

a=1

Sa,p < p− 1.

for every p ∈ P. If S = 0 it would means that there exists a p0 ∈ P such that

p0−1∑

a=1

p−n
0 Sa,p0 = p0 − 1.

But ∣∣∣∣∣

p0−1∑

a=1

p−n
0 Sa,p0

∣∣∣∣∣ ≤
p−1∑

a=1

∣∣p−nSa,p0

∣∣ ≤ p0 − 1.

Since, for every 1 ≤ a ≤ p0 we have
∣∣p−n

0 Sa,p0

∣∣ ≤ 1, we must have

p−n
0 Sa,p0 = 1.

This means

p−n
0

∑

z ( mod p0)

e

(
a

p0

φ (z)

)
= 1.

and so

e

(
a

p0
φ (z)

)
= 1.

for every 1 ≤ a ≤ p0 − 1. This means

φ (z) = 0 ∀ z (mod p0).

and this contradicts the hypothesis.

3.14 The proof of the first theorem of Pleas-

ants

Proof. By (3.68) we have

g1P
3 < φ (x) < g2P

3.
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for every x ∈ PP. Hence

M (P ) =

1∫

0

S (α)T (−α)dα. (3.81)

We write

1∫

0

S (α)T (−α)dα =

∫

M

S (α)T (−α) dα+

∫

CM

S (α)T (−α) dα.

where CM = I − M. We have already observed that if (3.75) holds then
E (U1) ⊆ M hence

CM ⊆ CE (U1) = m.

Hence, by Lemma 3.14

∫

CM

|S (α)T (−α)| dα≪ P nL−c14 .

where c14 can be taken large by taking k large. From Lemma 3.17 it follows
that

M (P ) =
{
S +O

(
L−c17

)}
J (P ) +O

(
P nL−c14

)
. (3.82)

where

J(P ) =

∫

|β|<P−3Lk

I (β) I1 (−β) dβ. (3.83)

• By definition of I(β), we have

I (β) =

∫

PP

e (βϕ (ξ′))dξ′.

Thus, by means of the substitution ξ′ = Pξ, we have

I (β) = P n

∫

P

e (βϕ (Pξ))dξ.

By writing

φ (Pξ) = P 3C (ξ) + P 2Q (ξ) + PL (ξ) +N.
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we easily obtain

I (β) = P n

∫

P

e
(
βP 3C (ξ)

)
dξ +O

(
P n |β|P 2

)
.

and finally

I (β) = P n

∫

P

e
(
βP 3C (ξ)

)
dξ

︸ ︷︷ ︸
A(β)

+O
(
P n−1Lk

)
︸ ︷︷ ︸

E1

. (3.84)

• By definition of I1(β), we have

I1 (β) =

g2P 3∫

g1P 3

e (βx′)

log x′
dx′.

Thus by means of the substitution x′ = P 3x, we have

I1 (β) = P 3

g2∫

g1

e (βP 3x)

logP 3x
dx.

Thus

I1 (β) =
P 3

3L

g2∫

g1

e
(
βP 3x

)
dx− P 3

3L

g2∫

g1

e (βP 3x) log x

3L+ log x
dx.

Integrating by part and using the mean value theorem it is possible to show
that

P 3

3L

g2∫

g1

e (βP 3x) log x

3L+ log x
dx = O

(
P 3L−2 min

{
1,
∣∣βP 3

∣∣−1
})

.

Hence

I1 (β) =
P 3

3L

g2∫

g1

e
(
βP 3x

)
dx

︸ ︷︷ ︸
B(β)

+O
(
P 3L−2 min

{
1,
∣∣βP 3

∣∣−1
})

︸ ︷︷ ︸
E2(β)

. (3.85)
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Now, from (3.84) and (3.85) we have

I (β) I1 (−β) = A (β)B (−β) + A (β)E2 (−β) +B (−β)E1 + E1E2 (−β) .

thus

J (P ) =

∫

|β|<P−3Lk

I (β) I1 (−β) dβ =

4∑

m=1

Jm (P ).

where

1.

J1 (P ) =

∫

|β|<P−3Lk

A (β)B (−β) dβ.

2.

J2 (P ) =

∫

|β|<P−3Lk

A (β)E2 (−β) dβ.

3.

J3 (P ) =

∫

|β|<P−3Lk

B (−β)E1dβ.

4.

J4 (P ) =

∫

|β|<P−3Lk

E1E2 (−β) dβ.

We shall see that J1(P ) is the main term while E = J2(P )+J3(P )+J4(P )
is the error term. We have that

J1 (P ) =
P n+3

3L

∫

|β|<P−3Lk





∫

P

e
(
βP 3C (ξ)

)
dξ









g2∫

g1

e
(
−βP 3x

)
dx



 dβ.

If we call γ = βP 3 and λ = Lk

P3
and we define

J1 (λ) =

λ∫

−λ





∫

P

e (γC (ξ))dξ









g2∫

g1

e (−γx)dx



dγ.
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we can write

J1 (P ) =
P n

3L
J1

(
Lk
)
. (3.86)

If we write AE2 = A (β)E2 (−β), BE1 = B (−β)E1, E1E2 (−β), we have

AE2 ≪
P n+3

L2
min

{
1,
∣∣βP 3

∣∣−1
}
. (3.87)

BE1 ≪ P n+2Lk−1. (3.88)

E1E2 ≪ P n+2Lk−2 min
{

1,
∣∣βP 3

∣∣−1
}
. (3.89)

From (3.87),(3.88),(3.89), it follows that

J2 (P ) ≪ P n+3

L2

∫

|β|<P−3Lk

min
{

1,
∣∣βP 3

∣∣−1
}
dβ. (3.90)

J3 (P ) ≪ P n+2Lk−1

∫

|β|<P−3Lk

dβ. (3.91)

J4 (P ) ≪ P n+2Lk−2

∫

|β|<P−3Lk

min
{

1,
∣∣βP 3

∣∣−1
}
dβ. (3.92)

Hence

E ≪ P n+2Lk−1

∫

|β|<P−3Lk

dβ +
P n+3

L2

∫

|β|<P−3Lk

min
{

1,
∣∣βP 3

∣∣−1
}
dβ.

Now it is easy to see that
∫

|β|<P−3Lk

min
{

1,
∣∣βP 3

∣∣−1
}
dβ ≪ P−3 logL.

thus
E ≪ P n−1L2k−1 + P nL−2 logL≪ P nL−2 logL.
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It follows that

J(P ) =
P n

3L
J1

(
Lk
)

+O
(
P nL−2 logL

)
. (3.93)

From its definition, we have that

J1 (λ) =

λ∫

−λ

dγ

∫

P

dξ





g2∫

g1

e (γ (C (ξ) − x))dx



.

that we can write as

J1 (λ) =

∫

P

dξ

g2∫

g1

dx

λ∫

−λ

{e (γ (C (ξ) − x))}dγ.

Hence

J1 (λ) =

∫

P

dξ

g2∫

g1

{
sin 2πλ (C (ξ) − x)

π (C (ξ) − x)

}
dx =

∫

P

dξ

g2−C(ξ)∫

g1−C(ξ)

sin 2πλt

πt
dt.

We consider now

lim
λ→+∞

J1 (λ) = lim
λ→+∞

∫

P

dξ

g2−C(ξ)∫

g1−C(ξ)

sin 2πλt

πt
dt.

Since, by the choice of g1 and g2, we have that
{
g1 − C (ξ) 6 g1 − f1 < 0

g2 − C (ξ) > g2 − f2 > 0.

we can write

lim
λ→+∞

J1 (λ) =

∫

P

dξ lim
λ→+∞

g2−C(ξ)∫

g1−C(ξ)

sin 2πλt

πt
dt.

because the inner limit is uniform in ξ. From Classical Analysis it is well
known that

lim
λ→+∞

g2−C(ξ)∫

g1−C(ξ)

sin 2πλt

πt
dt = 1.
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Hence

lim
λ→+∞

J1 (λ) =

∫

P

dξ = VP .

It follows that

J(P ) ∼ P n

3L
VP (P → ∞).

and, finally

M(P ) ∼ S
P n

3L
VP (P → ∞).
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Chapter 4

The second theorem of
Pleasants

4.1 Introduction

The second theorem of Pleasants, proved from the author in [32], the con-
dition 1 ≤ h ≤ 7 has ben considered and under further conditions on φ
it has been proved that it still represent infinitely many primes. However,
in this second theorem, due to the nature of the method used, no asymp-
totic formulas has been obtained. The proof depends on some results on the
representation of primes by quadratic polynomials. The cubic polynomials
considered in this theorem have n the number of variables n substantially
greater than the invariant h The method is to fix some of the variables in
such a way that φ reduce to a suitable quadratic or linear polynomial in the
remaining variables and the apply to this resulting polynomial either a result
from the theory of Quadratic Polynomials or else the theorem of Dirichlet
on primes in an arithmetical progression. Both these theorem are also used
in the initial reduction of φ. to a polynomial of smaller degree. For these
reasons the lower bounds for the number of primes represented by a such
polynomials are related with polynomials of second or first degree. We will
get now a very brief sketch of the path towards the proof :

• In 4.2 and 4.3 it is stated some terminology and notation about Quadratic
polynomials.

• In 4.4 we get the statement of an Auxiliary Theorem on the primes
represented by a quadratic polynomials.

• In 4.5 we get the statement of the Second Theorem of Pleasants.
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• In 4.6 the tools for the proof of the Auxiliary Theorem are developed.

• In 4.7 the Auxiliary Theorem is proved.

• In 4.8 a useful Corollary of the Auxiliary theorem is explicitly stated.

• In 4.9 some other further lemmas about polynomials of second and first
degree are proved.

• In 4.10 some specific Lemmas about cubi polynomials are proved.

• In 4.11 the Second Theorem of Pleasants is proved in all its several
cases.

A graphical “road map” towards the proof of FTP is given in Ap-
pendix H.

4.2 Preliminaries

Definition 4.1. Let be x ∈ Rn. Let P ∈ R+ . A quadratic polynomial

φP ∈ Z [x] .

is said weakly dependent on P if and only if

φP (x) = Q (x) + LP (x) +NP . (4.1)

where the coefficients of the quadratic part Q are fixed while the coefficients
of the linear part as well as the constant term NP may depend of P .

Definition 4.2. Given a weakly dependent polynomial φP ∈ Z [x] we will say
that it is suitable, if and only if

1. For every P ∈ R+ all the coefficients of φQ are rational.

2. For every x ∈ Zn we have that 1 φP (x) ∈ Z.

We shall suppose that there exists two positive real numbers f1 f2 and a
box

B =
n∏

j=1

[aj , bj ] ⊆ Rn.

1Of course, the polynomial does not to have integral coefficients: for example, the

polynomial φP (x) =
n∑

j=1

xj(xj−1)
2! is an integer valued quadratic polynomial
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f1P
2
6 φP (ξ) 6 f2P

2. (4.2)

for every ξ ∈ PB where PB denotes, as usual, the homothetic expanded
box obtained from B by means of a dilatation of each side of a factor P . A
sufficient condition for the existence of such a kind of box is given by the
following easy

Proposition 4.1. Let

φP (x) = Q (x) + LP (x) +NP .

a suitable polynomial with

• Q (x) =
n∑

i=1

n∑
j=1

aijxixj aij = aji ∈ R+ ∀i, j = 1 . . . n.

• LP (x) =
n∑

i=1

li(P )xi.

• NP = aP 2 + bP + c a, b, c ∈ R.

if

1. There exists m ∈ R+ such that |li(P )| 6 mP ∀P ∈ R+, ∀i = 1 . . . n.

2. min {aij , i, j = 1 . . . n} > m+ |a|.

then there exist a box B for which (4.2) holds.

4.3 Notation

It will be used

N (P ) = {x ∈ PB : φP (x) ∈ P} .
With r it will be denoted the rank of the quadratic form Q. We shall use
many suitable constants as in the proof of the First Theorem. We shall
restart from c1 c2 and so on.

4.4 The Auxiliary Theorem

With these preliminaries and this notation it will be proved the following
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Theorem 4.1. Let

φP (x) =
n∑

i=1

n∑

j=1

rij

sij

xixj +
n∑

i=1

ki(P )

mi(P )
xi +

u (P )

v (P )
.

a suitable polynomial. If

1. r ≥ 3.

2. (rij, sij) = 1 ∀i, j = 1 . . . n.

3. (ki(P ), mi(P )) = 1 ∀i = 1...n ∀P .

4. (u (P ) , v (P )) = 1 ∀P .

5. There exists P0 ∈ R+ such that for every P > P0 it is

(r11 . . . r1n, r22 . . . r2n, . . . rnn, k1(P ) . . . kn(P ), u (P )) = 1.

6. There exists x0 ∈ Zn : φP (x0) 6≡ 0 (mod 2).

Then there exists a function

S (P ) : R+ → R+.

two positive real numbers γ1, γ2 and a positive value P1, such that

1. γ1 < S (P ) < γ2 ∀P > P1.

2.

|N (P )| ∼ S (P )
VBP

n

logP 2
P → ∞.

Note 4.1. Let c ∈ Z, if we denote as

Dc = {x ∈ PB : φP (x) = c} .
it can be proved that

|Dc| ≪n,B P
n−1.

where ≪n,B means that the implied constant depends only by n and B. Thus,
if

MP = {p ∈ P : ∃x ∈ PB, φP (x) = p } .
using Theorem 4.1 we have that

|MP | ≫
P

logP
.

and in particular infinitely many distinct primes occur as values of φP .

90



4.5 The Second Theorem of Pleasants

Definition 4.3. Let x ∈ Zn. A cubic polynomial φ ∈ Z [x] is said to be
non-degenerate it does not exist an affine transformation T : Rn → Rn

such that

1. T (y) = Ay + b where A is a nonsingular n× n matrix and b ∈ Rn.

2. |detA| = 1.

3. y ∈ Zn ⇒ x = T (y) ∈ Zn.

4. If φ′ = φ ◦ T then φ′ is a cubic polynomial in n′ variables with n′ < n.

Theorem 4.2. Given cubic polynomial φ as in (3.1) if and let h the same
invariant as before.

• φ is non degenerate.

• φ is irreducible.

• For every m ∈ Z there exists x ∈ Zn such that φ (x) ≡ 0 (modm).

if one of the following three condition holds:

• h = 1 and n ≥ 5.

• h ≥ 2 and n ≥ 9.

• h ≥ 3 and n ≥ h+ 3.

and if

M = {p ∈ P : ∃x ∈ Zn, φ (x) = p} .
then

|M| = ∞ . (4.3)

Note 4.2. While the polynomial φ has to be irreducible, its cubic part C
does not. Namely, the first condition in Theorem 4.2 is given with h = 1 that
means C is reducible.

As already said before, we need to develop some theory about the quadratic
polynomials, in order to explain the proof of the last Theorem.
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4.6 Theorems about Quadratic polynomials

4.6.1 Elementary Lemmas

Lemma 4.1. If

φ (x) = φ (x1 . . . xn) =

n∑

i=1

n∑

j=1

aijxixj+

n∑

i=1

lixi +N.

is a quadratic polynomial such that x ∈ Zn ⇒ φ (x) ∈ Zn. Write

ϕ (x) =

n∑

i=1

n∑

j=1

rij

sij

xixj +

n∑

k=1

ki

mi

xi +
u

v
.

with 



(rij, sij) = 1 ∀i, j = 1 . . . n

(ki, mi) = 1 ∀i = 1...n

(u, v) = 1.

then

1. v = 1.

2. 1 6 sij 6 2 ∀i, j = 1 . . . n.

3. 1 6 mi 6 2 ∀i = 1 . . . n.

Proof. Trivially
u

v
= φ (0) ∈ Z.

thus u = 1. Since

φ (1, 1, 0, . . . , 0) = a11 + 2a12 + a22 + l1 + l2 + u.

φ (1, 0, . . . , 0) = a11 + l1 + u.

φ (0, 1, 0, . . . , 0) = a22 + l2 + u.

φ (0, . . . , 0) = u.

we have

φ (1, 1, 0, . . . , 0) − φ (1, 0, . . . , 0) − φ (0, 1, 0, . . . , 0) − φ (0, . . . , 0) = 2a12.

By hypotesis, the left-hand side is an integer, thus 2a12 ∈ Z and so 1 ≤ s12 ≤
2. In the same way we can prove that 2aij ∈ Z and so 1 ≤ sij ≤ 2, whenever
i 6= j. Now, let x ∈ Z; we have

φ (x+ 1, 0, . . . , 0) = a11 (x+ 1)2 + l1 (x+ 1) + u.

φ (x, 0, . . . , 0) = a11x
2 + l1x+ u.
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thus
φ (x+ 1, 0, . . . , 0) − φ (x, 0, . . . , 0) = 2a11x+ a11 + l1.

Hence, we must have 2a11x + a11 + l1 ∈ Z whenever x ∈ Z. From this, we
deduce that

• a11 + l1 ∈ Z by setting x = 0.

• 2a11 ∈ Z by setting x = 1 and by the previous deduction.

It follows that 1 ≤ s11 ≤ 2, 1 ≤ m1 ≤ 2. Similarly, we have that 1 ≤ sii ≤ 2,
1 ≤ mi ≤ 2 for every 2 ≤ i ≤ n. This proves the Lemma.

Lemma 4.2. If

φ (x) =
n∑

i=1

n∑

j=1

rij

sij

xixj +
n∑

i=1

ki

mi

xi +
u

v
.

is a quadratic polynomial with rational coefficients such that:

1. x ∈ Zn ⇒ φ (x) ∈ Zn.

2. 



(rij, sij) = 1 ∀i, j = 1 . . . n

(ki, mi) = 1 ∀i = 1...n

(u, v) = 1.

3. (r11 . . . r1n, r22 . . . r2n, . . . rnn, k1 . . . kn, u) = 1.

4. x0 ∈ Zn : φ (x0) 6≡ 0 (mod 2).

then for every m ∈ Z there exists y ∈ Zn

(φ (y) , m) = 1.

Proof. First we prove the result for m = p ∈ P.

• If p = 2 there is anything to prove, because the fourth point in the
hypotesis.

• Suppose p > 2. If the result were not true, we should have

φ (x) ≡ 0 (mod p).

for every x ∈ Zn, and so the polynomial

φ′ (x) = p−1φ (x) .

would be integer valued at all integer points. Hence, by Lemma 4.1 the
coefficients of φ′ have denominators at most 2 and so all the numerators
of the coefficients of φ are divisible by p, contradicting the hypothesis.
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Now, let m be any integer.

• If m = ±1 the conclusion of the Lemma holds for all y ∈ Z

• If m 6= ±1 let

Pm = {p1, . . . ps ∈ P : pj |m ∀j = 1 . . . s} .

be the set of the distinct prime factors of m. For each pi ∈ Pm there
exist yi ∈ Zn such that

φ (yi) 6≡ 0 (mod pi).

Let

m′ =

s∏

i=1

pi.

and write

y =

s∑

i=1

m′

pi

yi.

Then y ∈ Zn and

φ (y) 6≡ 0 (mod pi) ∀i = 1 . . . s.

which is the conclusion of the Lemma.

4.6.2 Exponential sums

Definition 4.4. Let g1, g2 be real numbers satisfying

0 < g1 < f1 < f2 < g2. (4.4)

where f1 and f2 are the numbers occurring in (4.2). We define the exponential
sums T (α) and S(α) by

T (α) =
∑

g1P 3<p<g2P 3

p∈P

e (αp). (4.5)

S (α) =
∑

x∈PB
e (αφP (x)). (4.6)

where φP is a suitable polynomial as before.
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With these definitions, we have

|N(P )| =

1∫

0

S (α)T (−α)dα. (4.7)

Note 4.3. We can write the quadratic part of φP in matrix form

Q (x) = xtAx.

where aij those of Proposition 4.1. From Lemma 4.1 and hypotheses of The-
orem 4.1 it follows that 2aij ∈ Z for every 1 ≤ i, j ≤ n.

Definition 4.5. Given a quadratic form

Q (x) = xtAx.

we define the set of associated linear forms as

LQ =

{
Ai (x) =

n∑

j=1

aijxj , i = 1 . . . n

}
.

Definition 4.6. For every fixed x ∈ Rn, we shall call

A (x) = (A1 (x) , . . . An (x)) ∈ Rn.

associated linear forms vector to the quadratic form Q.

Note 4.4. By Note 4.3 we have that for every 1 ≤ i ≤ n the linear form

A′
i (x) = 2Ai (x) .

has integer coefficients.

Lemma 4.3. If B is a fixed box in Rn then

|S (α)|2 ≪
∑

|x|≪P
x∈Z

n

n∏

i=1

min
{
P, ‖2αAi (x)‖−1}. (4.8)

Proof. We have

|S (α)|2 = S (α)S (α) =
∑

y∈PB
y∈Z

n

∑

z∈PB
z∈Z

n

e (αφP (y) − αφP (z)).
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so

|S (α)|2 =
∑

z∈PB
z∈Z

n

x+z∈Zn

∑

x∈Pz

e (αφP (x + z) − αφP (z)).

where

Pz = PB − z.

is the transformed box PB after a translation of vector −z. It is not hard to
prove that

∀x ∈ Pz ⇒ |x| ≪B P.

Hence

|S (α)|2 ≤
∑

|x|≪P

∣∣∣∣∣∣

∑

z∈R(x)

e (αφP (x + z) − αφP (z))

∣∣∣∣∣∣
. (4.9)

where

R (x) = PB ∩ (PB − x) .

Now

Figure 4.1: The box R(x)

φP (x + z) − φP (z) = 2

n∑

i=1

Ai (x) zi +Q (x) + LP (x) .

We notice that the last two terms of the right-hand side are independent of
z and so

∣∣∣∣∣∣

∑

z∈R(x)

e (αφP (x + z) − αφP (z))

∣∣∣∣∣∣
=

∣∣∣∣∣∣

∑

z∈R(x)

e

(
2α

n∑

i=1

Ai (x) zi

)∣∣∣∣∣∣
.
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We can obtain a special partition of R (x) in the following way (see figure
4.2):

1. Let z0 = (z01, z02 . . . z0n) the integer point of R (x) such that whenever
z = (z1 . . . zn) is any other integer point of R (x) it is





z1 ≥ z01
...
zn ≥ z0n.

2. Let

Ω1 = {z ∈ R (x) : (z01 + τ, z02 . . . z0n) , τ = 1 . . .H1} .
Ω2 = {z ∈ R (x) : (z01 + τ, z02 + 1, . . . z0n) , τ = 1 . . .H1} .
...
ΩNR

= {z ∈ R (x) : (z01 + τ, z02 +H2, . . . z0n +Hn) , τ = 1 . . .H1} .

3. H1 ≪ P, . . .Hn ≪ P .

Of course we have

• R (x) =
NR⋃
j=1

Ωj .

• Ωj ∩ Ωj′ = ∅ ∀j 6= j′.

• |Ωj | = H1 ≪ P .

and
∑

z∈R(x)

e

(
2α

n∑

i=1

Ai (x) zi

)
=

NR∑

j=1

∑

z∈Ωj

e

(
2α

n∑

i=1

Ai (x) zi

)
.

Now, we remember that, if

N (P ) = {m0, m0 + 1, , . . .m0 +H : m0 ∈ Z, H ∈ N, H ≪ P} .

it is well known that
∣∣∣∣∣∣

∑

z∈N(P )

e (αz)

∣∣∣∣∣∣
≤ min

{
P, ‖λ‖−1} . (4.10)
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If we apply this inequality to each of

∑

z∈Ωj

e

(
2α

2∑

i=1

Ai (x) zi

)
.

and we sum over j we obtain

NR∑

j=1

∑

z∈Ωj

e

(
2α

2∑

i=1

Ai (x) zi

)
≪

n∏

i=1

min
{
P, ‖2αAi (x)‖−1}

n∏

i=1

e (2αAi (x) z0i).

This means
∣∣∣∣∣∣

∑

z∈R(x)

e

(
2α

n∑

i=1

Ai (x) zi

)∣∣∣∣∣∣
≪

n∏

i=1

min
{
P, ‖2αAi (x)‖−1}. (4.11)

A substitution in (4.9) gives the result.

Figure 4.2: The partition of R(x)

98



Lemma 4.4. Let L = logP and U a parameter satisfying

L≪ U ≪ PL1/4. (4.12)

and let be

A(P ) =
{
x ∈ A′

P : ‖2αA (x)‖ < P−1
}
. (4.13)

If α is such that

|S (α)| > P nLnU−r/2. (4.14)

then

|A (P )| ≫ P nLnU−r. (4.15)

Proof. The proof follows from Lemma 4.3 in just the same way as Lemma
3.2 of [5] follows from Lemma 3.1 in that paper.

Lemma 4.5. If (4.12) and (4.14) hold and if

B (P ) =
{
x ∈ A′

UL−1/2 : ‖2αA (x)‖ < UP−2L−1/2
}
.

then

|B (P )| ≫ P n−rLn/2. (4.16)

Proof. We apply Proposition E.5 to the symmetric linear forms of the set

L′
Q = {A′

i (x) = 2αAi (x) : Ai (x) ∈ LQ, i = 1 . . . n} .

with

• A of Proposition E.5 equal to P .

• Z of Proposition E.5 equal to a suitable constant c1.

• Z1 = UP−1L−1/2.

The Condition (E.6) now takes the form

cU r/nP−1L−1 ≤ Z1 ≤ c1.

which is satisfied by our choice of Z1 provided P is large enough. Now,
equation (E.7) gives

|V (Z1)| ≫ P n−rLn/2.

which is equivalent to (4.16).
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Lemma 4.6. If (4.12) and (4.14) hold there exist a P0 such that for every
P > P0 the number α admits a rational approximation such that





(a, q) = 1
|q| ≤ U
|αq − a| < UP−2.

(4.17)

Proof. We consider the linear system




A1(x) = 0.
...
An(x) = 0.

that we can write as A(x) = 0 and we observe that its solutions form a
lattice of dimension d = n− r. Hence, if we consider the set

D (P ) =
{
x ∈ A′

UL−1/2 : A(x) = 0
}
.

we have
|D (P )| ≪ Un−rL−(n−r)/2.

Hence, from Lemma 4.5 we have that there exists a P1 > 0 such that if
P > P1 then

B′ (P ) =
{
x ∈ A′

UL−1/2 : ‖2αA (x)‖ < UP−2L−1/2,A (x) 6= 0
}
6= ∅.

Let x ∈ B′(P ) and suppose that Ai0(x) 6= 0 where i0 is a fixed index such
that 1 ≤ i0 ≤ n. Then 2Ai0(x) ∈ Z − {0} and there exist b ∈ Z such that

|2αAi0 (x) − b| ≪ UP−2L−1/2.

We consider the rational number

β =
b

2Ai0 (x)
.

and we chose the fraction a/q such that (a, q) = 1. We have

|q| ≪ |Ai0 (x)| ≪ |x| ≪ UL−1/2.

Hence there exist a P2 > 0 such that if P > P2 then |q| ≤ U . Also there is a
P3 > 0 such that

|αq − a| ≤ |2αAi0 (x) − b| ≪ UP−2L−1/2.

so
|αq − a| ≪ UP−2.

If we chose P0 > max {P1, P2, P3} the result follows.
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4.6.3 Minor arcs

Let I = [0, 1]. We shall denote as

Definition 4.7.

E (U) =
{
α ∈ I : ∃a, q ∈ Z, (a, q) = 1, |q| ≤ U, |αq − a| < UP−2

}
.

We shall write also
CE (U) = I − E (U) .

Definition 4.8. If
U1 = L4n. (4.18)

we shall define the minor arcs

m = CE (U1) . (4.19)

Lemma 4.7. If r ≥ 3 then
∫

m

|S (α)T (−α)| dα≪ P nL−2. (4.20)

Proof. The proof follows the same lines as the proof of Lemma 3.14. If we
consider the set-function

U → E (U) .

we have that it is an increasing function i.e

U1 < U2 ⇒ E (U1) ⊆ E (U2) .

and, by Dirichlet’s theorem on Diophantine approximation, if U ≥ P , we
have that

E (U) = I.

Now, if
F (U) = E (2U) − E (U) .

then, we can write

I = E (U1) ∪
{

t⋃

j=0

F
(
2jU1

)
}
.

where t is the least integer such that 2t+1U1 ≥ P . The subsets F (2jU1) are
pairwise disjoints and

m =
t⋃

j=0

F
(
2jU1

)
.
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Moreover t≪ L. We take now
{
U = 2uU1

0 ≤ u ≤ t.

Then U satisfies (4.12). If α ∈ F(U), then α does not have a rational approx-
imation satisfying (4.17) and it follows from Lemma 4.6 that the hypothesis
(4.14) fails to hold for such an α. Thus for every α ∈ F(U) we have

|S (α)| ≤ P nLnU−r/2.

Also

|F (U)| 6 |E (2U)| 6
∑

16q62U

q∑

a=1

(
2q−1

) (
2UP−2

)
6 8U2P−2.

It follows that

∫

F(U)

|S (α)T (−α)|dα 6 P nLnU−r/2

∫

F(U)

|T (−α)|dα 6

6 P nLnU−r/2{|F (U)|}1/2





1∫

0

|T (−α)|2




1/2

≪

≪ P nLnU−r/2
{
U2P−2

}1/2{
P 2L−1

}1/2

≪

≪ P nU1−r/2Ln−1/2 ≪ P nU−1/2Ln−1/2.

since r ≥ 3. Hence
∫

F(U)

|S (α)T (−α)|dα≪ P nU−1/2Ln−1/2. (4.21)

Now

∫

m

|S (α)T (−α)|dα =

t∑

j=0

∫

F(2j+1U1)

|S (α)T (−α)|dα.

and

• The number of sets F is ≪ L.
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• To each of such sets we can apply (4.21)

• The least value of U is U1 = L4n.

we deduce that
∫

m

|S (α)T (−α)|dα≪ P nL−n+1/2 ≪ P nL−2.

and this concludes the proof.

4.6.4 The Major arcs

Definition 4.9. We denote with

Ma,q =

{
α ∈ I :

∣∣∣∣α− a

q

∣∣∣∣ < P−2Lk

}
.

and with

M0,1 = I0,1 ∪ I1,1.

where

I0,1 =

{
α ∈ I :

∣∣∣∣
a

q

∣∣∣∣ < P−2Lk

}
.

I1,1 =

{
α ∈ I :

∣∣∣∣1 − a

q

∣∣∣∣ < P−2Lk

}
.

and where k is a positive constant.

Definition 4.10. We denote with

M =
⋃

1≤q≤Lk

⋃

1≤a≤q
(a,q)=1

Ma,q ∪ M0,1.

and we call it “ major arcs”

The sets Ma,q are disjoint if P is large enough. Moreover, if we choose
k ≥ P 4n then

E (U1) ⊆ M.

Lemma 4.8. If α ∈ Ma,q then

S (α) = q−nSa,q (P ) I (β) +O
(
P n−1L2k

)
. (4.22)
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where

Sa,q (P ) =
∑

x ( mod q)

e

(
a

q
φP (x)

)
.

I (β) =

∫

PB

e (βφP (ξ)) dξ. (4.23)

and
β = α− a

q
.

Proof. The proof is very similar to the proof of Lemma 3.15 with only trivial
differences.

Lemma 4.9. If α ∈ Ma,q then

T (α) =
µ (q)

ϕ (q)
I1 (β) +O

(
P 2e−c2L1/2

)
. (4.24)

where

I1 (β) =

g2P 2∫

g1P 2

e (βx)

log x
dx.

and c2 is a suitable constant.

Proof. This is just Lemma 3.16.

Lemma 4.10. If (a, q) = 1 then

|Sa,q| ≪ qn−r/2 (log q)n . (4.25)

where the implied constant does not depends on a, q, P .

Proof. We note that the implied constants occuring in Lemmas 4.3, 4.4, 4.5,
4.6 depend only on n and B and the coefficients aij of Q and that they in no
way depend on the other coefficients of φP . Hence we can apply Lemma 4.6
to Sa,q. Using this Lemma, we take





P = q
U = q − 1
α = a

q
.

and we use a unit cube Ucube in place of B. The inequalities (4.12) are then
satisfied, but α = a

q
does not have a rational approximation satisfying the
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third condition of (4.17). For if a′

q′
is any rational number such that q′ ≤ q−1

then
a′

q′
6= a

q
.

because (a, q) = 1. It follows that

∣∣∣∣q
′a

q
− a′

∣∣∣∣ ≥
1

q
>
q − 1

q2
.

We deduce that the inequality (4.14) does not hold with this choice of α P
U and Ucube provided q > c3 where c3 is a constant large enough. Thus,

• If q > c3 then

|Sa,q(P )| ≤ qn (log q)n (q − 1)−r/2 ≪ qn−r/2 (log q)n .

• If q ≤ c3 the, trivially

|Sa,q(P )| ≤ qn ≤ cn3 .

Hence, in either case (4.25) holds.

Lemma 4.11. If r ≥ 3 then

∫

M

S (α)T (−α) = {S (P ) + E1}
∫

|β|<P−2Lk

I (β)I1 (−β) dβ + E2. (4.26)

where

• E1 = O (L−c4).

• E2 = O (P nL−2).

• c4 > 0 is a suitable constant

and

S (P ) =
∞∑

q=1

q∑

a=1
(a,q)=1

µ (q)

ϕ (q)
q−nSa,q (P ) . (4.27)

Proof. The proof follows the same lines as the proof of Lemma 3.17 with
only trivial differences. Here we must use Lemmas 4.8, 4.9, 4.10 in place of
Lemmas 3.15, 3.16, 3.13.
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4.6.5 The singular series

Lemma 4.12. With the hypothesis of Theorem 4.1 there exist γ1 > 0 and
γ2 > 0 such that

γ1 < S (P ) < γ2.

for every P large enough.

Proof. From (4.27) and (4.25) we have that the series S(P ) is uniformly
absolutely convergent. Moreover, by well-known arguments, we have that

A (q, P ) =

q∑

a=1
(a,q)=1

q−nSa,q(P ).

is a multiplicative function of q. Hence,

S (P ) =
∏

p∈P

Fp(P ). (4.28)

where

Fp(P ) = 1 − 1

p− 1
p−n

p−1∑

a=1

Sa,q(P ). (4.29)

The infinite product (4.28) converges uniformly and so there exists a constant
c5 > 0 such that

1

2
<
∏

p>c5
p∈P

Fp(P ) < 2. (4.30)

Also for any x ∈ Zn and any prime p ∈ P we have

p−1∑

a=1

e

(
a

p
φP (x)

)
=

{
p− 1 if φP (x) ≡ 0 (mod p)
−1 if φP (x) 6≡ 0 (mod p).

(4.31)

We consider the quotient set Q = Zn
/modp and its subset

P = {[x] ∈ Q : φP (x) 6≡ 0 (mod p) } .

If M = |P| from (4.31) we have

p−1∑

a=1

Sa,p(P ) =

p−1∑

a=1

∑

x ( mod p)

e

(
a

p
ϕP (x)

)
= (pn −M) (p− 1) −M. (4.32)
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Substituting (4.32) in (4.29) we obtain

Fp(P ) =
M

pn−1 (p− 1)
.

Now trivially M ≤ pn and it follows from Lemma 4.2, with p in place of m,
that M ≥ 1 for every P large enough. Hence,

1

pn−1 (p− 1)
≤ Fp(P ) ≤ p

(p− 1)
.

and so there exist 0 < γ′1 < γ′2 such that

γ′1 <
∏

p≤c5
p∈P

Fp(P ) <γ′2. (4.33)

From (4.30) and (4.33) it follows that

1

2
γ′1 ≤

∏

p∈P

Fp(P ) ≤ 2γ′2.

and from (4.28) the result with γ1 = 1
2
γ′1 and γ2 = 2γ′2.

4.7 The proof of the Auxiliary Theorem

Proof. We have already observed that if k ≥ 4n then E (U1) ⊆ M and so

CM ⊆ CE (U1) = m.

Hence, we can write

N (P ) =

1∫

0

S (α)T (−α) dα =

∫

M

S (α)T (−α) dα +

∫

CM

S (α)T (−α) dα.

and from (4.7), (4.20), (4.26) we have

N (P ) =
{
S (P ) +O

(
L−c4

)}
J (P ) +O

(
P nL−2

)
. (4.34)

where

J (P ) =

∫

|β|<P−2Lk

I (β) I1 (−β) dβ. (4.35)
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Proceeding as in the proof of the First Theorem of Pleasants 3.14, we have

I1 (−β) =
P 2

2L

g2∫

g1

e
(
−βP 2x

)
dx+O

(
P 2L−2 min

{
1,
∣∣βP 2

∣∣−1
})
. (4.36)

From (4.23) and (4.36) by multiplication we have

J (P ) = MT + ET .

where

• MT = P 2

2L

∫
|β|<P−2Lk

{ ∫
PB

e (βϕP (ξ)) dξ

}{
g2∫
g1

e (−βP 2x) dx

}
dβ.

• ET ≪ P n+2L−2
∫

|β|<P−2Lk

min
{

1, |βP 2|−1
}
.

being MT the main term and ET the error term.

If we call

J1(P ) =

Lk∫

−Lk





∫

B

e
(
γP−2ϕP (Pξ)

)
dξ









g2∫

g1

e (−γx) dx



 dγ. (4.37)

we have

MT =
P n

2L
J1(P ). (4.38)

while

ET ≪ P n+2L−2P−2 logL≪ P nL−2 logL. (4.39)

From (4.38),(4.39) we have

J(P ) =
P n

2L
J1(P ) +O

(
P nL−2 logL

)
. (4.40)

Interchanging the order of integration in (4.37) and integrating with respect
to γ we have

J1(P ) =

∫

B

dη

g2∫

g1

dx

Lk∫

−Lk

e
(
γ
(
P−2ϕP (Pη) − x

))
dγ.
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and so

J1(P ) =

∫

B

dη

g2∫

g1

sin 2πLk (P−2ϕP (Pη) − x)

π (P−2ϕP (Pη) − x)
dx.

and finally

J1(P ) =

∫

B

dη

b(η,P )∫

a(η,P )

sin 2πLkt

πt
dt.

where

• a (η, P ) = g1 − P−2ϕP (Pη) .

• b (η, P ) = g2 − P−2ϕP (Pη) .

From (4.2) and (4.4), for P large enough and for all η and B

• a (η, P ) ≤ g1 − f1 < 0.

• b (η, P ) ≥ g2 − f2 > 0.

Since

lim
P→+∞

b(η,P )∫

a(η,P )

sin 2πLkt

πt
dt = 1.

uniformly in η we have that

lim
P→+∞

J1(P ) =

∫

B

dη = VB. (4.41)

Now, from (4.35), (4.40), (4.41) we have

N (P ) = S (P )
VBP

n

logP 2
+ o

(
P nL−1

)
.

With the result of Lemma 4.12 this completes the proof of the Auxiliary
Theorem.

4.8 A Corollary of the Auxiliary Theorem

It will be convenient for latter applications to have the following straightfor-
ward Corollary to the Auxiliary Theorem stated explicitly.
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Corollary 4.1. Let
φ (x) = Q (x) + L (x) +N.

a quadratic polynomial in Q (x) with constant coefficients that we write as

φ (x) =

n∑

i=1

n∑

j=1

rij

sij

xixj +

n∑

i=1

ki

mi

xi +
u

v
.

Suppose 



(rij , sij) = 1 ∀i, j = 1 . . . n
(ki, mi) = 1 ∀i = 1...n
(u, v) = 1.

If

• x ∈ Zn ⇒ φ (x) ∈ Zn.

• There exists a x0 ∈ Zn such that φ (x0) ≡ 1 (mod 2).

• If r denotes the rank of Q, r ≥ 3.

• Q is neither negative definite nor negative semi-definite.

• B ⊂ Rn is any closed box with volume VB such that x ∈ B ⇒ Q (x) > 0

• N (P ) = {x ∈ PB : φ (x) ∈ P}.

then

|N (P )| ∼ S
P nVB
logP 2

P → +∞.

where S is a positive constant.

Proof. Let

• e1 = min
x∈B

Q (x).

• e2 = max
x∈B

Q (x).

and let f1, f2 real numbers such that

0 < f1 < e1 < e2 < f2.

For every x ∈ B we have

φ (Px) = P 2Q (x) +O (P ) .
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Hence, for any y ∈ B and for P large enough we have

f1P
2 < φ (y) < f2P

2.

Thus φ satisfies all the requirements of the Auxiliary Theorem. To obtain the
result of the corollary we observe that since the coefficients of φ are constant,
the exponential sums Sa,q(P ) defined in Lemma 4.8 are independent of P .
Thus from (4.27) we have that the function P → S (P ) is a constant function
a by Lemma 4.12 the value of this constant is positive.

4.9 Further Lemmas

In order to prove the Second Theorem of Pleasants we still need a number
of results about polynomials.

Lemma 4.13. Let x ∈ Rn and

φ (x) = φ (x1 . . . xn) ∈ Q [x] .

that we write as

φ (x) =

n∑

i=1

n∑

j=1

rij

sij

xixj +

n∑

i=1

ki

mi

xi +
u

v
.

Suppose that

1. x ∈ Zn ⇒ φ (x) ∈ Z.

2. 



(rij, sij) = 1 ∀i, j = 1 . . . n
(ki, mi) = 1 ∀i = 1...n
(u, v) = 1.

3. There exists a x0 ∈ Zn such that .φ (x0) ≡ 1 (mod 2)

4. ∂Q(x)
∂x1

= 0 ∀x ∈ Rn.

5. ∃x ∈ Rn : ∂L(x)
∂x1

6= 0 .

If

H =
{
x ∈ Zn : |x1| < P 2, |xi| < P , i = 2 . . . n, φ (x) ∈ P

}
.

then

|H| ≫ P n+1

logP
(P → ∞).
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Proof. By condition (4) we have that φ is of the form

φ (x1, x2, . . . xn) = φ1 (x2, . . . xn) + ax1. (4.42)

where φ1 is a polynomial that depends only on x2...xn and a is a constant.
Since form condition (1) it is

φ (0, 0, . . . 0) = φ1 (0, . . . 0) = m0 ∈ Z.

and
φ (1, 0, . . . , 0) = m1 ∈ Z.

we have that a ∈ Z and φ1(x2, ...xn) ∈ Z for every (x2, ...xn) ∈ Zn−1. By (1),
(2), (3), it follows that φ satisfies the conditions of Lemma 4.2 and so there
exists y = (y1, . . . yn) ∈ Zn such that (φ (y) , a) = 1.
If now x′ = (x2, . . . , xn) ∈ Zn−1 is any integer point such that

(x′2, . . . , x
′
n) ≡ (y2, . . . , yn) (mod a). (4.43)

we have
(φ1 (x′2 . . . x

′
n) , a) = 1. (4.44)

We observe now that if Q1(x
′) = Q(x) and we choose

B′ =

{
ξ′ ∈ Rn−1 : |ξ′| < 1, |Q1 (ξ′)| < 1

4
|a|
}
. (4.45)

This can be done, for instance, by taking B′ to be a sufficiently small box
containing the origin O ∈ Rn−1. Now we consider the expanded box PB′ and
any integer point x′ ∈ PB′ satisfying (4.43). It follows that x′ also satisfies
(4.44) and if we take

ξ′ =
x′

|x′| .

by the second condition in the the definition of B′ , we deduce

|φ1 (x′)| < P 21

4
|a| + O (P ) <

1

2
|a|P 2.

for P large enough. It follows that if we consider the intervals

Ia,P =
[
− |a|P 2 + ϕ1 (x′) , |a|P 2 + ϕ1 (x′)

]
.

Ja,P =

[
0,

1

2
|a|P 2

]
.
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we have

Ja,P ⊆ Ia,P .

Now we apply the Proposition E.9 and deduce that if

P (P ) = {p ∈ P : p ∈ Ia,P , p ≡ φ1 (x′) (mod a)} .

then

|P (P )| ≫ P 2

logP
. (4.46)

and this estimate is uniform in x′. Also, if

D (P ) = {x′ ∈ PB′ ∩ Zn : (x2, . . . , xn) ≡ (y2, . . . , yn) (mod a)} .

then

|D (P )| ≫ P n−1. (4.47)

and, by the first condition in the definition of B′, all these points satisfy
|x′| < P . Now from (4.42), (4.46), (4.47) we obtain the result.

Lemma 4.14. Let be x = (x1, . . . xn) ∈ Rn and let

L (x) = l0 +

n∑

j=1

ljxj .

be a non-constant polynomial of first degree such that

• lj ∈ Z for j = 0...n.

• (l0, . . . ln) = 1.

• There exists an open box A ⊂ Rn and .a = (a1, . . . an) ∈ A for which

n∑

j=1

ajlj ≥ 0.

If

G (P ) = {x ∈ PA∩ Zn : L (x) ∈ P } .
then

|G (P )| ≫ P n

logP
.
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Proof. Since L (x) is non-constant, we can find a point b ∈ A such that

n∑

j=1

bjlj > 0. (4.48)

Since A is open, we can find a box B such that

• B ⊆ A.

• ξ ∈ B ⇒
n∑

j=1

ξjlj ≥ 0.

We write

B =

n∏

j=1

(aj , bj).

and

• B1 = (α1, β1) .

• Bn−1 =
n∏

j=2

(αj , βj).

We write also

L1 (x2, . . . xn) = l0 +

n∑

j=2

ljxj .

so that
L (x) = L1 (x2, . . . xn) + l1x1. (4.49)

Since the coefficients of L (x) have no common factor, we can find (y2, . . . yn) ∈
Zn−1 such that

(L1 (y2, . . . yn) , l1) = 1.

It follows that for any x′ = (x2, . . . xn) ∈ Zn−1. satisfying

(x2, . . . xn) ≡ (y2, . . . yn) (mod l1).

we have
(L1 (x2, . . . xn) , l1) = 1. (4.50)

Hence, if
K (P ) =

{
x′ ∈ PBn−1 ∩ Zn−1 : (L1 (x′) , l1) = 1

}
.

then
|K (P )| ≫ P n−1. (4.51)
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For each x′ ∈ K(P ) we consider the real interval

J (P,x′) = (l1Pα1 + L1 (x′) , l1Pβ1 + L1 (x′)) .

and we notice that

µL (J (P,x′)) = P (l1β1 − l1α1) .

On the other side, if

M = max {|l0| , |l2| , · · · , |ln|} .

and
T = max {|α2| , . . . |αn| , |β2| . . . |βn|} .

it is easy to show that

|L1 (x2, . . . xn)| ≤M + (n− 2)T ∀ (x2, . . . xn) ∈ Bn−1.

while, by (4.48) it is

l0 ≤ L1 (x2, . . . xn) ∀ (x2, . . . xn) ∈ Bn−1.

Hence, there exists θ = θ (B, n, L) such that

J (P,x′) ⊆ [l0, θP ] .

for every P large enough. It follows from E.9 that if

P1 (P ) = {p ∈ P : p ∈ J (P,x′) , p ≡ L1 (x′) mod (l1)} .

then

|P1 (P )| ≫ P

logP
. (4.52)

uniformly in x′. The conclusion of the Lemma now follows from (4.49),
(4.51), (4.52).

Lemma 4.15. Let x = (x1, . . . xn) ∈ Rn and φ1 (x) , . . . φr (x) ∈ Z [x]. If

• φ1 is not constant.

• (φ1, . . . φr) = 1.

• There exist continuous functions Ui : R+ → R+, i = 1...n such that

– lim
P→+∞

Ui (P ) = +∞ ∀i = 1 . . . n.
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– There exist γi > 0 and mi > 0 and P0 > 0 such that

Ui (P ) ≤ γiP
mi ∀P > P0, ∀i = 1 . . . n.

• K (P ) = {x ∈ Zn : |xi| < P, φ1 (x) |φj (x) , i = 1, . . . n, j = 2, . . . r}.
Then for every ε > 0

|K (P )| ≪ max
1≤i≤n

U (P )

Ui (P )
P ε.

where

U (P ) =

r∏

j=1

Ui (P ).

Proof. Since φ1 is not constant we can suppose, by permuting the variables
if necessary, that φ1 does not depends by x2, ...xn only. Also, since φ1, ..., φr

have no common factor, it follows from Proposition E.10 that there exist
polynomials 




ψ1 = ψ1 (x1 . . . xn)
...
ψr = ψr (x1 . . . xn)

∈ Z (x1 . . . xn) .

and
H = H (x2 . . . xn) ∈ Z (x2 . . . xn) .

with H not identically zero such that

r∑

j=1

φj (x)ψj (x) = H (x) ∀x ∈ Rn.

We observe that:

• If

K1(P ) = {x ∈ Zn : |xi| < Ui(P ) ∀i = 1, ..., n, H (x2, . . . xn) = 0 } .

then

|K1(P )| ≪ U (P )

max
2≤i≤n

Ui (P )
.

• If {
x ∈ Zn

|xi| < Ui(P ) ∀i = 1, ..., n.

then there exists M > 0 and γ > 0 such that |H (x2, . . . xn)| ≤ MP γ.
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It follows that if m = H (x2, . . . xn) 6= 0 then for every ε > 0 τ (m) ≪ P ε

where τ is the function which counts the divisors of an integer. Let

Γ(P ) = {c ∈ Z : ∃x = (x1, x2, . . . xn) ∈ K1(P ), H (x2, . . . xn) 6= 0} .

Since, if x ∈ K1(P ) then

φ1 (x) |H (x2, . . . xn) .

it follows that
|Γ (P )| ≪ P ε.

The strategy now is to count,for each c ∈ Γ(P ), how many x ∈ K(p) we can
have. If c ∈ Γ(P ) and we consider the equation

φ1 (x1, x2, . . . xn) = c.

we can rewrite it as

J0 (x2, . . . xn)xk
1 + J1 (x2, . . . xn) xk−1

1 + · · ·Jk (x2, . . . xn) = 0.

where

• k ≥ 1.

• J0 is not identically zero.

• J0 is independent of c.

If
Ω (P ) = {(x1, x2, . . . xn) ∈ K(P ) : φ1 (x1, x2, . . . xn) = c} .

the we have
Ω (P ) = Ω1 (P ) ∪ Ω2 (P ) .

where

Ω1 (P ) = {(x1, x2, . . . xn) ∈ K(P ) : φ1 (x1, x2, . . . xn) = c, J0 (x2, . . . xn) = 0.}

and

Ω2 (P ) = {(x1, x2, . . . xn) ∈ K(P ) : φ1 (x1, x2, . . . xn) = c, J0 (x2, . . . xn) 6= 0.}

Now,

|Ω1 (P )| ≪ U1 (P )

(
max
2≤i≤n

U(P )

Ui (P )U1 (P )

)
.
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since the set

{(x2, . . . xn) : ∃x1, (x1, x2, . . . xn) ∈ K(P ), J0 (x2, . . . xn) = 0} .

has cardinality ≪ max
2≤i≤n

U(P )
Ui(P )U1(P )

and the set of suitable x1 has cardinality

≪ U1(P ). Also,

|Ω2 (P )| ≪ k
U(P )

U1 (P )
.

since the set

{(x2, . . . xn) : ∃x1, (x1, x2, . . . xn) ∈ K(P ), J0 (x2, . . . xn) 6= 0} .

has cardinality ≪ U(P )
U1(P )

and, by the Fundamental Theorem of Algebra, the
set of suitable x1 has cardinality ≪ k. Hence

|K(P )| ≪ |Γ (P )| {|Ω1 (P )| + |Ω2 (P )|} .

and so

|K(P )| ≪ P ε

{
U1 (P ) max

2≤i≤n

U(P )

Ui (P )U1 (P )
+ k

U(P )

U1 (P )

}
.

and finally

|K (P)| ≪ P ε max
1≤i≤n

U (P )

Ui (P )
.

Lemma 4.16. Let x ∈ Rn and

φ (x) = Q (x) + L (x) +N.

a quadratic polynomial, irreducible in Q[x]. If :

• φ (x) ∈ Z [x].

• If we write

φ (x) =
n∑

i=1

n∑

j=1

rijxixj +
n∑

i=1

kixi +N.

then
(r11 . . . r1n, r22 . . . r2n, . . . rnn, k1 . . . kn, N) = 1.

• There exists x0 ∈ Zn : φ (x0) 6≡ 0 (mod 2).
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• There exist two linear polynomials L1 (x), L2 (x) ∈ Z[x] linearly inde-
pendent on Q such that

Q (x) = L1 (x)L2 (x) .

• Pφ = {p ∈ P : ∃x ∈ Zn, φ (x) = p}.
then

|Pφ| = +∞.

Proof. Since Q (x) factorises into distinct factors there exists a transforma-
tion 


x1
...
xn




︸ ︷︷ ︸
x

=




a11 · · · a1n

...
. . .

...
an1 · · · ann




︸ ︷︷ ︸
A




y1
...
yn




︸ ︷︷ ︸
y

.

such that

• aij ∈ Z for every i, j = 1...n.

• detA = ±1.

• Q′ (y) = Q (Ay) = y1 (ay1 + by2). with a, b ∈ Z and b 6= 0.

Such a transformation is permissible as it affects neither the hypotheses nor
the conclusion of the Lemma. Just to make the notation more simple, we
still write Q (x) = x1 (ax1 + bx2) in place of Q′ (y) = y1 (ay1 + by2). In other
words we rename the variables. We doing the same for φ′ (y) = φ (Ay)
and so, from now on we think to φ as the polynomial obtained after the
application of the transformation. If φ contains a variable other than x1

and x2 , the it satisfies the conditions of Lemma 4.13 and the result follows.
Hence we can suppose that φ is of the form

φ (x1, x2) = x1 (ax1 + bx2) + cx1 + dx2 + e.

where a, b, c, d, e ∈ Z and b 6= 0. Let m = abcde: the polynomial φ satisfies
the conditions of Lemma 4.2 and so there exist X1, X2 ∈ Z such that

(φ (X1, X2) , m) = 1. (4.53)

Let x1 = X1 +my. We have

φ (x1, x2) = x2L1 (y) + Q1 (y) . (4.54)

where
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• L1 (y) = bmy + bX1 + d.

• Q1 (y) = am2y2 +m (2aX1 + c) y + (aX2
1 + cX1 + e).

We observe that

• L1 (y) is not constant because b 6= 0.

• φ (x1, x2) = x2 (bx1 + d) + (ax2
1 + cx1 + e).

• The polynomials F (x1) = bx1 + d, G (x1) = ax2
1 + cx1 + e have no

common factor, as, would divide φ, cotradicting its irreducibility.

Hence there exist A,B,C,D ∈ Z with D 6= 0 such that

(Ax1 +B) (bx1 + d) + C
(
ax2

1 + cx1 + e
)

= D. (4.55)

and so for any x1 ∈ Z the greatest common divisor of the numbers F (x1)
and G(x1) divides D. Thus for any integer y the greatest common divisor of
L1(y) and Q1(y) divides D. Denote with

λ1 = (bm, b, d) .

Then λ1|bm and so λ1|m2. By Dirichlet’s theorem on primes in arithmetic
progression there are infinitely many y ∈ Z for which L1(y) = λ1p where
p ∈ P. Hence we can choose some integer Y for which

• L1(Y ) = λ1p.

• p 6 |D.

For this Y , we have that if Λ1 (Y ) = (L1 (Y ) , Q1 (Y )). then Λ1 (Y ) |λ1 On
the other hand it follows from (4.53) that

(φ (X1 +my,X2) , m) = 1.

and hence by (4.54)
(Λ1 (Y ) , m) = 1.

Hence
(L1 (Y ) , Q1 (Y )) = 1.

Thus, again by Dirichlet’s theorem on arithmetic progression, if

H (x2) = x2L1 (Y ) +Q1 (Y ) .

then H(x2) ∈ P for infinitely many x2 ∈ Z. By (4.54) the result follows.
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Lemma 4.17. Let x = (x1 . . . xn) ∈ Rn. If

Q0 (x) . . . Qr (x) ∈ Q [x] .

are quadratic forms, not all vanishing identically, then at least one of the
following three propositions holds:

(I) If

Θ (P ) = {(λ1 . . . λr) ∈ Zr : ∀i = 1...r |λi| < P, r (Q (x)) ≤ 2} .

with

Q (x) = Q0 (x) +

r∑

i=1

λiQi (x).

then

|Θ (P )| ≪ P r−1.

(II) There exists a transformation




x1
...
xn




︸ ︷︷ ︸
x

=




a11 · · · a1n

...
. . .

...
an1 · · · ann




︸ ︷︷ ︸
A




y1
...
yn




︸ ︷︷ ︸
y

.

such that

• aij ∈ Z for every i, j = 1...n.

• detA = ±1

• If Q′
i (y) = Qi (Ay) for i = 0...r then 2.

∂

∂yj

Q′
i (y) = 0.

identically, for every i = 0...r and for every j = 3...n

(III) There exists a linear form Lc (x) ∈ Q [x] such that





Lc (x) |Q0 (x)
...
Lc (x) |Qr (x) .

2i.e the forms Q′
i do not involve the variables y3, ...yn
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Proof. For every i = 0, ...r we express Qi as

Qi (x) = qi,1L
2
i,1 (x) + · · · qi,ki

L2
i,ki

(x) .

where

• qi,1...qi,ki
∈ Q for every i = 0...r.

• Li,j (x) =
n∑

j=1

αi,jxj with αi,j ∈ Q for every i = 0...r,j = 1...n.

We rename the linear form as

L1 (x) = L0,1 (x)
L2 (x) = L0,2 (x)
...
Ls (x) = Lr,kr

(x) .

where s =
r∑

i=0

ki so that L = {L1 (x) , . . . , Ls (x)} . First we show that if no

three of the linear forms in L are linearly independent over Q then (II)
holds. Let L1 (x) = a1x1 + · · ·anxn. We can suppose, by taking a rational
multiple of L1 if necessary, that

• a1...an ∈ Z.

• (a1, ...an) = 1.

so that there exists an integral unimodular transformation such that 3

L1 (x) = x1.

If on making this substitution we have




L2 (x) = β2x1
...
Ls (x) = βsx1.

we have (II). Otherwise one of these linear forms, say L2 is of the shape

L2 (x) = b1x1 + b2x2 + · · · bnxn.

where b2...bn are not all zero. Taking a rational multiple of L2 if necessary,
we can suppose that

3As usual the unimodular transformation has the form x = Ay and hence L′
1 (y) =

L1 (Ay). Of course we can always rename the variables in L′
1 taking them from yi to xi

so that we still express L1 as function of xi. With abuse of notation we still use L1 in
place of L′

1 just to avoid further symbols
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• b2...bn ∈ Z.

• (b2, ...bn) = 1.

so that there exists an integral unimodular transformation such that the
linear form

l2 : Rn−1 → Rn−1

(x2 . . . xn) → b2x2 + · · · bnxn.

takes the shape
l2 (x2 . . . xn) = x2.

After this transformation we have

L2 (x) = b1x1 + x2.

Since we are supposing that no three of the linear forms of L are linearly
independent, the same transformation takes all the remaining elements of
L into linear combinations of x1 and x2. Thus (II) holds. To prove the
Lemma we can assume that at least three of the linear forms of L are linearly
independent and that (I) does not hold and show that these assumptions
imply that (III) holds. If for any (λ0 . . . λr) ∈ Rr+1 we have that r (Q (x)) ≥
3 with

Q (x) =
r∑

i=0

λiQi (x).

we have

(a) If MQ is the associated matrix of Q we have that all its minors of or-
der 3 × 3 considered as polynomials in the variables λ1...λr are not
identically zero.

(b) If M3×3 (λ1 . . . λr) denotes a generic minor of order 3 × 3 of MQ and

VM3×3 = {(λ1 . . . λr) ∈ Zr : M3×3 (λ1 . . . λr) = 0, |λi| < P i = 1 . . . r} .

then, for (a), at for at least on M3×3 we must have
∣∣VM3×3

∣∣≪ P r−1.

and hence for (b),it follows that(I) holds. Thus we can now suppose that
for each of the quadratic forms Q0...Qr it is r(Qi) ≤ 2 and we are going to
consider separately the different cases that can arise. In each case we shall
suppose, with generality, that L1, L2, L3 are linearly independent. We shall
indicate as Ξ = {Q0...Qr} the set of our quadratic forms. First of all we
notice that
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• If r (Ql (x)) ≤ 2 for l = 0...r.

• L1, L2, L3 are linearly independent.

there are only four possible cases:

Case 1 



Qi (x) = aL2
1 (x) .

Qj (x) = bL2
2 (x) .

Qk (x) = cL2
3 (x) .

a, b, c ∈ Q − {0} .
If

Q (x) = Qi (x) +Qj (x) +Qk (x) .

we have r (Q (x)) = 3 and so, by our remark above, (I) holds.

Case 2 



Qi (x) = aL2
1 (x) + bL2

2 (x) .
Qj (x) = cL2

3 (x) .
a, b, c ∈ Q − {0} .

In this case r (Qi (x)) = 2 and r (Qj (x)) = 1. If

Q (x) = Qi (x) +Qj (x) .

we have r (Q (x)) = 3 and so, by our remark above, (I) again holds.

Case 3 



Qi (x) = aL2
1 (x) + bL2

2 (x) .
Qj (x) = cL2

3 (x) + dL2
4 (x) .

a, b, c, d ∈ Q− {0} .
with L1, L2, L3, L4 linearly independent. In this case r (Qi (x)) = 2 and
r (Qj (x)) = 2. If

Q (x) = Qi (x) +Qj (x) .

we have r (Q (x)) = 4 and so, by our remark above, (I) again holds.

Case 4 



Qi (x) = aL2
1 (x) + bL2

2 (x) .
Qj (x) = cL2

3 (x) + dL2
4 (x) .

a, b, c, d ∈ Q− {0} .
with

• L4 = αL1 + βL2 + γL3, α, β, γ ∈ Q.

• r (Qi (x)) = 2.
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• r (Qj (x)) = 2.

In this case there is a rational non-singular transformation taking

• Qi (x) into ay2
1 + by2

2 with a, b ∈ Q.

• Qj (x) into cy2
3 + d(l1y1 + l2y2 + l3y3)

2 with c, d, l1, l2, l3 ∈ Q and
l1, l2 not both zero.

Assume (I) does not hold and consider the quadratic form

Q (x) = λQi (x) + µQj (x) λ, µ ∈ R.

It must be
r (Q (x)) ≤ 2 ∀λ, µ ∈ R.

otherwise we would have that (I) holds. This means that the determi-
nant of Q (x) vanishes for all λ, µ ∈ R. This determinant is:

∆ (λ, µ) =

∣∣∣∣∣∣

λa+ µdl21 µdl1l2 µdl1l3
µdl1l2 λb+ µdl22 µdl2l3
µdl1l3 µdl2l3 c+ µdl23

∣∣∣∣∣∣
.

and it is a polynomial in λ, µ. Since it is zero for all λ, µ ∈ R it must
have all its coefficients zero. The coefficient of λ2µ is ab(c + dl23) and
hence, since ab 6= 0, we must have

c = −dl23. (4.56)

Also the coefficient of λµ2 is cd(al22 + bl21), since cd 6= 0, we must have
al22 + bl21 = 0, whence

l21
a

= − l
2
2

b
. (4.57)

Using (4.56) and (4.57) we can write

• Qi (y1, y2) = A (l21y
2
1 − l22y

2
2).

• Qj (y1, y2) = d (l1y1 + l2y2 + l3y3)
2 − dl23y

2
3.

where A ∈ Q − {0} and

F (y1, y2) = l1y1 + l2y2.

is a rational common factor of Qi and Qj . Hence another rational
non-singular transformation takes
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• Qi (y1, y2) into z1z2.

• Qj (y1, y2) into z1z3.

We consider now another generic quadratic form in Ξ and we have two
possibilities:

1. If Qk = eL2
5 + fL2

6 is a form in Ξ and r(Qk) = 2 we need to show
that if (I) does not hold G(z1) = z1 is also a factor of Qk. We
observe that neither

L1 = {L1, L2, L5, L6} .
nor

L2 = {L3, L4, L5, L6} .
can be a linearly independent set of linear forms. For if so we
should have the situation of Case 3 which leads to (I). On the
other hand it is impossible for both L5 and L6, being linearly
independent, to be linear combinations of L1, L2 and of L3, L4.
Hence, on interchanging the roles of Qi and Qj if necessary, we
can suppose that just three of the forms L1, L2, L5, L6 are linearly
independent. But this is just the situation considered above, an
we deduce, on the hypothesis that (I) does not hold, that Qi and
Qk have a common linear factor. This factor must be either z1 or
z2. In the latter case at least three of the linear forms L3,L4,L5,L6

are linearly independent. If all four of these linear forms were
linearly independent we should have again the situation of Case

3 and (I) would follow; hence just three of them are independent
and, since we are assuming that (I) does not hold, we deduce
as before that Qj and Qk have a common linear factor, and this
factor can be only z3. Thus Qk is of the form Qk = αkz2z3 and
we have r(Q) = 3 where Q = Qi + Qj + Qk. This leads to (I).
hence on the assumption that (I) is false, the only possibility is
that G(z1) = z1 is a factor of Qk.

2. If Ql = gL2
7 is a form in Ξ and r(Ql) = 1 and (I) does not

hold, then L7 = α7z1 + β7z2 α7, β7 ∈ Q since otherwise we
should have the situation of Case 2 which lead to (I). Similarity
L7 = α′

7z1 + β ′
7z3 α′

7, β
′
7 ∈ Q. Thus L7 = kz1 and so G(z1) = z1

is a factor of Ql.

Hence in Case 4 either I) holds or else all the quadratic forms of Ξ
have a common rational linear factor which is (III).
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4.10 Cubic polynomials

4.10.1 Introduction

In proving Theorem 4.2 we can always replace the polynomial φ (x) by a
polynomial obtained from φ by an integral unimodular transformation, as
such a transformation leaves unaltered the set

Cφ = {y ∈ Zn : y = φ (x) ,x ∈ Zn} .

and preserves the property of having integer coefficients, so that both the
hypotheses and the conclusion of the Theorem are unaffected by the trans-
formation. If φ (x) is any cubic polynomial, we already know that its cubic
C (x) can be written as

C (x) =

h∑

i=1

Li (x)Qi (x) . (4.58)

and the number h is invariant under any linear non-singular transformation.
It is always possible, by means of an integral unimodular linear transforma-
tion, arrange that the linear forms of (4.58) depend only by the variables
x1...xh. If, at the same time, we call





y1 = xh+1
...
ys = xn.

where s = n− h, we have that the polynomial φ takes the form φ = φ (x,y)
with

φ (x,y) = C̃ (x1, . . . , xh) +
∑

1≤i≤s

yiQ̃i (x1, . . . , xh) +
∑

1≤j≤s
1≤k≤s

yjykL̃jk (x1, . . . , xh)

(4.59)
where

• C̃ ∈ Z[x1...xh] is a cubic polynomial.

• Q̃i ∈ Z[x1...xh] are quadratic polynomials.

• L̃jk ∈ Z[x1...xh] are linear polynomials.
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Note 4.5. Here some of the polynomials C̃, Q̃i, L̃j,k may vanish identically
or have a degree less than their apparent degree4, but, since we are interested
in a non degenerate cubic polynomial φ with n > h, not all the polynomials
Q̃i, L̃j,k (1 ≤ i, j, k ≤ s) will vanish identically in our case.

In order to prove the second Theorem of Pleasants we will show that the
variables x1...xh can be given integer values in such a way that the remaining
quadratic or linear polynomial in the variables y1...ys represent infinitely
many primes.

Lemma 4.18. Let φ = φ (x,y) like in (4.59) and let µ the product of its
coefficients. If φ satisfies the conditions of Theorem 4.2 then there exist

• X = (X1 . . .Xh) ∈ Zh.

• Y = (Y1 . . . Ys) ∈ Zs.

such that for every x ∈ Zh satisfying

x ≡ X (mod 6µ) . (4.60)

it is

1. (H (x) , 6µ) = 1.

2. φ (x,Y) 6≡ 0 (mod 2).

where

H (x) =
(
C̃ (x) , Q̃1 (x) . . . , Q̃s (x) , L̃11 (x) , L̃12 (x) . . . L̃ss (x)

)
∈ Z.

Proof. Among the hypotheses of Theorem 4.2 we have that for every integer
m > 1 there exists x (m) ∈ Zn such that

m 6 |φ (x (m)) .

Let p1 . . . pk ∈ P the prime factors of 6µ and let





x1 = x (p1) .
...
xk = x (pk) .

4The apparent degree of a polynomial is the degree which the polynomial should have.
For instance if we talk about a polynomial of second degree in one variable, say ax2+bx+c

its apparent degree is 2 but if we choose a = 0 the degree is ≤ 1

128



such that 



p1 6 |φ (x1) .
...
pk 6 |φ (xk) .

and combining x1 . . .xk in the same way as in the proof of Lemma 4.2 we
obtain

(X1 . . .Xh, Y1, . . . , Ys) = (X,Y) ∈ Zn.

such that
(φ (X,Y) , 6µ) = 1.

The points X and Y have the properties required by the Lemma.

Lemma 4.19. Let φ = φ (x,y) like in (4.59) satisfying the conditions of
Theorem 4.2.

• Let
Ui : R+ → R+ i = 1, ..., h
P → Ui (P ) .

such that there exist αi, βi ∈ R+ and li, mi positive integers so that

αiP
li ≤ Ui (P ) ≤ βiP

mi i = 1, ..., h.

• Let

U (P ) =
h∏

i=1

Ui (P ).

• Let
Ω =

{
Q̃1 (x) . . . , Q̃s (x) , L̃11 (x) , L̃12 (x) . . . L̃ss (x)

}
.

• Let R (x) ∈ Ω a non- constant polynomial.

• Let µ as in Lemma 4.18.

• Let X,Y as in Lemma 4.18.

If

Γ (P ) =



x ∈ Zh :

∣∣∣∣∣∣

(i) |xi| < Ui (P ) ∀i = 1, ..., h
(ii) x ≡ X (mod 6µ)

(iii) R (x) = mp m| ( 6µ)3 , p ∈ P



 . (4.61)

and

|Γ (P )| ≫ U (P )

logP
.
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then, denoting with

Λ (P ) = {x ∈ Γ (P ) : H (x) = 1, φ (x,Y) 6≡ 0 (mod 2) } .

we have

|Λ (P )| ≫ U (P )

logP
.

being H (x) as in Lemma 4.18.

Proof. If x ∈ Zh satisfies (ii) of (4.61) then, by Lemma 4.18 (H (x) , 6µ) = 1.
If in addition x ∈ Zh satisfies (iii) and H (x) 6= 1 then H (x) = p because
H (x) |mp and it is relative prime with 6µ. Hence





p|C̃ (x)

p|Q̃1 (x)
...

p|Q̃s (x)

p|L̃11 (x)
...

p|L̃ss (x) .

and so 



R (x) | (6µ)3 C̃ (x)

R (x) | (6µ)3 Q̃1 (x)
...

R (x) | (6µ)3 Q̃s (x)

R (x) | (6µ)3 L̃11 (x)
...

R (x) | (6µ)3 L̃ss (x) .

(4.62)

because R (x) = mp. Since the polynomial φ is irreducible, the polynomials





C̃ ′ = (6µ)3 C̃

Q̃′
1 = (6µ)3 Q̃1

...

Q̃′
s = (6µ)3 Q̃s

L̃′
11 = (6µ)3 L̃11

...

L̃′
ss = (6µ)3 L̃ss.
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have no common factor and we can apply Lemma 4.15 with φ1 = R and
n = h. We deduce that if

Ψ(P ) =

{
x ∈ Zh :

∣∣∣∣
(4.61) (i) holds
(4.62) ”

}
.

then

|Ψ (P )| ≪ max
1≤i≤h

U (P )

Ui (P )
P ε.

for any ε > 0. So, if

Υ (P ) =



x ∈ Zh :

∣∣∣∣∣∣

(i) holds
(ii) ”
(iii) ”

, H (x) > 1



 .

we have

|Υ (P )| ≪ max
1≤i≤h

U (P )

Ui (P )
P ε ≪ U (P )

logP
.

for ε > 0 small enough. It follows that

|K (P )| ≫ U (P )

logP
.

where

K (P ) =



x ∈ Zh :

∣∣∣∣∣∣

(i) holds
(ii) ”
(iii) ”

, H (x) = 1



 .

Finally we note that, by Lemma 4.18 it is

φ (x,Y) 6≡ 0 (mod 2).

for any x ∈ Zh for which (4.61) (ii) holds.

4.11 The proof of the second theorem of Pleas-

ants

4.11.1 Introduction

In the proof of the Theorem 4.2 we need only consider cubic polynomials φ
which are expressible in the form (4.59) and we shall suppose from now on
that φ is of this form. We shall deal separately with the two principal cases:

Case A Not all the linear polynomials L̃jk (x1 . . . xh) (1 ≤ j, k ≤ s) are
identically zero.

Case B The linear polynomials L̃jk (x1 . . . xh) (1 ≤ j, k ≤ s) are all iden-
tically zero.
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4.11.2 The proof in Case A

Proof. By rearranging the terms of (4.59) we can write

φ (x,y) = C̃ (x) +
∑

1≤i≤s

yiQ̃i (x) +Q∗
0 (y) +

∑

1≤i≤h

xiQ
∗
i (y). (4.63)

where

• x ∈ Rh.

• y ∈ Rs.

• Q∗
0...Q

∗
h are quadratic forms in Z[y] not all identically zero. We shall

denote their set as .Q = {Q∗
0, . . . , Q

∗
h}.

In proving Theorem 4.2 Case A we shall consider separately the three cases
that arise according as the quadratic forms Q∗

0...Q
∗
h satisfy alternatives (I)

(II) (III) of Lemma 4.17. In this application we will have r = h and n = s
being r, n the parameters employed in that Lemma.

Case I In this case the proof of Theorem 4.2 falls into three further cases
depending on which of the following statements applies to φ.

(i) Not all the linear polynomial L̃jk (1 ≤ j, k ≤ s) occurring in (4.59)
are constant.

(ii) The linear polynomial L̃jk (1 ≤ j, k ≤ s) are all constant but at

least one of the quadratic polynomials Q̃i (1 ≤ i ≤ s) in (4.59) ha
non vanishing quadratic part.

(iii) The linear parts of the polynomials L̃jk (1 ≤ j, k ≤ s) and the

quadratic parts of the polynomials Q̃i (1 ≤ i ≤ s) are all iden-

tically zero but the cubic polynomial C̃ has non-vanishing cubic
part.

No other cases are possible since, otherwise, the cubic part of φ would
vanishing identically.

Case I (i) We suppose that there exist j0 and k0 so that L̃j0k0 is not
constant. It follows that not all of the quadratic forms Q∗

1...Q
∗
h of

(4.63) vanish identically. Hence we can choose η = (η1 . . . ηs) ∈ Rs

such that Q∗
1 (η) . . . Q∗

s (η) are not all zero. Then we can find a
point a = (a1 . . . ah) ∈ Rh such that

h∑

i=1

aiQ
∗
i (η) > 0.
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and a box A ⊂ Rh such that a ∈ A and a δ > 0 such that

h∑

i=1

ξiQ
∗
i (η) > δ > 0. (4.64)

for every ξ ∈ A. Let µ denotes, as usual, the product of the
coefficients of φ and let X ∈ Zh the point given by Lemma 4.18.
We make the transformation

x = X + 6µz. (4.65)

where

• z ∈ A′ (P ) ∩ Zh.

• A′ (P ) = (6µ)−1 PA.

Under this transformation the polynomial L̃j0k0 (x) becomes L′
j0k0

(z)
where the coefficients of of the linear part of L′

j0k0
are just 6µ

times the corresponding coefficients of L̃j0k0 . It follows that if
λj0k0 stands for the greatest common divisor of the coefficients of
L′

j0k0
, it is

λj0k0 |6µ2.

Now at least one of the polynomials

{
Mj0k0 (z) = (λj0k0)

−1 L′
j0k0

(z)

Nj0k0 (z) = − (λj0k0)
−1 L′

j0k0
(z) .

satisfies the condition of Lemma 4.14 with respect to the box
A′(P ) defined before. From that Lemma we have that if

G(P ) =
{
z ∈ A′(P ) ∩ Zn, L′

j0k0
(z) = mp, m = ±λj0k0 , p ∈ P

}
.

then

|G (P )| ≫ P h

logP
.

For every z ∈ G (P ) the corresponding x given by (4.65) is such
that

• x ∈ PA− X = A′′(P ).

• L̃j0k0 (x) = mp.

We now apply Lemma 4.19 to the polynomial φ with
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• R (x) = L̃j0k0 (x).

• Ui(P ) = cP i = 1, ..., h.

• c a suitable constant.

We observe that for every x ∈ Zh

ψ {y} = φ (x,y) .

is a quadratic polynomial and from Lemma 4.19 we deduce
that if

Λ (P ) = {x ∈ A′′(P ) ∩ Zn : H (x) = 1, ∃y ∈ Zs : ψ {y} 6≡ 0 (mod 2) } .

then

|Λ (P )| ≫ P h

logP
.

Furthermore the quadratic part of ψ(y) is

Q∗
x (y) = Q∗

0 (y) +
h∑

i=1

xiQ
∗
i (y).

If x ∈ A′′(P ) we can write x = Pξ −X where ξ ∈ A and then we
have

Q∗
x (y) = Q∗

0 (η) +

h∑

i=1

(Pξi −Xi)Q
∗
i (y) > Pδ +O(1).

by (4.64). Thus Q∗
x (y) > 0 if P is large enough. Hence for

x ∈ A′′(P ) the quadratic form T (y) = Q∗
x (y) is neither negative

definite nor negative semi-definite. Finally, since Q∗
0...Q

∗
h satisfy

(I) of Lemma 4.17 we have that if

Θ (P ) = {x ∈ A′′(P ) ∩ Zs : r (Q∗
x (y)) ≤ 2} .

then

|Θ (P )| ≪ P h−1.

Hence for large enough P there is some x ∈ A′′(P ) for which
φ (x̄,y) as a quadratic polynomial in y satisfies all the condi-
tions of Corollary 4.1 and hence it represents infinitely many
primes.
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Case I (ii) Since in this case the linear polynomials L̃jk are all con-
stant, we have Q∗

i must be identically zero for 1 ≤ i ≤ h. On the

other hand, since we are supposing that L̃jk are not identically
zero, it follows that Q∗

0 is not identically zero. Thus in this case
Q contains only one non-vanishing form, namely Q∗

0, and since we
are supposing that this set satisfies (I) of Lemma 4.17, we have

r (Q∗
0) ≥ 3. Suppose that the linear polynomial L̃j0k0 does not

vanish identically so that

L̃j0k0 (x) = lj0k0 ∀x ∈ Rh.

with lj0k0 ∈ Z − {0} and denote by Q′ = {Q′
1, . . . , Q

′
s} the set of

the quadratic parts of the polynomials Q̃1 (x) ...Q̃s (x) of (4.59).

By (ii) it follows that Q̃1 (x) ...Q̃s (x) are not identically zero. We
fix a point a = (a1 . . . ah) ∈ Rh such that Q′

1 (a) , . . . , Q′
s (a) are

not all zero and then a point b = (b1 . . . bs) ∈ Rs such that

Q∗
0 (b) +

s∑

i=1

biQ
′
i (a) > 0.

Now we can choose a box B ⊂ Rs such that b ∈ B and

e1 < Q∗
0 (η) +

s∑

i=1

ηiQ
′
i (a) < e2 ∀η ∈ B. (4.66)

where e1 and e2 are suitable positive real numbers. We also choose
f1 and f2 so that

0 < f1 < e1 < e2 < f2. (4.67)

If X, Y are the integer points given by Lemma 4.18 then for any
x ∈ Zn satisfying (4.60) we have that, if H (x) has the same
meaning as in Lemma 4.18 then

• (H (x) , 6µ) = 1.

• φ (x,Y) 6≡ 0 (mod 2).

But H (x) |lj0k0 and lj0k0 |µ and so H (x) = 1 for every such a x.
Now for any P large enough we consider the point a′ = P 1/2a ∈ Rh

and the set

N (a′) =

{
x ∈ Zh : |x − a′| ≤ 1

2

}
.
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Figure 4.3: The set N(a′) can contains more than one point but all of them
have the same distance from a′

Either N (a′) contains a single point or each of its point has the
same distance from a′ Let x (P ) any point of N (a′). If y ∈ PB we
have y = Pη and substituting x (P ) and y in (4.63) and remem-
bering that the quadratic forms Q∗

i for i = 1, ..., h are identically
zero we obtain

φ (x (P ) ,y) = C̃ (x (P )) +
∑

1≤i≤s

yiQ̃i (x (P )) +Q∗
0 (y) .

and hence

φ (x (P ) ,y) = P 2

(
Q∗

0 (η) +

s∑

i=1

Q′
i (a)

)
+O

(
P 3/2

)
.

From (4.66) and (4.67) it follows that

f1P
2 < φ (x (P ) ,y) < f2P

2.

for every P large enough and for every y ∈ PB. Now, the poly-
nomial

φP (y) = φ (x (P ) ,y) .

considered as polynomial in y, has quadratic part Q∗
0 (y) with

constant coefficients and such that r (Q∗
0) ≥ 3. The coefficients
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of the other terms of φP (y) depend on P and so φP is weakly
dependent on P and we have shown that together with the box
B it satisfies all the conditions of the Theorem 4.1. We deduce
that φ represent infinitely many primes.

Case I (iii) In this case, as in Case I (ii), we have Q∗
i identically zero

for i = 1...n and r (Q∗
0) ≥ 3. Also, as in Case I (ii), if X, Y have

the same meaning as in Lemma 4.18, then for any x ∈ Zn such
that (4.60) holds it is

• H (x) = 1.

• φ (x,Y) 6≡ 0 (mod 2).

We denote by C ′ (x) the cubic part of C̃ (x). Since by (iii) C ′ is not
identically zero, we can find a point a ∈ Rh such that C ′ (a) > 0.
The we can choose a box B ⊂ Rs such that 0 ∈ B and

e1 < C ′ (a) +Q∗
0 (η) < e2 ∀η ∈ B. (4.68)

where e1 and e2 are suitable positive real numbers. We choose
also f1 and f2 such that

0 < f1 < e1 < e2 < f2. (4.69)

Now for any P large enough we consider the point a′′ = P 2/3a ∈ Rh

and the set

N (a′′) =

{
x ∈ Zh : |x − a′′| ≤ 1

2

}
.

As before, either N (a′′) contains a single point or each of its point
has the same distance from a′′. If y ∈ PB we have y = Pη
and substituting x (P ) and y in (4.63) and remembering that the
quadratic forms Q∗

i for i = 1, ..., h are identically zero we obtain

φ (x (P ) ,y) = C̃ (x (P )) +
∑

1≤i≤s

yiQ̃i (x (P )) +Q∗
0 (y) .

and

φ (x (P ) ,y) = P 2 (C ′ (a) +Q∗
0 (η))+O

(
P 5/3

)
+O

(
P 4/3

)
. (4.70)

The term O
(
P 5/3

)
arises from the fact that, by (iii), the poly-

nomials Q̃i i = 1...s have degree at most one. If now proceeding
as in Case I (ii) we obtain as well that φ represent infinitely
many primes.
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Case II Since in this case there exists an integral unimodular transformation
taking the quadratic forms Q∗

0, ..., Q
∗
s of the variables y1, ..., ys simul-

taneously into quadratic forms involving only y1, y2 the polynomial φ
takes the form

φ (x,y) = C̃ (x) +
∑

1≤i≤s

yiQ̃i (x) + y2
1L̃11 (x) + y1y2L̃12 (x) + y2

2L̃22 (x) .

where x ∈ Rh. Since we are dealing with Case A, at least one of the
linear polynomials L̃11,L̃12,L̃22 is not identically zero. We shall denote
it as L̂. Also the quadratic polynomials Q̃3, ...Q̃s are not identically zero
as in that case φ would not involve the variables y3, ..., ys, whereas the
hypotheses of Theorem 4.2 state that φ is non-degenerate and n ≥ h+3.
By permuting the variables y3, ..., ys, if necessary, we can suppose that
Q̃3 is not identically zero. Now let X, Y as in Lemma 4.18. We have
two further cases

(i) L̂ is constant.

(ii) L̂ is not constant.

Case II (i) We proceeding as in Case I (ii) so for any x ∈ Zn satisfying
(4.60) we have that

• H (x) = 1.

• φ (x,Y) 6≡ 0 (mod 2).

Case II (ii) As in Case I (i), if

Λ̃ (P ) =
{
x ∈ Zh : |x| < P,H (x) = 1, φ (x,Y) 6≡ 0 (mod 2)

}
.

then ∣∣∣Λ̃ (P )
∣∣∣≫ P h−1

logP
.

In either Cases, since Q̃3 is not identically zero, if

Ω (P ) =
{
x ∈ Zh : |x| < P, Q̃3 (x) = 0

}
.

then

|Ω (P )| ≪ P h−1

logP
.

and so there exists x such that

• H (x) = 1.
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• φ (x,Y) 6≡ 0.

• Q3 (x) 6= 0.

It follows that the quadratic polynomial

T (y) = T (y1, . . . ys) = φ (x,y) .

contains the variable y3 in the linear part but not in its quadratic
part and satisfies all the other conditions of Lemma 4.13 Hence φ
represents infinitely many primes.

Case III In this case, after an integral unimodular transformation of the
variables y1, ...ys if necessary, we can suppose that y1 is a common
factor of Q∗

1, ..., Q
∗
h and the φ has the shape

φ (x,y) = C̃ (x) +
∑

1≤i≤s

yiQ̃i (x) +
∑

1≤j≤s

y1yjL̃1j (x) . (4.71)

Since we are dealing with Case A, not all the linear polynomials L̃11, ...L̃1s

are identically zero. Moreover, we can suppose that L̃12, ...L̃1s are not
all identically zero since otherwise φ (x,y) would be of the form con-
sidered in Case II. Thus there is at least one among such polynomials
which is not identically zero and we shall denote it as L̂. Now, just as
in the cases we have already considered, if

Λ̂ (P ) =





x ∈ Zh : |x| < P,

∣∣∣∣∣∣∣

Ĥ (x) = 1

∃Y ∈ Zs, φ (x,Y) 6≡ 0 (mod 2)

L̂ (x) 6= 0




.

then ∣∣∣Λ̂ (P )
∣∣∣≫ P h

logP
.

where, in this case, Ĥ (x) =
(
C̃ (x) , Q̃1 (x) . . . Q̃s (x) , . . . L̃1s (x)

)
.

A priori, we have two further cases

(i) There is x ∈ Λ̂ (P ) such that the polynomial T (y) = φ (x,y) is
irreducible over Q.

(ii) For every x ∈ Λ̂ (P ) the polynomial T (y) = φ (x,y) factorizes.

We shall show now that while Case III (i) leads to the conclusion that
φ represent infinitely many primes, Case III (ii) is impossible.

139



Case III (i) In this case the quadratic polynomial T (y) satisfies all
the condition of Lemma 4.16 since the quadratic part of φ (x,y)
has y1 as a factor but is not of the form ay2

1. Hence φ represent
infinitely many primes.

Case III (ii) We shall show that this Case is impossible because it
leads to a contradiction. We consider the projective space

R Ps =
(
Rs+1 − {0}

)/
∼.

and the homogeneous coordinates ŷ =
(
y′1 . . . y

′
s+1

)
. We have

φ (x,y) = C̃ (x) +

{
∑

16i6s

ys+1y
′
i

Q̃i (x)

(ys+1)
2 +

∑

16j6s

y′1y
′
j

L̃1j (x)

(ys+1)
2

}
.

We indicate by

φ1 (y′1, ..., y
′
s, ys+1) =

∑

16i6s

ys+1y
′
i

Q̃i (x)

(ys+1)
2 +

∑

16j6s

y′1y
′
j

L̃1j (x)

(ys+1)
2 .

We can think to φ1 as a quadratic forms in the variables y′1..., y
′
s, ys+1

and coefficients in the field of rational functions Q (x) so that we
can write φ1 (ŷ) = φ1 (y′1 . . . y

′
s, ys+1) If

Ms+1 = {M = (ai,j) , ai,j ∈ Q (x) i, j = 1, ..., s+ 1} .

denotes the set of matrices of order s+1 with element in the field
Q (x) we indicate by A = A (x) ∈ Ms+1 the symmetric matrix
associated with φ1. Now if

Λ (P ) =
{
x ∈ Zh : |x| < P, φ1 (ŷ) = L1 (ŷ)L2 (ŷ)

}
.

where L1 (ŷ) , L2 (ŷ) are linear forms with coefficients in Q (x) we
have ∣∣∣Λ (P )

∣∣∣≫ P h

.
logP

and for every x ∈ Λ (P ) r (A) 6 2 being r the rank of A. We
deduce that the minors 3 × 3 of A all vanish identically,is these
minors are polynomials in the variables x1, ..., xh and if one of
them did not vanish identically it would vanish over a set of integer
points x ,with |x| < P , of cardinality ≪ P h−1. Hence, identically,
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r (A) 6 2 and so φ1 factorizes over K = K (x), the algebraic
closure of Q (x). Thus

φ1 (ŷ) = (a1y
′
1 + . . .+ as+1ys+1) (b1y

′
1 + . . .+ bs+1ys+1) . (4.72)

where al, bl ∈ K, l = 1, ..., s+1. But K [y′], the ring of polynomi-
als in the variables y′ = (y′1, ..., y

′
s) over K, is a unique factorization

domain, and it follows from (4.71) that the part of φ1 not involving
ys+1 factorizes into

y′1

(
L̃11y

′
1 + · · · L̃1sy

′
s

)
.

Hence, after exchanging an element oh K between the factors of
φ1 in (4.72) if necessary, we have

• a1 = 0.

• al = 0 2 ≤ l ≤ s.

• bl = L̃1l(x1, ..., xh) 1 ≤ l ≤ s.

We are supposing that there is at least one of L̃1j 2 ≤ j ≤ s

and we have already indicated it by L̂. If 2 ≤ j0 ≤ s is such that
L̂ = L̃1j0 we have that the coefficient of the term y′j0ys+1 in φ1,

which belongs to Q (x), is as+1bj0 = as+1L̂. Hence, since L̂ is not
identically zero, as+1 ∈ Q (x). Also the coefficient of the term
y′1ys+1 in φ1 belongs to Q (x) and is equal to bs+1 + as+1b1, and
hence bs+1 ∈ Q (x), since

• as+1 ∈ Q (x).

• b1 = L̃11 ∈ Q (x).

Thus φ1 factorizes over Q (x) and hence, since the coefficients of
φ1 are all polynomials of Q [x] it follows that φ1 factorizes in Q [x].
On settings ys+1 = 1 this gives a factorization of φ (x,y) in which
both factors are linear in y1...ys. Since we are dealing with Case A
in which φ has non-vanishing terms which are quadratic in y1...ys,
neither of this factors can be constant and this contradicts the
irreducibility of φ.

4.11.3 The proof in Case B

In this Case all the polynomials L̃jk of (4.59) are identically zero, and so φ
is of the form

φ = φ (x,y) = C̃ (x1, . . . , xh) +
∑

16i6s

yiQ̃i (x1, . . . , xh) . (4.73)
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Thus φ is linear respect to the variables y1, ...ys. Since φ is non-degenerate
with n > h not all the quadratic polynomials Q̃1, ..., Q̃s vanish identically
and so, by permuting the variables y1, ...ys if necessary, we can suppose that
Q̃1 is not identically zero. We have to consider further cases. A priori we
have

Case B1 In this Case we have either h = 1 or h = 2.

(i) h = 1. By rearranging the terms of (4.73) we can express φ in the
form

φ (x,y) = x2
1L

∗
1 (x̂) + x1L

∗
2 (x̂) + L∗

3 (x̂) .

where

• x̂ = (x1, y1, . . . yn−1).

• L∗
1, L

∗
2, L

∗
3 are linear polynomials in x1, y1, ..., yn−1.

Hence we can perform a unimodular transformation involving
x1, L

∗
1, L

∗
2, L

∗
3 as variables and we would have that φ is unimodu-

larly equivalent to a polynomial in four variables. This is incom-
patible with condition (i) of 4.2. This means that Case B1 (i)
can not occur.

(ii) h = 2. In this Case we have s = n − 2 and we can rearrange the
terms of (4.73) to express φ in the form

φ (x,y) = x2
1L

∗
1 (x̂)+x1x2L

∗
2 (x̂)+x2

2L
∗
3 (x̂)+x1L

∗
4 (x̂)+x2L

∗
5 (x̂)+L∗

6 (x̂) .

where

• x̂ = (x1, x2, y1, . . . yn−2).

• L∗
1, L

∗
2, L

∗
3, L

∗
4, L

∗
5, L

∗
6 are linear polynomials in x1, x2, y1, ..., yn−2.

Hence we can perform a unimodular transformation involving
x1, x2, L

∗
1, L

∗
2, L

∗
3, L

∗
4, L

∗
5, L

∗
6 as variables and we would have that

φ is unimodularly equivalent to a polynomial in eight variables.
This is incompatible with condition (i) of 4.2.

Case B2 h ≥ 3.

(i) Suppose that r(Q1 (x)) ≥ 3 where Q1 (x) is the quadratic part of

Q̃1 (x). Let X the integer point of Lemma 4.18. We make the
substitution (4.65) and we consider the set

∆ (P ) =
{
z ∈ Zh : |z| < cP

}
. (4.74)
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where c is a constant satisfying 0 < c < |6µ|−1 being, as before,
µ the product of the coefficients of φ. For a given z ∈ ∆(P ) let
x = x (P ) so that (4.65) holds. If P is large enough it is |x| < P .

With this substitution from the polynomial Q̃1 (x) we obtain a

polynomial Q̃′
1 (z). Let Q1

′ (z) the quadratic part of Q̃′
1 (z). We

have that
Q1

′ (z) = (6µ)2Q1 (x) .

Thus it is r
(
Q1

′
)

> 3. If λ1 denotes the greatest common factor

of the coefficients of Q̃′
1 we have that λ1|36µ3. The polynomial

F (z) = λ−1
1 Q̃′

1 (z) has the following properties:

• The coefficients of F (z) are co-primes.

• If ∃z0 ∈ Zh such that.

2 6 |F (z0) .

then at least one of the quadratic polynomials

F± (z) = ±F (z) .

satisfies the conditions of 4.1. We deduce that if

G (P ) =
{
z ∈ Zh : |z| < cP , Q̃′

1 (z) = ±λ1p, p ∈ P

}
.

then

|G (P )| ≫ P h

logP
.

On the other hand, if 2|F (z) ∀z ∈ Zh. we consider the polynomial

E (z) = (2λ1)
−1 Q̃′

1 (z) .

This polynomial is integer valued for every z ∈ Zh and cannot be
even at every of such a points. For if, the polynomial

D (z) = (4λ1)
−1 Q̃′

1 (z) .

would be an integer valued quadratic polynomial having some co-
efficient with denominator 4 which is contrary to the conclusion
of Lemma 4.1. Hence at least one of the polynomials

E± (z) = ±E (z) .
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satisfies the conditions of 4.1. We deduce that if

F (P ) =
{
z ∈ Zh : |z| < cP , Q̃′

1 (z) = ±2λ1p, p ∈ P

}
.

then

|F (P )| ≫ P h

logP
.

Thus, in any case, if

H (P ) =
{
z ∈ Zh : |z| < cP, Q̃′

1 (z) = λ∗1p, λ
∗
1| (6µ)3 , p ∈ P

}
.

then

|H (P )| ≫ P h

logP
.

The corresponding points x satisfy

• |x| < P .

• x ≡ X (mod 6µ).

• Q̃1 (x) = λ∗1p.

and so the conditions of Lemma 4.19 are satisfied with

• R (x) = Q̃1 (x).

• Ui (P ) = P (i = 1, ..., h) .

It follows that there exists x ∈ Zh such that

•
(
C̃ (x) , Q̃1 (x) , ..., Q̃s (x)

)
= 1.

• Q̃1 (x) 6= 0.

The polynomial
ψ (y) = φ (x,y) .

is a linear polynomial in y satisfying the conditions of Lemma
4.14 with s in place of n. Hence ψ (y) represents infinitely many
primes.

(ii) Suppose that r(Q1 (x)) ≤ 2. In this case, after an integral uni-
modular transformation of the variables x1, ..., xh if necessary, we
can suppose that Q̃1 is of the form

Q̃1 (x) =

h−2∑

i=1

aixi +Q∗
1 (xh−1, xh) .

where
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• Q∗
1 is a quadratic polynomial in xh−1, xh.

• a1, ..., ah−2 ∈ Z.

We shall consider two further cases:

(ii)(a) Where we suppose a1 6= 0 If a1 6= 0 the variable x1 occurs

in the linear part of Q̃1 but not in the quadratic part. In this
case we make the substitution (4.65) where X is the integer
point given by Lemma 4.18 and µ is the product of coefficients
of φ, and z ∈ J (P ) where

J (P ) =



z ∈ Zh :

∣∣∣∣∣∣

|z1| < cP 2

|zi| < cP

0 < c < |6µ|−1
(i = 2, ..., h)



 .

The corresponding points x satisfy

• |x1| < P 2.

• |xi| < P (i = 2, ..., h).

for P large enough. With this substitution the polynomial
Q̃1 (x) . becomes Q̃1

′ (z), where z1 occurs in the linear part

of Q̃1
′ (z) but not in its quadratic part. If λ1 is the greatest

common factor of the coefficients of Q̃1
′ then λ1|36µ3. Just

as in Case B2 (i) either

F (z) = λ−1
1 Q′

1 (z) .

or
E (z) = (2λ1)

−1Q′
1 (z) .

satisfy the conditions of Lemma 4.13. Hence we deduce that
if

Λ̂ (P ) =





x ∈ Zh :

∣∣∣∣∣∣∣∣∣∣

|x1| < P 2, |xi| < P (i = 2, ..., h)
x ≡ X (mod 6µ)

Q̃1 (x) = λ∗1p

λ∗1| (6µ)3

p ∈ P




.

then ∣∣∣Λ̂ (P )
∣∣∣≫ P h+1

logP
.
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We apply now Lemma 4.19 with

• R (x) = Q̃1 (x).

• U1(P ) = P 2.

• Ui (P ) = P (i = 2, ..., h) .

It follows that there exists x ∈ Zh such that

•
(
C̃ (x) , Q̃1 (x) , ..., Q̃s (x)

)
= 1.

• Q̃1 (x) 6= 0.

The polynomial
ψ (y) = φ (x,y) .

is a linear polynomial in y satisfying the conditions of Lemma
4.14. Hence ψ (y) represents infinitely many primes.

(ii)(b) Where we suppose a1 = 0. If on the other hand a1 = 0

then Q̃1 is a polynomial in x2, ..., xh only which is not identi-
cally zero and we can find (x∗2, ...x

∗
h) ∈ Zh−1 satisfying

• x∗i ≡ Xi (mod 6µ) (i = 2 . . . h)).

• Q̃1 (x∗2, ...x
∗
h) 6= 0.

where X is the integer point given by Lemma 4.18 and µ is
the product of coefficients of φ. Now either the polynomial
C̃ (x1 . . . xh) of (4.73) contains a term x3

1 or else one of the

polynomials Q̃2, ..., Q̃s of (4.73) contains a term x2
1, for other-

wise every term of the cubic part of φ would contain one of the
variables x2, ..., xh, contrary to the minimality in the defini-
tion of h. Let R (x) = R (x1 . . . xh) one of these polynomials.
We have that

• ∂R (x) = d =

{
2
3

where d is the degree of R.

• The coefficient of xd
1 in R (x) is not zero.

We shall show that there exists x∗1 ∈ Z such that

• x∗1 ≡ X1 (mod 6µ).

• If p ∈ P and
{
p|R (x∗1, ...x

∗
h)

p|Q̃1 (x∗1, ...x
∗
h) = Q̃1 (x∗2, ...x

∗
h) .

then p|6µ.
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If we make the substitution
{
x1 = X1 + 6µz1
xi = x∗i (i = 2 . . . h) .

the polynomial R (x1 . . . xh) becomes R1(z1) where

R1 (z1) =
d∑

i=0

ciz
d−i
1 .

with

• c0 6= 0.

• c0|63µ4.

If p ∈ P and p 6 | 6µ then

R1 (z1) ≡ 0 (mod p) .

is not identically true. By a well-know theorem of Lagrange 5

about polynomial congruence, we know thatR1 (z1) ≡ 0 (mod p) .
has at most d incongruent solutions (mod p). Since p > 3 ≥ d,
there is z1 ∈ Z such that

R1 (z1) 6≡ 0 (mod p) .

Let
P

Q̃1
=
{
p ∈ P : p|Q̃1 (x∗2, ...x

∗
h) , p 6 | 6µ

}
.

and

Z
Q̃1

=
{
z1 ∈ Z : ∃p ∈ P

Q̃1
, R1 (z1) 6≡ 0 (mod p)

}
.

It is plain that Z
Q̃1

is a finite set and combining its elements
as in the proof of Lemma 4.2 we obtain z∗1 ∈ Z such that if





p ∈ P

p|R1 (z∗1)

p|Q̃1 (x∗2, ...x
∗
h) .

then p|6µ. Then the integer x∗1 = X1+6µz∗1 has the properties
we require. Now

x∗ ≡ X (mod 6µ) .

5See, for example, [39]
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and so, it follows from Lemma 4.18 if

H (x∗) =
(
C̃ (x∗) , Q̃1 (x∗) , ..., Q̃s (x∗)

)
.

then (
H (x∗) , 6µ

)
= 1.

Hence, we must have H (x∗) = 1. because

• H (x∗) |R (x∗).

• H (x∗) |Q̃1 (x∗).

Thus the polynomial ψ (y) = φ (x∗,y) . satisfies the conditions
of Lemma 4.14 and so it represents infinitely many primes.
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Part III

Some results
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Chapter 5

Results about the invariant h
and h∗

5.1 Introduction

In the next paragraphs we shall illustrate some results obtained during this
research. Is we need to use some know result it is cited with references. What
is not quoted is due to ourself as the best of our knowledge.

5.2 Results about the h invariant

5.2.1 Introduction

So far the invariant h does has algebraic meaning only but it is easy to show
that it has a geometric and a diophantine meaning as well. Namely, by
definition we have that h is the smaller positive integer such that

C(x) = C (x1 . . . xn) =
h∑

j=1

Lj (x1 . . . xn)Qj (x1 . . . xn) .

where Lj are linear forms and Qj are quadratic forms respectively and so, if
we consider 




L1 (x1 . . . xn) = 0

...
Lh (x1 . . . xn) = 0.

it define a linear space Vh of dimension r = n − h contained into the cubic
hypersurface of equation C(x) = 0.
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Of course, if

v1 = (x1
1 . . . x

1
n) .

...
vr = (xr

1 . . . x
r
n) .

denotes any basis of Vh and if

v =

r∑

j=1

mjv
j mj ∈ Z.

we have C(v) = 0. So, if one is able to find s solutions of the equation
C(x) = 0 such that any linear integer combination of them is still a solution
of the same equation, the he can say that h ≤ n − s. In particular, if the
diophantine equation has only the trivial solution then h(C) = n.

Note 5.1. The diophantine meaning of h let us understand why it is so
difficult to find it!

If a cubic form is such that h ≥ 8 we say that it satisfies the first
Theorem of Pleasants. If a non degenerate cubic form is such that h ≥ 2
and n ≥ 9 we say that it satisfies the second Theorem of Pleasants. We
shall give now an example of polynomial in nine variables which satisfies the
first Theorem of Pleasants.

5.2.2 Example

Lemma 5.1. Let F (x, y, z) a cubic form such that

1. F (x, y, z) = 0 if and only if (x, y, z) = 0.

2. There is a prime p such that p|F (x, y, z) if and only if p|(x, y, z) for
every (x, y, z) ∈ Z3.

Let

C (x1...x9) = F (x1, x2, x3) + pF (x4, x5, x6) + p2F (x7, x8, x9).

then the diophantine equation

C (x1...x9) = 0.

has only the trivial solution.
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Proof. For if (θ1 . . . θ9) is a non-trivial solution then

F (θ1, θ2, θ3) + pF (θ4, θ5, θ6) + p2F (θ7, θ8, θ9) = 0

and so p|F (θ1, θ2, θ3). It follows that p|(θ1, θ2, θ3) where ki and so we have

θ1 = pk1 θ2 = pk2 θ3 = pk3

From this we have

p2F (k1, k2, k3) + F (θ4, θ5, θ6) + pF (θ7, θ8, θ9) = 0

Proceeding In same way we obtain

F (k1, k2, k3) + pF (k4, k5, k6) + p2F (k7, k8, k9) = 0

Now we observe that |ki| = |θi| ⇔ θi = 0 and so it is not possible to
have ki = θi for every i = 1...9 because, by hypotesis, (θ1 . . . θ9) is not
the trivial solution. In this case we would have an infinite descent and this
is a contradiction.

In [24] Mordell proved that:

Lemma 5.2. If
F (x, y, z) = x3 + 2y3 + 4z3 + xyz.

then it satisfies the hypotesis of Lemma 5.1 ad so we proved the:

Theorem 5.1. Let
C (x) = C (x1...x9) .

is a cubic form as in 5.2. If:

• Q (x1...x9) is a quadratic form in Z[x1...x9].

• L (x1...x9) is a linear form in Z[x1...x9].

• N ∈ Z

• There exists x ∈ Z9 so that φ(x) > 0

• φ (x1...x9) = C (x1...x9) + Q (x1...x9) + L (x1...x9) + N does not have
fixed divisors.

then: the polynomial φ satisfies the first Theorem of Pleasants.

In particular, we have that:
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Corollary 5.1. If C (x) = C (x1...x9) is a cubic form as in 5.2 then

φ (x1 . . . x9) = C (x1 . . . x9)

satisfies the first Theorem of Pleasants.

Proof. We have only to check that:

1. There is x ∈ Z9 so that φ(x) > 0

2. There are no fixed divisors.

Both these tasks are easy.

Note 5.2. By setting down x9 = 0 we have an example of a cubic form in
eight variables which does not have any non-trivial solution. For this cubic
we have h = 8 and so for it the Pleasants’s First Theorem holds.

5.2.3 Further examples

First example

Lemma 5.3. Let C1 (x, y, z, w), C2 (x, y, z, w) be non-singular cubic forms
such that h(C1) ≤ 3 and h(C2) ≤ 2. Let A ∈ Z − {0}. Then

C(x) = C1 (x1, x2, x3, x4) + C2 (x5, x6, x7, x8) + Ax3
9.

is a non-singular cubic such that 2 ≤ h(C) ≤ 6.

Proof. We have

J(C) =





∂C
∂x1

= ∂C1

∂x
(x1 · · ·x4)

∂C
∂x2

= ∂C1

∂y
(x1 · · ·x4)

∂C
∂x3

= ∂C1

∂z
(x1 · · ·x4)

∂C
∂x4

= ∂C1

∂z
(x1 · · ·x4)

∂C
∂x5

= ∂C2

∂x
(x5 · · ·x8)

∂C
∂x6

= ∂C2

∂y
(x5 · · ·x8)

∂C
∂x7

= ∂C2

∂z
(x5 · · ·x8)

∂C
∂x8

= ∂C2

∂w
(x5 · · ·x8)

∂C
∂x9

= 3Ax2
9.
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and so, by hypotesis, we have:

∂C

∂x1
=
∂C1

∂x
(x1 · · ·x4) = 0 ⇔ (x1 · · ·x4) = 0.

The same holds for every partial derivative, so C in non-singular and hence
non degenerate as well. This means h(C) > 1. Moreover

C1 (x1, x2, x3, x4) =

h(C1)∑

j=1

Lj (x1, x2, x3, x4)Qj (x1, x2, x3, x4) .

and

C2 (x5, x6, x6, x8) =

h(C2)∑

j=1

Lj (x5, x6, x7, x8)Qj (x5, x6, x7, x8) .

Hence, if u = (x1, x2, x3, x4) and v = (x5, x6, x7, x8), we have

C(x) = C(u,v, x9) =

h(C1)∑

j=1

L
(1)
j (u)Q

(1)
j (u) +

h(C2)∑

j=1

L
(2)
j (v)Q

(2)
j (v) + Ax9x

2
9.

where L
(1)
j , L

(2)
j are linear forms and Q

(1)
j , Q

(2)
j are quadratic forms in their

respective domains. This means that h(C) ≤ 6.

Lemma 5.4. If

C1 (x, y, z, w) is any of the following forms then h(C1) ≤ 3 and the cubic
form C1 is non-singular:

1 C1 (x, y, z, w) = ax3 + ay3 + az3 + ab3w3 with a, b ∈ Z − {0}.

2 C1 (x, y, z, w) = ax3 + ay3 + az3 + 2ab3w3 with a, b ∈ Z − {0}.

3 C1 (x, y, z, w) = ax3 + by3 + cz3 + (a + b+ c)w3 with a, b, c ∈ Z − {0}.

4 C1 (x, y, z, w) = ax3 + ay3 + acz3 + 2aw3 with a, c ∈ Z − {0}.

5 C1 (x, y, z, w) = Ax3 +By3 − z2w + Cw3 where:

1 A = ab2, B = 1, C = (27ab)2 with a, b ∈ Z − {0}.
or

3 A = a, B = b, C = 16a2b2 with a, b ∈ Z − {0}.
or

3 A = (6l2 + 6l − 1) , B = (6l2 − 6l − 1) , C = (11 − 12l2) with
l ∈ Z − {0}.
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Proof. We consider the equation

C1 (x, y, z, w) = 0. (5.1)

We have that

1 x = 1, y = −1, z = b, w = 1 is a non-trivial solution for (5.1). Moreover
C1 is non-singular as every diagonal cubic.

2 x = b, y = b, z = 0, w = −1 is a non-trivial solution for (5.1). Moreover
C1 is non-singular as every diagonal cubic.

3 x = 1, y = 1, z = 1, w = −1 is a non-trivial solution for (5.1). Moreover
C1 is non-singular as every diagonal cubic.

4 x = 6c2 −1, y = −6c2 −1, z = 6c, w = 1 is a non-trivial solution for (5.1).
Moreover C1 is non-singular as every diagonal cubic.

5 We have that:

1 In [26] Mordell proved that this equation has non-trivial solutions.

2 In [26] Mordell proved that this equation has non-trivial solutions.

3 In [25] Mordell proved that this equation has non-trivial solutions.

hence in is enough to prove that the cubic form

C1 (x, y, z, w) = Ax3 +By3 − z2w + Cw3.

is non-singular. We have

J(C1) =




∂C1

∂x

∂C1

∂y

∂C1

∂z

∂C1

∂w




=




3Ax2

3By2

−2zw
−z2 + 3Cw2


 .

and so we must study the solutions of




3Ax2 = 0

3By2 = 0

−2zw = 0

−z2 + 3Cw2 = 0.
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Of course, immediately we have x = y = 0. If z = 0 then from the last
equation it follows that w = 0 as well. The same happens if w = 0 so
the cubic is non-singular.

Lemma 5.5. If

C2 (x, y, z, w) = Ex3 + Ey3 − z2w +Gw3.

with G,E ∈ Z − {0} then C2 is non-singular and h(C2) = 2

Proof. As we already proved C2 is non singular and h(C2) > 1. On the other
side, trivially

C2 (x, y, z, w) = E (x+ y)
(
x2 − xy + y2

)
+ w

(
−z2 +Gw

)
.

Hence, h(C2) = 2.

So we proved the following:

Theorem 5.2. If

• C1 is a cubic form as in 5.3.

• C2 is a cubic form as in 5.5.

• C(x) = λ1C1 (x1, x2, x3, x4)+λ2C2 (x5, x6, x7, x8) +λ3x
3
9, λi ∈ Z−{0},

i = 1, 2, 3.

• There exists a x ∈ Z9 so that C(x) > 0.

• C has not fixed divisors.

then:
φ (x) = C (x)

satisfies the second Theorem of Pleasants.

Second example

Lemma 5.6. Let C1 (x, y, z, , t, w), C2 (x, y, z, w) be non-singular cubic forms
such that h(C1) ≤ 4 and h(C2) ≤ 2. Then

C(x) = C1 (x1, x2, x3, x4, x5) + C2 (x6, x7, x8, x9) .

is a non-singular cubic such that 2 ≤ h(C) ≤ 6.
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Proof. As in 5.3.

In [8] V. Demjanenko proved the following result

Lemma 5.7. If n ∈ Z and n 6≡ ±4 (mod 9) then the diophantine equa-
tion:

x3 + y3 + z3 + t3 = n.

has a non trivial solution.

hence we have that

Lemma 5.8. If n ∈ Z and n 6≡ ±4 (mod 9) and

C1(x, y, z, t, w) = x3 + y3 + z3 + t3 + nw3.

then 2 ≤ h(C1) ≤ 4

It follows that:

Theorem 5.3. If:

• C1 is as in Lemma 5.8.

• C2 is as in Lemma 5.5

• C (x1 . . . x9) = λ1C1(x1 . . . x5) + λ2C2(x6 . . . x9) with λ1, λi ∈ Z − {0},
i = 1, 2.

• There exists a x ∈ Z9 so that C(x) > 0.

• C has not fixed divisors.

then:

φ (x) = C (x)

satisfies the second Theorem of Pleasants.

Note 5.3. It has been conjectured from long time that the equation

x3 + y3 + z3 + t3 = n.

has a non trivial solution for every n ∈ Z.
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Third example

Lemma 5.9. Let Ci (x, y, z) i = 1, 2, 3 be non-singular cubic forms; if

C (x1 . . . x10) =
3∑

i=1

λiCi (x3i−2, x3i−1, x3i) + A10x
3
10.

with {
λi ∈ Z − {0} i = 1, 2, 3
A10 ∈ Z − {0} .

then it is a non-singular cubic such that 2 ≤ h(C) ≤ 10.

Proof. As in 5.3.

Lemma 5.10. If C(x, y, z) is one of the following cubic form then it is non-
singular:

1 C(x, y, z) = x3 + y3 + z3 − kxyz with k ∈ Z and k 6= 3.

2 C(x, y, z) = ax3 + ay3 + bz3 − 3ax2y + 3axy2 with a, b ∈ Z.

Proof. We have

1

J (C1) =




∂C
∂x

∂C
∂y

∂C
∂z




=




3x2 − kyz

3y2 − kxz

3z2 − kxy




hence we have to study




3x2 − kyz = 0

3y2 − kxz = 0

3z2 − kxy = 0

If (θ1, θ2, θ3) is a non-trivial solution and θ1 = 0 then by means of the
second and third equations, immediately we see that θ2 = θ3 = 0. The
same is true if θ2 = 0 or θ3 = 0. Hence there are no non-trivial solutions
with θ1θ2θ3 = 0 On the other side, if (θ1, θ2, θ3) is a non-trivial solution
with θ1θ2θ3 6= 0 then, from the first and the second equations we have

θ2
1

θ2
2

=
θ2
θ1
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as well as
θ2
1

θ2
3

=
θ3
θ1

by considering the first and the third equations. This means that
θ2
1

θ2
3

= θ3

θ1
. By Euler’s theorem on homogeneus functions we have that

(θ1, θ2, θ3) would be a solution of the equation

x3 + y3 + z3 − kxyz = 0

and so
3θ3

1 − kθ1θ2θ3 = 0

Hence
27θ3

1 = k3θ3
1θ

3
2θ

3
3

and so (
27 − k3

)
θ3
1 = 0

and this means that θ1 = 0 because k 6= 3. This is a contradiction.

2

J(C) =




∂C
∂x

∂C
∂y

∂C
∂z




=




3ax2 − 6axy + 3ay2

−3ax2 − 6axy + 3ay2

3bz2


 .

Hence we have to solve




3ax2 − 6axy + 3ay2 = 0
−3ax2 − 6axy + 3ay2 = 0
3bz2 = 0.

By subtracting the second equation from the first we have x = 0 and
so y = 0 as well as z = 0.

From Lemma 5.9 and 5.10 we have:

Theorem 5.4. If:

C (x1 . . . x10) =
3∑

i=1

λiCi (x3i−2, x3i−1, x3i) + A10x
3
10.

where:
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• Ci (x3i−2, x3i−1, x3i) = x3
3i−2 + x3

3i−1 + x3
3i − kix3i−2x3i−1x3i, i = 1, 2, 3.

or:

• Ci (x3i−2, x3i−1, x3i) = aix
3
3i−2+aix

3
3i−1+bix

3
i−3aix

2
3i−2x3i−1+3aix3i−2x

2
3i−1,

i = 1, 2, 3.

and if:

• There exists a x ∈ Z10 so that C(x) > 0.

• C has not fixed divisors.

then: C (x1 . . . x10) either satisfies the first or the second theorem of Pleas-
ants.

5.3 A result about h∗

Lemma 5.11. If

C (x1 . . . xn) = a1x
3
1 + . . . anx

3
n.

is a cubic form with integer coefficients then h∗ ≥ n.

Proof. It follows directly from the definition of h∗.

Lemma 5.12. Let

F (x, y) = a3x3 + 3a2bx2y + 3abxy2 + cy3.

be a cubic form such that

• a, b, c ∈ Z − {0}

• c 6= b3.

There exist a non-singular linear transformation

T : R2 → R2

(X, Y ) → (x, y) .

such that T (Z2) ⊆ Z and if G = F ◦ T then

G(X, Y ) = a3X3 + a3
(
c− b3

)
Y 3.
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Proof. Let
T : R2 → R2

such that {
x = X − bY
y = aY.

Then (
x
y

)
=

(
1 −b
0 a

)(
X
Y

)
.

and so T is non-singular and G = F ◦ T

With the help of the last lemma is easy to get:

Lemma 5.13. Let

Fj (x2j−1, x2j) = ajx
3
2j−1 + 3a2

jbjx
2
2j−1x2j + 3ajb

2
jx2j−1x

2
2j + cjx

3
2j .

be cubic forms such that

• aj, bj , cj ∈ Z − {0}.

• cj 6= b3j .

for j = 1...4. Let be:

C (x1 . . . x8) =

4∑

j=1

Fj (x2j−1, x2j).

then h∗ ≥ 8.

Proof. If we consider the non-singular linear transformation:

T : R8 → R8.

such that



x1

x2

x3

x4

x5

x6

x7

x8




=




1 −b1 0 0 0 0 0 0
0 a1 0 0 0 0 0 0
0 0 1 −b2 0 0 0 0
0 0 0 a2 0 0 0 0
0 0 0 0 1 −b3 0 0
0 0 0 0 0 a3 0 0
0 0 0 0 0 0 1 −b4
0 0 0 0 0 0 0 a4







X1

X2

X3

X4

X5

X6

X7

X8




.
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we have that:
C ′(X1, · · ·X8) = (C ◦ T ) (X1, · · ·X8).

is given by

C ′(X1, · · ·X8) =

4∑

j=1

a3
jX

3
2j−1 + a3

j

(
cj − b3j

)
X3

2j.

By lemma 5.11 the result follows.

Hence we proved the:

Theorem 5.5. If:

• C (x1 . . . x8) is a cubic form as in Lemma 5.13

• There exists a x ∈ Z8 so that C(x) > 0.

• C has not fixed divisors.

then: C (x1 . . . x8) either satisfies the first or the second theorem of Pleas-
ants.

In the same way we can prove that:

Theorem 5.6. If:

• s ∈ N with 1 ≤ s ≤ 3.

• C (x1 . . . x8) =
s∑

j=1

Fj (x2j−1, x2j)+
8∑

i=2s+1

a′ix
3
i , where the Fj are the same

as in Lemma 5.13.

• a′i ∈ Z − {0} for i = (2s+ 1)...8.

• There exists a x ∈ Z8 so that C(x) > 0.

• C has not fixed divisors.

then: C (x1 . . . x8) either satisfies the first or the second theorem of Pleas-
ants.
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Second part
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Chapter 6

Algorithms

6.1 How to find the primes of the form x2 +y4

6.1.1 Introduction

As quoted in Theorem 2.2 the polynomial

P (x, y) = x2 + y4.

represented infinitely many primes. If we want to find them we must be able
to develop an algorithm Erathostenes’s sieve procedure alike, which let us
able to detect them or at least to reduce the number of computations. The
following proposition help us in doing this.

Proposition 6.1. Let (a, b) ∈ Z2 and let M = P (a, b). Assume that M is
not a prime. If p is any prime divisor of M , h,k ∈ Z, and

{
xh = ph+ a
yk = pk + b.

then P (xh, yk) is a composite integer.

Proof. With generality we can consider only the positive values of x and y.
We have

P (xk, yk) = a2 + b4 + p {H (p, h, a) +K(p, k, b)} .
where

• H = H (p, h, a) = 2ah+ ph2.

• K = K (p, k, b) = 4kb3 + 6pk2b2 + 4p2k3b+ p3k4.

167



So

P (xk, yk) = p {H +K +N} .
where M = pN and the result follows.

In a similar way we prove the following

Proposition 6.2. Let (a, b) ∈ Z2and let P (a, b) = p ∈ P. Let

{
xh = ph+ a
yk = pk + b.

where h, k ∈ Z. If H,K are the same as in 6.1 and H+K 6= 0, then P (xh, yk)
is a composite integer.

We observe that if a > 0, b > 0, h, k ∈ N and least one in non zero, then
trivially at least on of H,K is positive and so

Corollary 6.1. With the conditions of 6.2, if a > 0, b > 0, h, k ∈ N and
least one in non zero then P (xk, yk) is a composite number.

6.1.2 The algorithm

Suppose we want to find all the primes generated by the given polynomial
which are not greater than a given positive real value N . With generality it
is enough to consider only the positive values of x and y. We consider the
plane region bounded by 




x2 + y4 ≤ N
x ≥ 0
y ≥ 0

The subset

AN =
{
(x, y) ∈ Z2, x > 0, y > 0, x2 + y4 = p ∈ P, p ≤ N

}
.

is contained in this region.

• If x, y are both even then P (x, y) is even and greater than 2 and hence
composite. If x, y are both odd and greater than 1 then P (x, y) is also
even and greater than 2 and hence composite. Thus, for first we delete
from the region all these points. (Fig 6.1)

• We apply now Proposition 6.2 and we obtain further cancelations (Fig
6.2)
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Figure 6.1: All the points whose coordinates have the same parity, with the
exception of (1, 1) are deleted at the first step

Figure 6.2: The application of Proposition 6.2 produces new cancelations

• Now we have only points whose coordinates have different parity. If we
consider them (mod 10) and we list the values of P (x, y) (mod 10) we
have

(x, y)( mod 10) 1 3 5 7 9

0 1 1 5 1 1
2 5 5 9 5 5
4 7 7 1 7 7
6 7 7 1 7 7
8 5 5 9 5 5

(x, y)( mod 10) 0 2 4 6 8

1 1 7 7 7 7
3 9 5 5 5 5
5 5 1 1 1 1
7 9 5 5 5 5
9 1 7 7 7 7

Hence, with the exception of (2, 1), we obtain further cancelations also.
(Fig 6.3)
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Figure 6.3: New cancelations are obtained with the congruences (mod 10)

• We apply now Proposition 6.2 and we obtain further cancelations. 1

• We consider the square Q1 as in figure C.4 and we choose all the integer
points on is boundary, which coordinates are both non-zero, i.e (1, 1):
we have P (1, 1) = 2 so we must cancel from the region all the points
which coordinates are 




xh = 2h+ 1

yk = 2k + 1.

where h, k ∈ N and not both zero.

Figure 6.4: In this case no new cancelations

• Now we consider the square Q2 as in figure 6.4 and we choose all the
integer points on is boundary, which coordinates are both non-zero and
which survived to the first step, i.e (1, 2) (2, 2) ,(2, 1).We have

1Not illustrated here
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– P (1, 2) = 17 so we must cancel form the region all the points
which coordinates are

{
xh = 17h+ 1
yk = 17k + 2.

where h, k ∈ N and not both zero.

– P (2, 2) = 20 so we must cancel form the region all the points
which coordinates are

{
xh = 2h+ 2
yk = 2k + 2.

as well as all the points which coordinates are

{
xh = 5h+ 2
yk = 5k + 2.

where h, k ≥ 0

– P (2, 1) = 5 so we must cancel form the region all the points which
coordinates are {

xh = 5h+ 2
yk = 5k + 1.

where h, k ∈ N and not both zero.

Figure 6.5: The square Q2 with red points representing the points where
P (x, y) takes prime values

• We continuate this procedure until all the points of the region have
been either canceled or they get a prime value.
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6.2 How to find the primes of the form x3+2y3

The procedure is similar to the previous but there something is different
because, in this case, we have a polynomial of odd degree. First of all, if we
fix positive real number N and we consider the set

AN =
{
(x, y) ∈ Z2, x3 + 2y3 = p ∈ P , p ≤ N

}

could be not finite. So we must consider a better set like

AN,a,b =
{
(x, y) ∈ Z2, x ≥ a , y ≥ b, x3 + 2y3 = p ∈ P , p ≤ N

}

which is contained in the region




x3 + 2y3 ≤ N
x ≥ a
y ≥ b.

• First of all, we notice that all the points on the axis must be deleted
as well as all the points with the coordinates that are both even (Fig.
6.6)

Figure 6.6: All the points of the axis and all the points with coordinates both
even must be canceled.
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• Next we make use of congruences (mod 10) and we obtain further can-
celations. (Fig 6.7)

(x, y)( mod 10) 0 1 2 3 4 5 6 7 8 9

1 1 3 7 5 9 1 3 7 5 9
3 7 9 3 11 5 7 9 3 11 5
5 5 7 1 9 3 5 7 1 9 3
7 3 5 9 7 1 3 5 9 7 1
9 9 1 5 3 7 9 1 5 3 7

Figure 6.7: Further cancelations form congruences (mod 10)

• Then we procede as before considering the square Q1. We notice that if
P (a, b) = p and if (−a,−b) i still in the considered region, immediately
we can use the fact that P (−a,−b) = −p. (Fig 6.8)

• Then we shall consider a square Q2 and repeat the procedure.

• We continuate this procedure until all the points of the region have
been either canceled or they get a prime value.
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Figure 6.8: Further cancelations from the red points where P (x, y) takes
prime values, by means of Proposition 6.1

6.3 How to find the primes of the forms x2 +1

Even dough it is not known if there are infinitely many primes of the form
x2 + 1 it is quite simple to find them within a given bound. First if P (x) =
x2 + 1 is prime and greater than 2 trivially x must be even. Let N a given
bound and let x even; if x2 +1 ≤ N is a composite number then it must have

an odd prime factor p ≤
[√

N
]
. By quadratic reciprocity law if p is odd and

p|p(x) then p ≡ 1 (mod 4) and conversely. So if p is an odd prime then there
is an integer a so that

• 1 ≤ a ≤ p− 1.

• a2 + 1 ≡ 0 (mod p).

• If b = p− a then b2 + 1 ≡ 0 (mod p).

Hence

• We start with x = 1 and we obtain p(1) = 2 (the only case where x is
odd).
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• All the points x = 2k + 1 k > 0 must be canceled.

• Since x = 2 and x = 4 have not been canceled it follows that p(2) and
p(4) must be prime numbers.

• We consider the points of the form

(5a) x = 5k + 2 k ≥ 1.

(5b) x = 5k + 3 k ≥ 0.

and we cancel all of them. Since x = 6, x = 10 have not be canceled
p(6), p(10) must be prime numbers.

• We consider now the points of the form

(13a) x = 13k + 5 k ≥ 0.

(13b) x = 13k + 8 k ≥ 0.

and we cancel all of them. Since x = 14, x = 16 have not be canceled
p(14), p(16) must be prime numbers.

• We continuate this procedure until all the primes of the form p ≡ 1

(mod 4) not greater than
[√

N
]

have been considered.

• The remaining point x have the properties that P (x) = x2 + 1 is a
prime number. For instance if N = 1000 we have to consider only the
points x = 1, 2, 4, 6, 10, 14, 16, 20, 24, 26 in order to obtain primes of the
form x2 + 1 ≤ 1000. (Fig 6.9 )
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Figure 6.9: The red points representing the values of x such that x2 + 1 is
prime and not greater than 1000

176



Part IV

Appendices

177





Appendix A

The polynomial of
Heath-Brown

Let

P (m,n) =
(
n2 + 15

) {
1 −

(
m2 − 23n2 − 1

)2}− 5

If we consider the diophantine equation

m2 − 23n2 − 1 = 0

we notice that this is a special case of the so called “ Pell equation” with
fundamental solution m0 = 24, n0 = 5. As it is well known from the theory
of Pell’s equations, the recurrences

{
mk+1 = m1mk + 23n1nk

nk+1 = m1nk + n1mk

for every k ∈ N , k > 1 get us the whole set of positive integral solutions. It
follows that

P (mk+1, nk+1) = n2
k+1 + 10

and so P takes arbitrarily large positive values because, as it is easy to
see by induction, the sequence of integers (nk)k is strictly increasing. Assume
that P (m,n) admits a fixed divisor d. We have that P (0, 0) = −5 so only
the values d = ±5 are possible and so any for any other value of P (m,n) it
would be 5|P (m,n). But P (−4, 1) = −1013 and this get us a contradiction.
So P (m,n) does not admit any fixed divisors. Now we are going to
prove that P (m,n) is irreducible in Z[m,n]. For if

P (m,n) = T (m,n)S(m,n)
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where T (m,n), S(m,n) are non trivial factors in Z[m,n], then

P (0, n) = T (0, n)S(0, n)

as polynomial in Z[n] would be reducible, because the degree of P (0, n) is
still 6 (as the degree of P (m,n). But as it easily seen, in our case

p(n) = 529n6 + 7981n4 + 690n2 + 5

which is irreducible in Z[m] and this is a contradiction.
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Appendix B

A very brief survey on Sieve
Methods

B.1 Sieve of Eratosthenes-Legendre

The theory of “Sieve Methods” has is root in the Sieve of Eratosthenes, the
well known algorithm for finding all the primes. This algorithm rests on the
fact that a natural number n si prime if and only if it is not divisible by
any other prime smaller than itself. To find all the primes lesser than a give
positive real number x, we write down the list

2, 3, 4 . . . [x] .

Since 2 is prime, it is left untouched but every proper multiple of it is crossed
out. The next number in the sequence is 3 and it has not been crossed out
yet. Hence it is prime. Therefore it is left in the list and we cross out every
proper multiple of it. Since, if an integer n ≤ x is composite at least one of its
prime factors has to be not greater than

√
x, we continue this process up to

[
√
x]. The numbers which have not been crossed out are exactly the primes

not greater than x. following Legendre, we can set up this procedure into
an “analytical framework”. Let z any positive real number and let P (z) be
the product of all primes less than z. A positive integer n does not have any
prime factor less than z if and only if (n, P (z)) = 1. Hence the characteristic
function of the set of all such integers is expressed as

∑

d|(n,P (z))

µ(d). (B.1)
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where µ is the Moebius function. Hence (B.1) could be identified with Er-
atosthenes’ Sieve. It follows that

π (x) − π
(√

x
)

+ 1 =
∑

n≤x

∑

d|(n,P (
√

x))

µ(d).

and so

π (x) − π
(√

x
)

+ 1 = x
∑

d|P (
√

x)

µ(d)

d
+

∑

d|P (
√

x)

µ(d)
{[x
d

]
− x

d

}
.

But ∑

d|P (
√

x)

µ(d)

d
=
∏

p≤√
x

(
1 − 1

p

)
.

and so we obtain the exact formula

π (x) − π
(√

x
)

+ 1 = x
∏

p≤√
x

(
1 − 1

p

)
+

∑

d|P (
√

x)

µ(d)
{[x
d

]
− x

d

}
.

We would like consider

x
∏

p≤√
x

(
1 − 1

p

)
.

as the “main term” and
∑

d|P (
√

x)

µ(d)
{[x
d

]
− x

d

}
.

as an “error term”. But this is hopeless because we cannot do much better
than {[x

d

]
− x

d

}
= O(1).

and so we have that
∑

d|P (
√

x)

µ(d)
{[x
d

]
− x

d

}
= O

(
2π(

√
x)
)
.

This of course, is much greater than the “main term”. Anyway, the same
underlying ideas cam be used to obtain estimates for the number of integers
not greater than x and coprime by any prime lesser than z provided z is
much smaller than

√
x. For instance, if we choose z = log x then we obtain

that
π (x) ≪ x

log log x
.

This result is weak compare to the statement of PNT or even to Chebyshev’s
bounds [4]but nevertheless it tell us that the set of prime numbers has density
0.
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B.2 Brun’s Sieve

In 1915 Brun [3] had a very clever rather simple idea: he threw out the exact
formula (B.1) and replaced it by an inequality bounding the characteristic
function from above and below so that he could gain an effective control over
the size of participating factors of P (z). His idea is embodied in

∑

d|(n,P (z))
υ(d)≤2l+1

µ(d) ≤
∑

d|(n,P (z))

µ(d) ≤
∑

d|(n,P (z))
υ(d)≤2l

µ(d). (B.2)

with υ(d) the number of different prime factors of d. These inequalities are
called at the present “Brun’s Sieve” and they are the basis of the modern
theory of the Sieve Method. By means of them it is possible to show that if

π2(x) = |{p ∈ P : p ≤ x, p+ 2 ∈ P}| .

then

π2(x) ≪
x (log log x)2

(log x)2 .

and so ∑

p∈P
p+2∈P

1

p
< +∞.

B.3 The Selberg Sieve

Let A any finite set of positive integers. Let P any finite set of primes and
let P =

∏
p∈P

p. Let

S (A,P, x) =
∑

n∈A
(n,P )=1

1.

Let |A| = N ∈ N. For every d ∈ N let

Ad = {n ∈ A : d|n} .

Suppose there exists a multiplicative function f(d) such that

|Ad| =
f(d)

d
N +R(d).
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where |R(d)| ≤ f(d) and d > f(d) > 1. In [36] Selberg proved that

S (A,P, x) ≤ N

Qx

+ x2
∏

p∈P
p≤x

(
1 − f(p)

p

)−2

(B.3)

where
Qx =

∑

d|P
d≤x

g−1 (d).

and

g(n) =
∏

d|n

µ (n/d) d

f(d)
.

The Selberg’s sieve is better than the Brun’s sieve, for instance if applied to
the Twin’s problem it get

π2(x) ≪
x

(log x)2 .

which is a better than the result from Brun’s sieve.

B.4 The Large Sieve

Let N ∈ N and for every prime p ≤
√
N let f(p) residue classes modulo p be

given with 0 ≤ f(p) < p. Given a set IN of N consecutive natural numbers
we call IN as “ interval of natural numbers of length N” and we indicate it
as IN . In AN denotes the subset of IN which elements are not in any of the
f(p) residue classes, then it is possible to show that

|AN | ≤
(1 + π)N∑

p≤
√

N

p− f(p)
.

This inequality is called “Large sieve inequality” and it is due to the work of
Linnik [22]. Roughly speaking the reason for the name is the following: for
each prime p ≤

√
N we eliminate f(p) classes mod p where f(p) can gets

large as p does.

B.5 The parity problem

The following example due to Selberg [38] shows a severe limitation of the
sieve methods, now know as “ parity problem”. Let 1 ≤ z ≤ x real
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numbers.
Let Aodd (respectively Aeven) the set of natural numbers n such that

1. n ≤ x

2. If p ∈ P is a divisor of n then p ≥ z

3. The number of prime factors of n counted with multiplicity, is odd.(respectively
even)

Let
Φodd (x, z) = |Aodd| .

Φeven (x, z) = |Aeven| .
Suppose that ρd is a bounded sequence of real numbers satisfying

∑

d|n
µ(d) ≤

∑

d|n
ρ(d).

with ρd = 0 for d > z. Then, by means of Selberg’s sieve, it is possible to
show that for any 0 < θ < 1 and for z < xθ one has

Φodd (x, z) ≤ x

2

∑

d

ρ(d)

d
+O

(
x (log z) exp

(
−c1 (log x)1/2

))
.

and

Φeven (x, z) ≤ x

2

∑

d

ρ(d)

d
+O

(
x (log z) exp

(
−c2 (log x)1/2

))
.

for suitable c1 and c2 positive real constants. In particular for Φodd (x,
√
x)

and Φeven (x,
√
x) the method gives the same upper bound:

(2 + o(1))
x

log x
.

whereas it is possible to show that

Φeven

(
x,
√
x
)

= 0.

and
Φodd

(
x,
√
x
)

= (1 + o(1))
x

log x
.

Thus the sieve method is unable to give a useful upper bound for the first
set, and overestimate the upper bound on the second set by a factor of 2.
Roughly speaking we can say that without other tools the sieve methods are
unable to distinguish between a set whose elements are all products of an
odd number of primes and a set whose elements are all products of an even
number of primes.
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Appendix C

Some graphics

x

y

z

Figure C.1: The surface x3 + 2y3 + 4z3 + xyz = 0 used in Lemma 5.1
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x
y

z

Figure C.2: The surface x3 + y3 + z3 − 5xyz = 0 used in Lemma 5.10

x
y

z

Figure C.3: The surface x3 + y3 + z3 + 3xyz = 0 used in Lemma 5.10
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x

y

z

Figure C.4: The surface x3 + y3 + z3 − 3xyz = 0

x

y

z

Figure C.5: The surface x3 + y3 + 10z3 − 3x2y + 3xy2 = 0 used in Lemma
5.10
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Appendix D

Notation

D.1 Sets

• N is the set of natural numbers.

• Z is the set of integer numbers.

• Q is the set of rational numbers.

• R is the set of real numbers.

• C is the set of real numbers.

• P is set of ordinary prime numbers.

• I is the interval (0, 1).

• I is the interval [0, 1].

• Rn
x is the ordinary Rn space where we choose the variable x to indicate

its points.

• If A is a finite set |A| denotes its cardinality

• If A is a set we write |A| = ∞ to say that it is an infinite set.

• ÃR = {x ∈ Zn : |x| < R}.

• Ã2
R = AR × AR.

• AR = {x ∈ Zn : 0 < |x| < R}.

• A2
R = AR × AR.
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• AR = {x ∈ Zn : 0 < |x| ≪ R}.

• A2
R = AR × AR.

• A′
R = {x ∈ Zn : |x| ≪ R}.

D.2 Algebra

• If f1 and f2 are polynomial of Z[x] with x ∈ Rn then (f1, f2) denotes
their maximum common divisor.

• Q (x1, . . . , xn) denote the field of rational functions of x1, ..., xn.

• If A is a matrix r(A) denotes its rank.

• If Q is a quadratic form r(Q) denotes its rank.

• If B is a bilinear form r(B) denotes its rank.

• If P is a polynomial ∂P denotes its total degree.

D.3 General Functions

• If x ∈ R then |x| is the usual absolute value.

• If z ∈ C then |z| is the usual absolute value.

• e(t):
e : [0, 1] → R
t→ e2πit.

D.4 Arithmetical Functions

• If a and b are non zero integers then (a, b) denotes their maximum
common divisor.

• If we have a1...an ∈ Z and we want to say that they have no non-trivial
common factors, we write (a1...an) = 1.

• If x ∈ Zn: |x| = max
i=1...n

{|xi|} .

• If x is any real number:

‖x‖ = min {x− [x] , [x] + 1 − x} .
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• If x = (x1 . . . xn) ∈ Zn and q > 1 is any positive integer, then x (mod q) =
y = (y1 . . . yn) ∈ Zn where:

{
yi ≡ xi (mod q) ∀i = 1 . . . n
0 ≤ yi ≤ q − 1 ∀i = 1 . . . n.

• If n is a positive integer then µ(n) denotes the Möbius function.

• If n is a positive integer then ϕ(n) denotes the Euler’s totient function.

• If x is a real number, then [x] denotes the integer part of x i.e the
greatest integer such that m ≤ x.

D.5 Miscellaneous

• µL denotes the usual Lebesgue measure on R.

• If x ∈ Rn is a column vector,xt ∈ Rn is its transpose i.e a row vector.

• ≪something means that the implied constant depend on “something”
only. The same for something ≫.
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Appendix E

Some useful results

We collect here some results from various parts of Mathematics, without
proofs. We refer to [6] for further details.

Proposition E.1. Given a cubic polynomial φ (x) in n variables with cu-
bic part C (x) let H (x) the determinant of the hessian matrix of C (x). If
C (x) 6= 0 for every x ∈ Zn − {0}, then H(x) does not vanish identically.

Proposition E.2. Let f1 (x) , · · ·fN (x) homogeneous polynomials in Zn[x].
Let ∂fi be the degree of fi Let

AR = {x ∈ Zn − {0} : f1 (x) = 0, · · · fN (x) = 0, |x| < R } .

where R ∈ R+. Assume that there exists two continuous functions α : R →
R+, β : R → R+, γ : R → R+.

• N ≤ α(n) for every n ∈ N.

• max {∂f1, . . . ∂fN} ≤ β (n).

• |AR| > ARn−1 where A > γ(n) for every n ∈ N.

If

J (x) =




∂f1(x)
∂x1

· · · ∂f1(x)
∂xn

...
. . .

...
∂fN (x)

∂x1
· · · ∂fN (x)

∂x1


 .

then there exists x0 ∈ AR such that

ν (J (x0)) ≤ r − 1.

where ν is the rank of the matrix J .
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Proposition E.3. Let




a11y1 + . . . a1nyn = 0
...
am1y1 + . . . amnyn = 0.

be a system of homogeneous linear equations with exactly r linearly indepen-
dent integral solutions. Then there exists r linearly independent integral
solutions y(1) . . .y(r) such that:

• every integral solution y is expressible (uniquely) as

y = u1y
(1) + . . . ury

(r). (E.1)

where u1, ...ur ∈ Z.

• We have ∣∣y(1)
∣∣ ≤

∣∣y(2)
∣∣ . . . ≤

∣∣y(r)
∣∣ . (E.2)

• There exist c = c(r, n) ∈ R+ such that if y is any solution expressed as
in (E.1) then

|u1|
∣∣y(1)

∣∣ + . . . |ur|
∣∣y(r)

∣∣ ≤ c |y| . (E.3)

Proposition E.4. Let the cubic form C such that C (x) 6= 0 for every x ∈
Zn−{0} ad it does not split. Then for every ε > 0 there exist R0 = R0(n, ε)
such that if R > R0

|ZC(R)| < Rn−n−1+ε. (E.4)

where

ZC(R) =

{
(x,y) ∈ Zn × Zn : ∀j = 1...n ⇒ Bj (x|y) = 0,

{
0 < |x| < R.
0 < |y| < R.

}

and

Bj (x|y) =

n∑

i=1

n∑

k=1

ci,j,kxiyk j = 1...n.

are the bilinear equations associated with the cubic form C.

Proposition E.5. Let

L̂ = {Lj : Rn → R j = 1 . . . n} .

a set of linear forms in n variables such that

Lj (u) =

n∑

k=1

λj,kuk.
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with λj,k = λk,j for every j and k. Let A > 1 and 0 < Z < 1. Let 1

V (Z) =
{
u ∈ Zn : 0 < |u| < ZA, ‖L (u)‖ < ZA−1

}
. (E.5)

If |V (Z)| > 0 then there exists u ∈ Zn such that

{
0 < |u| ≪ ZA |V (Z)|− 1

n

‖L (u)‖ ≪ ZA−1 |V (Z)|− 1
n .

Further, if there exists a suitable constant c = c(n) such that

cZ |V (Z)|− 1
n ≤ Z1 ≤ Z. (E.6)

then

|V (Z1)| ≫
(
Z1

Z

)n

|V (Z)| . (E.7)

Proposition E.6. Let α ∈ [0, 1) and let θ > 0 a real parameter such that

|S (α)| > P n− 1
4
nθ.

for P “large enough”. Let 0 < δ < θ. For any ε > 0 we have one of the
following three alternatives: either

I If

C1 =
{
(x,y) ∈ A2

P θ+2ε,B (x|y) = 0
}
.

then

|C1| ≫ P nθ−nδ.

or

II If

C2 =
{
x ∈ AP θ+2ε : ∃y ∈ AP θ+2ε , ‖αB (x|y)‖ < P−3+2θ+4ε

}
.

then
|C2| ≫ P nθ−nδ.

or

III α has a rational approximation a/q such that

• (a, q) = 1.

1As for bilinear forms, the symbol L (u) is a shortcut to say that a given condition
must be satisfied for every form Lj(u) with j = 1...n
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• 1 ≤ q ≤ P 2θ−δ+5ε.

• |qα− a| < P−3+2θ+5ε.

Proposition E.7. Let
H : Rn → R.
E : Rn → R.

with

H (x1 . . . xn) =
n∑

i1=1

· · ·
n∑

id=1

ai1...idxi1 . . . xid

E (x1 . . . xn) =
n∑

i1=1

· · ·
n∑

in=1

bi1...id′
xi1 . . . xid′

.

be forms with integer coefficients, not identically zero of degrees d and d′

respectively. Let d > d′. Let

{
px ∈ Z : px = H(x)
qx ∈ Z : qx = H(x).

the integer values of the forms, corresponding to a given x. For any ε > 0
let

I = {x ∈ Zn : |x| < R, px 6= 0, px|qx } .
If there exist a positive integer m such that

{
|ai1...id| < Rm ∀ (i1 . . . id) ∈ {1 · · ·n}d

∣∣bi1...id′

∣∣ < Rm ∀ (i1 . . . id) ∈ {1 · · ·n}d .

as R is a “large” real number, then

|I| ≪ Rn−1+ε.

For the following Proposition, we quote [34] V I, Satz 3.3.

Proposition E.8. Let N ∈ N be any positive integer, let be ξ ∈ [0, 1], let be

SN (ξ) =
∑

p≤N

e (pξ).

Let be u and t any positive real numbers. If

• q ≤ loguN .

• |β| ≤ N−1 logtN .
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then

SN

(
a

q
+ β

)
= S̃N (q, β) +O

(
Ne−c

√
log N

)
N → ∞ . (E.8)

where

S̃N (q, β) =
µ (q)

φ (q)

∑

2≤n≤N

e (nβ)

log n
.

For the following Proposition, we quote [19] , Satz 382

Proposition E.9. If k l are positive integers and (k, l) = 1 then

π (x, k, l) =
∑

p∈P

p≤x
p≡l ( mod k)

1 =
1

ϕ(k)

x∫

2

du

log u
+O

(
xe−α

√
log x
)
.

where α > 0 is an absolute constant and in particular

π (x, k, l) =
∑

p∈P

p≤x
p≡l ( mod k)

1 =
1

ϕ(k)

x

log x
+ o

(
x

log x

)

For the following Proposition we quote [29]

Proposition E.10. Let K a field and x = (x1, . . . xk) ∈ Kk. If

F1 (x) , . . . Fn (x) ∈ K [x] .

and F1 is not identically zero, then there are

Φ1 (x) , . . .Φn (x) ∈ K [x] .

such that
n∑

i=1

Φi (x)Fi (x) = d (x)Ω (x) .

identically, where

• d (x) is the greatest common divisor of the given polynomials.

• Ω (x) is a polynomial in Z [x]not identically zero, such that the formal
partial derivative

∂Ω (x)

∂x1
= 0.

identically.
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Appendix F

Elementary algebra of cubic
forms and polynomials

F.1 Cubic forms

We are going to see some algebra of a cubic form that let us understand
better the useful role of bilinear forms.

Proposition F.1. Let C be a cubic form in n variables. If

G (x,y, z) = C (z + x + y) − C (z + x) − C (z + y) + C (z.)

then

G (x,y, z) =
n∑

j=1

zjBj (x|y) + η (x,y) .

where Bj (x|y) j = 1...n are the associated bilinear forms and η((x|y) is a
polynomial which does not depends from the variable z.

Proof. We have

C (z + x + y) =
n∑

i,j,k=1

ci,j,k (zi + xi + yi) (zj + xj + yj) (zk + xk + yk)

C (z + x) =
n∑

i,j,k=1

ci,j,k (zi + xi) (zj + xj) (zk + xk)

C (z + y) =
n∑

i,j,k=1

ci,j,k (zi + yi) (zj + yj) (zk + yk)

C (z) =
n∑

i,j,k=1

ci,j,kzizjzk.
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Let

P1 = P1(i, j, k) = (zi + xi + yi) (zj + xj + yj) (zk + xk + yk)

P2 = P2(i, j, k) = (zi + xi) (zj + xj) (zk + xk)

P3 = P3(i, j, k) = (zi + yi) (zj + yj) (zk + yk)

P4 = P4(i, j, k) = zizjzk.

If we consider
S = S(i, j, k) = P1 − P2 − P3 + P4.

it is an elementary calculation to check that

S = T1 + T2.

where

T1 = (xiyjzk + xiykzj + xjyizk + xjykzi + xkyizj + xkyjzi) .

T2 = (xixjyk + xixkyj + xjxkyi + xiyjyk + xjyiyk + xkyiyj) .

Now

G (x,y, z) =

n∑

i,j,k=1

ci,j,kS(i, j, k).

hence

G (x,y, z) =
n∑

i,j,k=1

ci,j,kT1 (i, j, k) +
n∑

i,j,k=1

ci,j,kT2 (i, j, k).

If we call

η (x,y) =
n∑

i,j,k=1

ci,j,kT2 (i, j, k).

we have

G (x,y, z) =

n∑

i,j,k=1

ci,j,kT1 (i, j, k) + η (x,y) .

But, by definition, ci,j,k in invariant by any permutation of indices an so

n∑

i,j,k=1

ci,j,kT1 (i, j, k) = 6
n∑

i,j,k=1

ci,j,kxiyjzk =
n∑

i,j,k=1

c′i,j,kxiyjzk.

Hence

G (x,y, z) =
n∑

j=1

zjBj (x|y) + η (x,y) .
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F.2 Cubic polynomials

If we a have a cubic polynomial φ instead a cubic form we have a similar
result:

Proposition F.2. Let φ be a cubic polynomial in n variables. If

H (x,y, z) = φ (z + x + y) − φ (z + x) − φ (z + y) + φ (z) .

then

H (x,y, z) =
n∑

j=1

zjBj (x|y) + η (x,y) .

where Bj (x|y) j = 1...n are the bilinear forms associated with the cubic part
of the polynomial φ and ξ (x|y) is a polynomial which does not depends from
the variable z.

Proof. It is enough to show that the linear part as well as the quadratic part
of φ gives rise to a contribution which does not depends from the variable z.
If

L (x) =

n∑

i=1

aixi.

denotes the linear part, we have that

L (z + x + y) − L (z + x) − L (x + y) + L (z) = 0 ∀x,y, z ∈ Rn.

If

Q (x) =
n∑

i,j=1

qi,jxixj .

denotes the quadratic part, we have that

Q (z + x + y) −Q (z + x) −Q (x + y) +Q (z) =
n∑

i,j=1

(xiyj + yixj).

Hence, by setting

ξ (x|y) =
n∑

i,j=1

qi,j (xiyj + yixj).

the result follows.
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Appendix G

The polynomial of Matiyasevich

G.1 Introduction

Definition G.1. We say 1 that set A ⊆ Z is diophantine if there exists
a polynomial

p (t,x) ∈ Z [t, x1 . . . xn] .

such that
A = {a ∈ Z : ∃xa ∈ Zn, p (a,xa) = 0} .

Example G.1. The subset N of Z is diophantine because if we choose

p (t,x) = x2
1 + x2

2 + x2
3 + x2

4 − t.

we have that
{a ∈ Z : ∃xa ∈ Zn, p (a,xa) = 0} = N

Definition G.2. We say that set A ⊆ Z is listable if there is an algorithm
that prints A, i.e., a Turing machine such that A is the set of integers it
prints out when left running forever.

Example G.2. The set of integers expressible as a sum of three cubes is
listable. Namely,

1. Print out
F (x, y, z) = x3 + y3 + z3.

with 



0 ≤ |x| ≤ 10
0 ≤ |y| ≤ 10
0 ≤ |z| ≤ 10.

1We have borrowed extensively from the survey of B. Poonen [33].
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2. Print out

F (x, y, z) = x3 + y3 + z3.

with 



0 ≤ |x| ≤ 100
0 ≤ |y| ≤ 100
0 ≤ |z| ≤ 100.

3. ecc. ecc.

Note G.1. A similar argument shows that any diophantine subset of Z is
listable.

Definition G.3. We say that set A ⊆ Z is computable if there is an
algorithm for deciding membership in A , i.e., an algorithm that takes as
input an integer a and outputs YES or NO according to whether a ∈ A.

Any computable set is listable, since given an algorithm for deciding
membership in A, we can apply it successively to 0, 1,−1, 2,−2, ... and print
each number for which the membership test returns YES. The converse is
false: in 1936 A. Turing proved, among others, that:

Theorem G.1. (Turing) There exists a listable set that is not computable.

In 1970 Davis, Putnam, Robinson, Matiyasevich, proved the following
remarkable theorem:

Theorem G.2. (DPRM) A subset of Z is listable if and only if it is dio-
phantine.

As a consequence of this theorem we have:

Theorem G.3. There exists a polynomial

F (x1 . . . xn) ∈ Z [x1 . . . xn] .

such that if we consider the associated polynomial function

F : Nn → Z.

we have that the positive integers in its range are exactly the prime num-

bers.
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Proof. The natural number version of the DPRM theorem gives a polynomial
p (t,x) such that for a ∈ N, the equation

p (a,x) = 0.

is solvable in natural numbers if and only if a is prime. We define

F (t,x) = t
{
1 − [(p (t,x))]2

}
.

This polynomial can be positive only when

p (t,x) = 0.

and in this case, t is prime and

F (t,x) = t.

Conversely, every prime arises this way.

A reasonably simple prime-producing polynomial in 26 variables was con-
structed in [18] J. P. Jones, D. Sato, H. Wada, and D. Wiens. Later, Matiya-
sevich constructed a 10-variable example.
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Appendix H

The “road maps” of the FTP
and STP

We present here two graphics conceptual maps about the First and the Sec-
ond Theorem of Pleasants. In every item of each of them it is indicated the
number of the correspondent section in the text where the mentioned argu-
ment is developed. In this way we think it is more easy to follow the path of
the proof.
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Figure H.1: The road map of FTP.
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Figure H.2: The road map of STP.
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