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Abstract

This thesis deals with the study and development of innovative techniques for the
synthests of antennas able to fulfill the tight requirements of modern wireless com-
munication systems. By exploiting the advantages given bu the use of geometries
based on spline and fractal shapes, the aim of the proposed synthesis techniques is
the design of small Ultra-Wideband (UWB) and multi-band antennas. The syn-
thesis of UWB antennas is carried out by means of two different approaches which
consider the antenna characterization in the frequency and in the time domain,
respectively. The antenna structure is based on a spline representation which
allows the description of complex contour by means of a limited set of control
parameters. Regarding the synthesis of multi-band antennas, an approach based
on the perturbation of fractal geometries is proposed. The perturbation breaks
the fized relationships among resonances typical of standard fractal geometries,
allowing the use of fractal antennas for practical applications. By exploiting the
knowledge acquired during the synthesis of UWB spline-shaped antennas, a pre-
liminary assessment of an approach for the design of multi-band antennas with
spline-based geometries is also reported. Finally, the integration of UWB an-
tennas in array layouts is addressed. Towards this end, first a methodology for
the design of aperiodic UWB linear arrays populated by spline-shaped radiating
elements 1s proposed. Successively, the design of an array of UWB elements for
imaging applications is described. In order to assess the effectiveness as well as
the reliability of the proposed antenna synthesis approaches, both numerical and
experimental results are reported.

Keywords
Antenna synthesis, ultra-wideband (UWB) antennas, multi-band antennas, frac-
tal geometries, spline curves, UWB arrays, aperiodic arrays.
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Structure of the Thesis

The thesis is structured in chapters according to the organization detailed in
the following.

The first Chapter deals with an introduction to the thesis, focusing on the
main motivations and on the subject of this work.

Chapter 2 presents the antenna synthesis problem which can be conveniently
formulated as an optimization problem.

In Chapter 3, an approach for the synthesis of spline-shaped UWB anten-
nas carried out in the frequency domain is proposed. The effectiveness of the
approach is pointed out by the reported numerical and experimental results re-
garding the realization of different prototypes. The flexibility of the proposed
approach in dealing with different project requirements is demonstrated through
the synthesis of UWB antenna with frequency notched characteristics.

A time domain approach for the synthesis of UWB antennas whose geometry
is based on the spline representation is described in Chapter 4. The reported de-
sign examples demonstrate the capability of the proposed approach to synthesize
antennas fulfilling the time domain UWB requirements.

Chapter 5 deals with the synthesis of multi-band antennas. A approach
based on the analysis of the perturbation of fractal geometries is reported and
its effectiveness is validated by means of a representative result concerning the
realization of a three-band Sierpinski antenna. A preliminary assessment of an
approach for the synthesis of multi-band antennas with spline-based geometries
is also reported.

XV



A methodology for the design of UWB aperiodic linear array constituted by
spline-shaped radiating elements is proposed in Chapter 6.

In Chapter 7, the realization of an array of UWDB antennas suitable for imag-
ing applications is described and discussed.

Conclusions and further developments are presented in Chapter 8.
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Chapter 1

Introduction

Driven by the great expansion of telecommunication sectors such as mobile tele-
phony or personal communications, much research has been recently invested in
developing innovative antenna systems which must meet different requirements
depending on the particular application. Among all the possible attributes an an-
tenna should possess, the most highly desirable are the “ultra-wideband (UWB)”
and the “multi-band” behavior, depending if the antenna is intended for the trans-
mission of a large amount of data or for multi-services applications, respectively.
In addition, small dimensions and good radiation properties are also usually re-
quired. In this sense, the antenna system turns out to be a key component that
must be carefully designed in order not to compromise the performances of the
whole communication system.

Dealing with many present communication applications that require the trans-
mission of a huge amount of information, UWB antennas are able to provide
high data rates by transmitting/receiving very short time pulses. However, this
makes the synthesis as well as the analysis of UWB antennas very demanding
tasks, since also the quality of the transmitted and the received signals must
be taken into account |1]. Usually, the characterization of radiating systems is
carried out in the frequency domain by analyzing some parameters such as ef-
ficiency, input impedance, gain, polarization properties and radiation patterns
[2]. All these terms depend strongly on frequency [3|. Dealing with narrowband
systems, such parameters can be analyzed at the center frequency, providing a
comprehensive description of the system. When UWB systems are considered,
antenna parameters can be expressed as a function of frequency, or they can be
properly translated in the time domain.

Several antennas operating over ultra-wide frequency ranges have been pro-
posed over the last years. Their designs are usually based on the optimization
of the geometrical descriptors of reference shapes. These techniques allow the
description of the geometrical characteristics of the antenna in a simple and
effective way, however, they lack flexibility in generating different antenna con-
figurations which is usually required for designing antennas that fulfill difficult
requirements. An alternative and much more flexible approach is to represent



the antenna geometry with spline curves. The spline representation allows the
definition of complex curvilinear shapes which are described by a small set of
control points.

Concerning multi-band antennas, in the last years, several antenna designs
have been proposed. Promising solutions are certainly represented by the so-
called “fractal antennas”. Fractal antennas are radiating systems that employ
fractal rather than Euclidean geometric concepts in their design. The term “frac-
tal” was originally coined by Mandelbrot [4] to name a family of complex shapes
that are self-similar, that is, they are composed by many copies of themselves
at different scales. In other words, it can be said that fractals have no charac-
teristic size [5]. Such a particular property allows fractal antennas to defy the
strong relationship between the behavior of the antenna and its size relative to
the operating frequency, which has represented for decades a tight constraint to
the antenna designer. Moreover, the recursive methodologies usually involved
in the generation of the fractal geometries result in the possibility to enclose
an infinitely long curve in a finite area. By an engineering perspective, this
means the possibility to add more electrical length in less volume. Thanks to
such unique properties, fractal-shaped antennas have recently demonstrated to
be good candidates for both miniaturization and multi-band purposes.

This thesis deals with the study and the development of innovative tech-
niques for the synthesis of radiating systems able to fit the tight requirements
needed by modern wireless communication applications. The underlying idea of
these techniques is the exploitation of the advantages given by spline and fractal
geometries to design small UWB and multi-band antennas.

Regarding UWB antennas, their synthesis is first carried out by means of
an optimization strategy in which the description of the antenna geometry is
based on the spline representation. As commonly adopted, the characterization
of the antenna is carried out in the frequency domain. Nevertheless, the antenna
is the result of a full approach aimed at matching all the UWB specifications
including not only the impedance bandwidth but also the need to correctly re-
ceive the transmitted UWB pulse waveform. The effectiveness of the approach is
demonstrated by the reported numerical and experimental results regarding the
realization of different prototypes. Driven by the recent concern about the inter-
ference between UWB systems and other communication standards, the synthesis
of a UWB antenna exhibiting a frequency notched behavior is also reported.

However, two main drawbacks affect an approach based on the antenna fre-
quency domain characterization. First, even if the antenna electrical parameters
can be expressed as a function of frequency, they would lose their usefulness as
compact descriptions of the antenna’s behavior [6]. Secondly, a frequency-by-
frequency analysis would be particular inefficient for very large bandwidths in
terms of required time and computational resources. Therefore, it seems to be
more natural to analyze UWB radiating systems in the time domain, where all
the frequencies are treated together. Accordingly, the development of a fully time
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domain approach for the synthesis of UWB radiating systems is then proposed.
Towards this end, the requirements typical of an UWB communication system
are conveniently translated in the time domain by defining a set of suitable time
domain definitions of classical antenna parameters. More in detail, three main
requirements are identified. The former is that the antenna should be able to
radiate as much energy as possible. Such a constraint is more important in UWB
systems than in narrowband ones because of the very low energy usually char-
acterizing the UWB transmitted waveforms. Secondly, the whole UWB system,
constituted by a pair of antennas, is considered in order to guarantee the non-
distorted reception of the transmitted signal. In other words, the UWB system
is required to be a distortionless system. Finally, as usually required in com-
munication applications, the antennas should present omnidirectional radiation
patterns over all the frequencies. On the basis of this time domain analysis,
an automatic approach for the synthesis of spline-shaped antennas is proposed.
Such an approach provides a high number of degrees of freedom in generating
antenna shapes controlled by a limited number of geometric variables.

Regarding multi-band antennas, the first step is aimed at carefully analyzing
the effects of geometrical perturbations on the performances of different fractal
antennas. As first examples, the Koch and the Sierpinski antennas are consid-
ered. The Koch antenna can be generated from the Koch curve by iteratively
applying the Hutchinson operator. Such antenna has been one of the first to be
thought as a possible simple multi-band antenna and it is an effective example to
illustrate that fractals can improve some features of common Euclidean shapes.
The arising antenna geometry is characterized by a highly rough and uneven
shape, thus suggesting it can become an efficient radiator. On the other hand,
the Sierpinski antenna can be obtained by means of an iterative procedure start-
ing from a main triangle shape. At the first iteration, a central inverted triangle
is subtracted from the main triangle shape. This generates other three equal tri-
angles, each one having one half of the size of the original one. The ideal fractal
Sierpinski gasket is obtained by iteratively performing such a subtracting proce-
dure an infinite number of times. The result is, as many other fractal shapes, a
self-similar structure, i.e., an object composed by many scaled replicas of itself.
The study of the variations of the geometric parameters of the different fractal an-
tennas is devoted to define some a-priori rules for the synthesis process. Towards
this end, a set of descriptive parameters which control the antenna structure at
hand are defined and the achievable antenna performances are studied by means
of numerical simulations. Such an analysis provides useful information for the
definition of analytic relationships for the behavior of the resonant frequencies.
However, since only an exhaustive search for all the possible combinations of the
antenna descriptors would provide an analytic synthesis tool, the analysis is de-
voted to obtain a suitable initialization for global optimization procedures. This
approach allows the identification of the best set of antenna geometric parame-
ters without the need for excessive time and computational resources. The result



is an automatic procedure for the synthesis of multi-band antennas characterized
by perturbed fractal geometries. By exploiting the knowledge acquired during
the synthesis of UWB antennas, a preliminary assessment of an approach for the
synthesis of spline-shaped multi-band antennas is also reported.

The underlying global optimization required for the synthesis of both fractal
and spline-shaped antennas is faced by means of a PSO-based procedure. PSO
is a stochastic evolutionary algorithm based on the movement and intelligence
of the swarms, and it has widely demonstrated its effectiveness in optimizing
difficult multidimensional problems even in the electromagnetic field.

Finally, the integration of UWB antennas into array layouts is discussed.
More specifically, first a methodology for the design of aperiodic linear arrays
constituted by spline-shaped radiating elements is proposed. A good impedance
matching over an extended bandwidth is a necessary requirement for antennas
that must be used as elements of a UWB array, however, maintaining low cross-
polarized radiation over the operating bandwidth is also an important factor
deserving for consideration. Indeed, it is not uncommon for UWB antennas to de-
velop several lobes in the radiation pattern and possess increased cross-polarized
radiation at their upper range of operating frequencies. Consequently, proper
attention is paid during the synthesis process in order to minimize such unde-
sirable behavior that would degrade the performances of the entire UWB array.
Successively, the design of an array of UWB elements for imaging applications
is proposed. The design process consists of two steps. First a UWB monopole
antenna is synthesised to be employed as the element of the array. Consequently,
specific constraints are imposed on the electrical and physical characteristics of
the antenna. Successively, multiple copies of the synthesised element are prop-
erly arranged on the walls of a cubic dielectric chamber in order to obtain an
array fulfilling the requirements needed by imaging applications.



Chapter 2

The Antenna Synthesis Problem

The antenna synthesis problem is based on three main ideas (Fig. 2.1). The
first one is the use of a smart representation of the antenna geometry that allows
the description of the antenna with a limited set of parameters, but that also
must be very flexible in defining different antenna shapes. The second one is
the utilization of an optimization procedure able to cleverly explore the solution
space in order to identify the “best” antenna shape, i.e., an antenna fitting all the
project requirements. The last one is the definition of a customized cost function
taking into account all the project requirements and used by the optimization
procedure as an index of the goodness of the solutions.

In this chapter, the focus is on the optimization procedure, while the other
two blocks (the cost function and the geometry representation) will be deeply
discussed for each one of the antenna synthesis approaches proposed in the next
chapters.

In optimization problems, there exist different solutions which have different
degrees of satisfaction with respect to the project requirement. The degree of
satisfaction is measured through a function, usually called cost function, which is
representative of the problem at hand. Mathematically speaking, the functional
representing the problem has many local minima. The goal of optimization is
the identification of the optimal solution, i.e. of the global minimum.

Optimization strategies can be classified in two big classes: the Local Search
Techniques and the Global Search Techniques. In order to achieve the global
minimum of the problem by means of a local search algorithm, it is mandatory
to choose an initialization point belonging to the attraction basin of the global
minimum. This means that, although effective in terms of convergence speed,
these algorithms require a-priori information for the selection of the initialization
point. Differently, global search algorithms are characterized by the so-called hill-
climbing behavior, meaning that if they are trapped within the attraction basin
of a local minimum, they are able to “climb the hill” and “jump” within the
solution space to reach the global minimum.

Since the type and the number of unknowns to be determined can vary among
the optimization problems, the selection of the proper optimization algorithm is
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Figure 2.1: Main ideas of the antenna synthesis problem.

a key issue and a general rule for this choice does not exist. According to the “no
free lunch” theorems [7], the average performance of any pair of algorithms across
all possible problems is identical. This implies that if an algorithm performs
better than random search on some class of problems, then it must perform
worse than random search on the remaining problems. Roughly speaking, it
means that the choice of the optimization algorithms depends on the problem at
hand.

From a practical point of view, the main features necessary for an optimiza-
tion algorithm are the ability to deal with complex functionals or cost functions,
the simplicity of use, a limited number of control parameters, good convergence
properties and the exploitation of the parallelism offered by modern PC clusters.
In this sense, evolutionary algorithms (EAs) seem to be good candidates. They
have been applied to a huge variety of problems in different and very heteroge-
neous fields ranging from engineering to economics, up to business and natural
science.

In antenna synthesis problem, two evolutionary algorithms are the most com-
monly used: the Genetic Algorithm (GA) and the Particle Swarm Optimizer
(PSO). Genetic algorithms have been proposed by John Holland in 1975. They
basically imitate the concepts of natural selection and evolution, and therefore
they are based on the competition among the agents to find the optimal solution.
Differently from Gas, the PSO is based on the concept of social interaction and
cooperation. As a matter of fact, it has been developed taking inspiration from
the study of the behavior in the motion of swarms of bees, flocks of birds and
schools of fishes.

When dealing with the synthesis of antennas the use of PSO demonstrated to



CHAPTER 2. THE ANTENNA SYNTHESIS PROBLEM

Random
swarm Initialization

N

Antenna Geometry
Generator

v

Performance
Analysis

v

Fitness Evaluation

Swarm
Update

YES NO

Figure 2.2: PSO-based automatic procedure for the synthesis of an antenna.

be more attractive than GA. As a matter of fact, PSO is easier to implement with
respect to the GA, it easier to calibrate since it has fewer control parameters, it
is able to prevent the stagnation since it is based on cooperation instead of com-
petition, and finally, it is particularly efficient in dealing with the optimization of
continuous variables, as usually happens for the antenna optimization problem.

Without entering into the detail, PSO is based on the behavior of the swarms
of bees. The bees explore the space surrounding the nest looking for the regions
with more flowers to collect more pollen as possible. The movement of each bee
is based on the combination of three factors: 1) the knowledge of the place with
the largest amount of pollen encountered by the bee itself, the knowledge of the
place with the largest amount of pollen encountered by the whole swarm and
finally the curiosity of the bee to move towards unexplored places. Analogously,
the exploration of the solution space by the PSO agents is based on the same
three factors (for a more detailed explanation of PSO please refer to [8]).

In order to build an automatic process for the synthesis of an antenna (Fig.
2.2), the PSO optimization procedure is integrated with an antenna geometry
generator (AGG) and a method to analyze the performances of the solutions.
The AGG must be able to model a wide number of trial antenna structures
A as a function of a small set of optimization variables . Starting from the
requirements and the constraints of the antenna that must be designed, the
unknown representative descriptors are tuned through an iterative procedure
aimed at minimizing a suitable cost function 2 (A) which acts as an index of the

7



goodness of the solution, i.e.,

o~

¢ =argmin {Q ()} (2.1)

The final result is the identification of an optimal antenna geometry A= AGG {E},

i.e., an antenna satisfying all the project requirements.

More in detail, a set of initial solutions &{k}; r=1.,Rk=1.,K (r
and k being the trial index and the iteration index, respectively) is randomly
generated. The electric parameters of each trial antenna are computed by means

of an electromagnetic simulator in order to evaluate its fulfilling Q,S’“) = (fl()k))

with the project specifications. At each iteration k of the minimization process,
each PSO particle moves closer to its own best position found so far

(M =arg min {0 (&)} (2.2)

(indicated as personal best position) as well as towards the best position encoun-
tered by the entire swarm,

) = arg_min {2(¢1%)) .

(referred to as global best position) [8] according to the rules of evolution of the
PSO [9]. The process stops whether k = K or k = keon, when Q [AGG (g(k))} <

Neonw, Neonw eing a user-defined threshold. Then, E: ¢®) and A= AGG (g(k)).



Chapter 3

Frequency Domain Synthesis of
UWDB Antennas

Ultra-wideband (UWB) is a term commonly used to describe a wireless technol-
ogy where very short low-power time pulses, which occupy a very large frequency
bandwidth, are transmitted /received. Such a communication technique allows
high transmission data-rates, multipath immunity, low probability of intercept,
low power consumption, and good time domain resolution allowing for local-
ization and tracking application [10]. Moreover, it enables the possibility for a
single system to simultaneously operate in different ways (e.g., as a communi-
cation device, a locator or a radar) [11]. Since the US Federal Communication
Commission (FCC') revision on UWB transmissions in 2002 [12| and the Elec-
tronic Communications Committee (ECC) decision in Europe about the use of
UWB technologies [13], the design of UWB systems has drawn a considerable
attention becoming a key topic in the framework of wireless communications.

As far as the radiating sub-system is concerned, unlike conventional narrow-
band systems where modulated sinusoidal waveforms occupy small portions of
the frequency spectrum, the assumption of a uniform behavior of the antenna
is no longer reliable when dealing with UWB frequency bandwidths and the
distortion of the transmitted time-domain pulses should be taken into account
and carefully prevented. Consequently, UWB antennas turn out to be critical
components of the whole system and their electrical parameters need an accu-
rate optimization in a wide range of frequencies to minimize/reduce the signal
distortions [?]. In order to properly address such an issue, suitable techniques
are necessary since a standard synthesis process aimed at determining classical
frequency-domain parameters of both the transmitting antenna and the receiv-
ing one (e.g., gain, radiation patterns, reflection coefficients, and polarization)
is not enough to ensure the distortionless of the UWB system and the correct
transmission /reception of time-domain pulses. More specifically, the design of
an UWB antenna requires customized synthesis techniques to satisty the UWB
requirements [14] as well as proper analysis tools for an accurate description of

9



the antenna behaviors in the time domain [15].

Generally speaking, two main methodologies for the antenna design can be
usually recognized. The former, indicated as parametric approach, considers a
reference shape defined by a fixed number of geometric descriptors to be opti-
mized to satisfy the project guidelines. In such a framework, different examples of
UWB antennas have been studied starting from simple shapes as triangular [16],
circular disc [17], annular ring [18], rectangular structure [19], diamond [20][21],
and bow-tie [22]. On the other hand, the so-called building-block approach syn-
thesizes the antenna geometry through a suitable combination of elementary
building-blocks as shown in [23] and [24].

In this chapter, by exploiting the best features of both approaches, an in-
novative UWB antenna synthesis method is carefully described and analyzed.
In order to design UWB antennas that meet the user needs, both the simplic-
ity in describing some geometrical characteristics (e.g., the feedline extension,
the groundplane, and substrate dimensions) of the parametric approach and
the flexibility of a mother structure-based method are necessary to allow a fast
and effective synthesis procedure. Moreover, there is the need to integrate the
synthesis technique with an analysis method aimed at evaluating not only the
impedance bandwidth and radiation properties but also taking into account the
effects of the propagation channel on the UWB system. Towards this end, both
the transmitting antenna and the receiving one are considered to simulate the
whole system.

10
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3.1 Spline-shaped Antenna Synthesis

The UWB antenna synthesis problem is formulated in terms of an optimization
problem where a set of unknown representative descriptors are tuned through an
iterative process aimed at fitting suitable requirements/constraints on the elec-
trical behavior in the UWB bandwidth [12][13]. Towards this end, a spline-based
|25] shape generator and a PSO procedure [8] are used to define the convergent
succession of trial solutions. By using a set of “control points” and geometrical
descriptors to code the antenna shape representation, a set of trial geometries
is evaluated at each iteration and updated through the PSO strategy until a
suitable matching between estimated and required specifications is obtained. As
far as the electrical behavior of each trial shape is concerned, a MoM-based |26|
electromagnetic simulator, developed at the ELEctromagnetic DIAgnostic Lab-
oratory (ELEDIA) of the University of Trento and implemented following the
guidelines in [27] and [28], is used to simulate both the transmitting antenna
and the receiving one (assumed of identical shapes) as well as the propagation
channel.

The first issue, addressed in dealing with UWB antenna synthesis, is con-
cerned with a suitable and flexible representation of the antenna shape. To this
end, there is the need to provide an antenna geometry generator (AGG) able to
model a wide set of planar patch structures as a function of a small number of
optimization variables. Accordingly, a combination of “parametric” descriptors
and spline curves [25] (assumed as “building blocks”) seems to be a good solu-
tion. In particular, some antenna features are expressed in terms of the values of
geometrical parameters in fixed ranges. In particular, the feedline is assumed of
rectangular shape as well as both the groundplane and the substrate (Fig. 3.1).
Those parts are fully determined by fixing their extensions (i.e., their lengths and
widths). The description of the antenna geometry is completed by a spline-based
representation aimed at coding complex contours by means of a limited set of
control points.

By assuming a symmetry with respect to the y — z plane, only one half of the
physical structure of the antenna has to be modeled. Let

{oi;1=1,..,L; L =4} (3.1)

be the set of parametric descriptors. More specifically, ¢ is the substrate length,

9 is one half of the substrate width, 3 is one half of the feed-line width, and
. (min) mazx) (min)

¢4 is the length of the groundplane. Moreover, ¢, < ¢ <y , O and

<pl(mm) being fixed constants that define the range of admissible variation of the

[-th descriptor.

As for the remaining part of the antenna geometry, the spline curve used to
model the patch contour is a cubic B-spline curve whose shape is determined by
the positions of a set of N control points P, = (z,,y,), n = 1,...,N. Conse-
quently, the patch perimeter turns out to be smooth since its second derivative is

11
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®1

Figure 3.1: Descriptive parameters of the spline-based antenna representation.

continuous whereas its third derivative is piecewise continuous. Mathematically,
such a curve can be described as a function A (t) = {z (t),y (t)} of the curvi-
linear coordinate t. More in detail, A (¢) is constituted by N curve segments
0n; m=1,..., N such that

N

A(t) = 6, (t—n). (3.2)

n=1

By definition, the curve segments have a compact support domain. In particular,
the generic segment d,, (t — n) is nonzero only for (t — n) € [0, 1], so that A (¢) =
dp (t —mn) when n <t < n+ 1. Moreover, by defining 7 = ¢t — n, each curve
segment ¢, (7) is a linear combination

n (T) = Pu1Qo (7) + PaQ1 (1) 4 Poy1Q2 (1) 4 Poy2Qs (1) (3.3)
of four cubic polynomials Qg (7), @1 (7), Q2 (7), and Q3 (7) defined as

Q(r) = a-7°

Q1(r) = %7’3—724-%

Qa2 (1) = —%7‘3 + %7’2 + %7’ + % (3.4)
Q) =

12
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Figure 3.2: Optimization Process Analysis - Evolution of the antenna shape: (a)
k=0, (b) k=10, (¢) k=19, and (d) k = keonn = 28.

in the domain 7 € [0, 1]. Moreover, the constraints P, = P, and Pyis = Pyy1 =
Py are imposed. In order to avoid the generation of unrealistic structures, the
following constraints are imposed, as well: x1 = 3 and xn = 0.

According to such a representation, a trial antenna shape A is the result of
the application of the operator AGG

A= AGG (§) (3.5)

where

¢ = {(@n,yn),n=1,..,N; p;l=1,...,L}
= {6, j=1,.,J; J=2x N +L} (3.6)

codes the set of variables, to be optimized to fulfill the UWB project require-
ments, which unequivocally identifies the corresponding geometrical model of

A.
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Figure 3.3: Optimization Process Analysis - Plot of (a) |s11|, (b) |sa1l, (¢) Zsa,
and (d) T versus the frequency at different iterations of the optimization process.

The second step to be faced consists in identifying a fast and reliable numer-
ical procedure to evaluate the electric behavior of each trial shape. Because of
the very large frequency band of operation of UWB systems and the transmis-
sion/reception of short time pulses, a natural approach would consider a time-
domain description. However, from an experimental point-of-view, a frequency
domain analysis could be preferable because of the higher achievable measure-
ment accuracy [29]. Taking into account these considerations, a time domain
representation is initially adopted to define the requirements of the transmitting-
receiving antenna system. Then, these requirements are "translated” in the fre-
quency domain using the scattering parameters representation to deal with phys-
ical quantities experimentally-detectable in a straightforward and accurate way.
In order to have a distortionless behavior, the frequency domain transfer function
H (i.e. the ratio between the voltages at the input and the output ports of the
Tx/Rx antenna system) should satisfy the following constraints: (a) flat ampli-
tude response and (b) phase response with a linear dependence on the frequency
or, analogously, constant group delay.
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Once an effective method to characterize a trial shape of the UW B antenna
is available, there is the need to define an evolution strategy able to guide the
synthesis process to a final design that fully satisfies the project guidelines and
constraints defined by the user. To this end, let us reformulate the synthesis
problem as an optimization one where a suitable cost function €2 (A) is minimized
according to a PSO-based strategy

~

A = arg mjn {Q2(A)} (3.7)

to determine the final shape A= AGG @) of the UW B antenna.

In general, evolutionary algorithms use the concept of “fitness” to represent
how well a particular solution comply with the design objective. The degree of
fitness to the problem at hand of each trial solution is equal to the corresponding
value of the cost function. Since the design objective is to synthesize a UW B sys-
tem characterized by good impedance matching conditions and by distortionless
properties, the cost function €2 is accordingly defined.

Let f; and f5 be the lowest and highest frequency of the band of interest,
respectively. As far as the impedance matching is concerned, the following con-
straint is imposed

su (I[P (0] g < g < gl (3.8)

where the superscript “(Y” denotes the target value of the design specification.

Moreover, by assuming that (3.8) holds true and that H =~ so;, the conditions
for a distortionless system can be reformulated in terms of: 1) a constraint on
the magnitude of s9; [Condition (a) - Flat amplitude response|

A |821| S A(d) |821| (39)

where

Alsn| = max  {lsn (f)[}—  min  {lsy (f)} (3.10)

f('min) ngf(maac) f(min) ngf('maac)

and 2) another constraint on the group delay [Condition (b) - Constant group
delay]|

AT < ANDr (3.11)
where
AT = max {r(f)} =  min {r(f)} (3.12)
f(mzn) ngf(maac) f(mzn) ngf(maac)
and
() = =L (Lo ()} (3.13)
T = o df S921 . .
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Starting from these conditions on the scattering parameters, the cost function,
which maps the design specifications into a fitness index, is defined as follows

f(maz)
Q (A) = /f O (A) H {Qn (A)}

+ Qo (A) H{Q (A)} (3.14)
+ Qep (A)HA{Qep (A)}

where
d
s ()] = |52 ()]
‘511 (f))
. A |821| — A(d) |821|
O (A) = = @0, (3:16)
At — ANDr
Qop (A) = —x@— (3.17)

‘H being the Heaviside function

H{Q}:{ " aso (3.18)

3.2 Numerical and Experimental Validation

In this section, a selected set of numerical results from several experiments is
reported to show the behavior of the synthesis method as well as to assess its
reliability and efficiency in fitting the design requirements. More in detail, in
Sect. 3.2.1 the optimization process is carefully analysed, while in Sects. 3.2.2
and 3.2.3 two design examples regarding an UWDB antenna for wireless dongle
device and an antenna compliant with the FCC released frequency range are
reported, respectively. Finally, in Sect. 3.2.4, the design of an UWB antenna with
rejection properties in the WLAN frequency range is reported as a preliminary
assessment on the use of the proposed method for the synthesis of band-notched
UWB antennas. Towards this end, the antenna geometry as well as the project
requirements used in the synthesis process are accordingly modified.

For the experimental validation, several antenna prototypes have been built
according to the results from the numerical simulations by means of a photo-
lithographic printing circuit technology and considering an Arlon substrate (&, =
3.38) of thickness 0.78 mm as dielectric support. Concerning the measurements,
each prototype has been fed with a coaxial line, equipped with a SMA connector,
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LY

Figure 3.4: Optimization Process Analysis - Parametric approach - Descriptive
parameters for the circular monopole reference geometry.

connected at the input port (Fig. 3.1). Moreover, a Vector Network Analyzer
has been used to collect the data in a non-controlled environment and the mea-
surements of the parameter so; have been performed by considering a distance
of d = 15 em between two identical (Tx/Rx) antenna prototypes [30]. Because of
the operating frequencies of UWB systems and the dimensions of the prototypes,
the antennas can be reasonably considered in the far field region of each other.

Whatever the test case or experiment, if it is not specified, the project
SO(H)| = —10dB, AD [sy (f)] = 6dB, and

AD7 = 1nsec to guarantee suitable performances of the synthesized UW B an-
tenna systems. As for the stochastic optimizer, a population of R = 7 particles
has been used and the convergence threshold has been fixed to 7.on = 1072 with
the maximum number of iterations equal to K = 400. Moreover, the values of the
PSO control parameters have been fixed to ¢y = C5 = 2.0 and w = 0.4. They
have been selected according to the suggestions given in the reference literature
where they have been found to provide good performance. For a more detailed
study of convergence characteristics in correspondence with different values of
these parameters, please refer to [31].

constraints have been fixed to
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Figure 3.5: Optimization Process Analysis - Parametric Approach - Evolution of
the antenna shape: (a) k=0, (b) k =100, (¢) k =300, and (d) k = K = 400.
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3.2.1 Optimization Process Analysis

The first test case is about the synthesis of an UW B antenna operating in the
range f(™" = 6GHz - f(™%) = 9GHz and compliant with the guidelines of
the Electronic Communications Committee (ECC) [13]. Such an experiment
is aimed at analyzing the behavior of the optimization process both in terms
of convergence and evolution of the antenna shape. Starting from a randomly
generated perimeter |k = 0 - Fig. 3.2(a)| characterized by N = 4 control points,
which does not fit at all the design objectives (Fig. 3.3) as confirmed by the value
of the cost function Q (i.e., Q[AGG (sV)] = 5), the trial solution improves
until the convergence configuration [Fig. 3.2(d)] is found. In order to point
out the main advantages of the proposed spline-based method over a parametric
optimization approach, the same problem (in terms of user requirements) has
been addressed by considering the reference circular geometry shown in Fig. 3.4.
The same PSO algorithm has been used to modify the unknown parameters ¢ =
{(z1,91); 7; @1, 1 =1,...,4}. Figure 3.5 and Figure 3.6 show the evolution of the
trial geometry and the corresponding scattering values during the optimization
process, respectively. As it can be noticed, although the maximum number
of iterations (k = K) has been performed, the convergence solution does not
fit the whole set of project requirements (A |s9; (f)| > 6dB). Concerning the
computational issues, the plot of the cost function in correspondence with the
parametric approach is compared in Fig. 3.7 with that of the proposed approach.
Besides the wider set of possible solutions, the spline-based technique turns out
to be more efficient in sampling the solution space since a better solution in
reached in just k..., = 28 iterations.

Let us now analyze the dependence of the iterative process on the dimension
of the solution space. Since the generation of the spline geometry strictly depends
on the number of control points that also defines the dimension of the solution
space, some simulations have been performed by varying N. As a general rule, a
small number of control points would decrease the dimension of the solution space
allowing a faster search, but at the cost of a reduced capacity of representing
complex contours. On the contrary, a larger number of control points would
allow the description of a wider set of geometries and of more complex antenna
shapes, even though with a higher computational burden and the need to enlarge
the dimension of the swarm to fully exploit the additional degrees of freedom. In
order to better understand the behavior of the optimization in correspondence
with different values of IV, let us consider the following quality indexes

1 f(maz)

FH:A—f i 511 (f)] df (3.19)
1 I B ()] = Tsa ()]
le—A—f flmim) { 521 ()] v (820
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Figure 3.7: Optimization Process Analysis - Comparison between parametric ap-
proach and spline-based approach - Plot of the optimal value of the cost function
Q) and corresponding terms versus the iteration number k.

1 MR-
FGD—A—f o { =7 df (3.21)

where the superscript “7” indicates the mean value, over the frequency band Af =

flmaz) — fmin) “of the scattering parameters at the convergence [5;; = s;; (2)]

Figure 3.8 shows the values of the quality indexes versus NV as well as the plot
of keony. As expected, the number of iterations needed to find a convergence
solution increases with N since the solution space becomes larger. However, the
quality indexes do not proportionally improve and the optimal trade-off between
computational costs and solution efficiency turns out to be at N = 7 control
points. In the following, this value will be assumed as reference.

3.2.2 UWB Antenna for Wireless Dongle Devices

The second test case deals with the synthesis of a planar UW B antenna that
operates in the frequency range 3GHz < f < 5GH~z and to be integrated in
wireless USB dongle devices. The values of the antenna descriptors obtained by
the PSO-based optimization procedure are given in Tab. 3.1 and the prototype
of the antenna is shown in Fig. 3.9. The antenna has a miniaturized planar
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Figure 3.8: Optimization Process Analysis - Behavior of the quality indexes Fiy,
Iy, Fgp and of k.., versus the number of control points V.

structure of maximum extension equal to 39.2 x 19.2mm? because of the presence
of the ground plane shown in Figure 3.9(b). However, it should be noticed that
such a ground plane is common to the ground plane of the dongle PCB. Therefore,
the part of the dongle device only concerned with the radiator turns out to be
limited to an area of 16.2 x 19.2 mm?.

In order to experimentally test the reliability and efficiency of the synthe-
sized radiator in an UWB communication system, a pair of antenna prototypes
has been built. Moreover, the receiving and transmitting antennas have been
connected to 50 (2 rigid coaxial cables equipped with SMA connectors. More in
detail, each input coaxial cable has been placed orthogonally to the dielectric
substrate (i.e., to the planar structure of the antenna) and soldered across the
gap between the input section of the antenna (with width 2¢3) and the ground
plane. This arrangement has been verified to be suitable to minimize the cou-
pling effects with the antenna and also the contributions to the pattern of the
cable radiation. The measurements have been performed with a vector network
analyzer in a real environment (i.e., a non-controlled measurement scenario).

As shown in Fig. 3.10, both measured and simulated values of the |s1;| pa-
rameter turn out to be compliant with the project constraints. The differences
between the two plots are due to different causes: (a) the reflection contributions
added by the non-controlled measurement environment, (b) the non-uniform val-
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UWB Dongle Antenna

Control Points Coordinates [mm]
T Y1 T2 Y2 L3 Ys iz Ya
2.1 25.0 6.6 29.5 8.6 29.4 7.3 30.9
s Ys L6 Ye e Y7
6.9 34.9 2.2 32.4 0.0 33.8
Geometric Variables |[mm)]
P1 P2 ¥3 P4
39.2 9.6 2.1 23.0
Table 3.1: UWB Dongle Antenna - Geometric descriptors of the synthesized

antenna.

Eledia

group o

. %-!‘nw

(a)

Eled|a

%w

Figure 3.9: UWB Dongle Antenna - (a) Front view and (b) back view of the
antenna prototype.
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Figure 3.10: UWB Dongle Antenna - Amplitude of s1; vs. frequency.

ues of the dielectric properties of the substrate in the UWB bandwidth. Concern-
ing the so; parameter, Figure 3.11 shows the plots of experimental and numerical
values of the amplitude, |sy;|. As expected, the maximum variations of the am-
plitudes of the mutual scattering coefficient lie within the specifications (i.e.,
Alsorly,, = 5dB, Alsail,,..e = 6dB). For completeness, Figure 3.12 pictorially
describes the behavior of the group delay 7, (f) in the working band. As it can
be observed, the project requirements are satisfied since A [r,| . = 0.1nsec and
Ayl = 0.5nsec and there is an acceptable matching between numerical and
experimental results. However, some discrepancies can be observed because of
both reflection contributions in the measurement site and the dispersive behavior
of the dielectric substrate.

As far as the radiation properties of the UWB antenna are concerned, Fig-
ure 3.13 shows the normalized horizontal radiation patterns in correspondence
with three different representative frequency values within the band of operation
(fi =30GHz, f, = 40GHz, and f3 = 5.0 GHz). The radiation properties
of the antenna have been experimentally evaluated, as well. Figure 3.14 shows
the normalized measured horizontal radiation pattern. Whatever the operating
frequency, the antenna presents an omnidirectional behavior. For completeness,
Figures 3.15, 3.16, 3.17 and 3.18 give the normalized simulated and measured
vertical patterns at two orthogonal sections (i.e., ¢ = 0° and ¢ = 90°). From
these plots, a monopole-like behavior can be inferred. Such a conclusion further
confirm the reliability and suitability of the designed antenna for mobile-like
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Figure 3.11: UWB Dongle Antenna - Amplitude of sy vs. frequency.
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Figure 3.12: UWB Dongle Antenna - Group delay 7, vs. frequency.
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Figure 3.13: UWB Dongle Antenna - Simulated H-plane radiation pattern.
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Figure 3.14: UWB Dongle Antenna - Measured H-plane radiation pattern.
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Figure 3.15: UWB Dongle Antenna - Simulated E-plane radiation pattern (¢ =
0°).
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Figure 3.16: UWB Dongle Antenna - Simulated E-plane radiation pattern (¢ =
90°).
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Figure 3.17: UWB Dongle Antenna - Measured E-plane radiation pattern (¢
0°).
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Figure 3.18: UWB Dongle Antenna - Measured E-plane radiation pattern (¢
90°).
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FCC Compliant Antenna

Control Points Coordinates [mm]

1 U1 T2 Y2 T3 Ys Ty Ya
4.8 19.1 6.9 22.0 8.0 25.6 0.1 35.4
L5 Ys L6 Ye L7 Yz
9.2 26.1 4.3 23.4 0.0 23.9
Geometric Variables [mml]

1 Y2 ¥3 ¥4
40.4 12.1 4.8 14.5

Table 3.2: FCC Compliant Antenna - Geometric descriptors of the synthesized
antenna.

wireless dongle applications.

3.2.3 FCC Compliant UWB Antenna

The next example is concerned with a more challenging problem where a wider
frequency band is required (i.e., Af = 5GHz, f™" = 4AGHZ fm) = 9GHZ).
The descriptive parameters of the synthesized antenna are summarized in Tab.
3.2. The plots of numerical and measured values of the amplitude of s;; are
reported in Figure 3.19.

As it can be noticed, besides a good agreement between measurements and
simulations, the synthesized solution fits the impedance matching requirements.
In Figures 3.20 and 3.21, the comparison is concerned with the so; parameter. As
expected (from the simulations), the range of variation in the operating frequency
band does not exceed 6 dB (see Fig. 3.20). Moreover, both simulated and
experimental values shown in Figure 3.21 assess the linear behavior of the phase
of s91. Because of the relationship between the so; phase and the group delay,
such a phase trend implies a maximum variation of the group delay equal to
0.18 nsec.

Finally, the compliance of the radiation properties of the synthesized antenna
can be verified in Figures 3.22-3.24, where the plots of the radiation patterns in
the horizontal plane (see Fig. 3.22) and along two representative vertical planes
(Figs. 3.23 and 3.24) are shown.
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Figure 3.19: FCC Compliant Antenna - Comparison between simulated and
measured s;; amplitude values.
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Figure 3.20: FCC Compliant Antenna - Comparison between simulated and
measured so; amplitude values.
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Figure 3.21: FCC Compliant Antenna - Comparison between simulated and
measured so; amplitude values.
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Figure 3.22: FCC Compliant Antenna - Radiation patterns in the horizontal
plane.
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Figure 3.23: FCC Compliant Antenna - Radiation patterns in the ¢ = 0° vertical
plane.
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Figure 3.24: FCC Compliant Antenna - Radiation patterns in the ¢ = 90°
vertical plane.
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3.2.4 UWB Antenna with WLAN-band Notched Charac-
teristics

In the last years, a great attention has been paid to the topic of home network-
ing defined as the availability of wireless links among different and heterogeneous
electronic and multimedia devices (HDTVs, DVDs, cameras, personal comput-
ers, etc.) for communications, entertainment, home automation and monitoring.
Such a paradigm is usually accomplished by setting Wireless Personal Area Net-
works (WPANs). According to the IEEE 802.15.3a recommendation aimed at
defining the WPAN standards, extremely high transmission rates over very short
distances are taken into account. Towards this end, a core technology is certainly
the Ultra-Wideband (UWB) technology [32].

However, despite suitable regulations from the agencies of the different coun-
tries (e.g., the Federal Communication Commission - FCC [12]), there are still
some concerns about the interferences among UWB systems and other devices
that operate with different standards as those exploiting the range of frequen-
cies from 5.15 up to 5.35 GHz |33]. Such a range of frequency is occupied by
the first two sub-bands of the Unlicensed National Information Infrastructure
(UNII) band. Such sub-bands, called UNII1 and UNII2, range from 5.15 to
5.25 GH z and from 5.25 to 5.35 GH z, respectively, corresponding to a portion of
the so-called WLAN band.

In order to prevent/avoid such problems, UWB antennas with notched char-
acteristics in the WLAN band are usually adopted. In [34] this task has been
accomplished by introducing a fractal tuning stub in a microstrip slot antenna,
while the same behavior has been obtained in 35| by printing a half-wavelength
parasitic element on the back side of the antenna substrate. A more complex
design approach performs a genetic algorithm optimization [36] to improve the
performances of band-notched planar monopoles in terms of both impedance
matching and radiation characteristics. Other solutions usually consider slot
structures with different shapes within the antenna body [37][33]|38][39]|40][41]
to realize compact systems. Such an approach is the most commonly adopted,
but it usually requires two separated design steps. The first step is aimed at
obtaining a reference antenna which exhibits a UWB behavior, while in the sec-
ond one the slot structure is added and its geometrical parameters are tuned to
obtain the notched behavior in the desired frequency range.

This last example regards the synthesis of an UWB antenna working within
the FCC released frequency spectrum and showing a frequency notched behavior
within the two UNII1 and UNII2 sub-bands of the WLAN band. The rejection
band is yielded by means of a rectangular slot located on the front of the antenna
geometry, while the UWB behavior is obtained by defining the contour of the
radiating part of the antenna with a spline curve. The use of a rectangular slot
allows an easier fabrication with respect to solution based on circular shapes as
the one presented in [33|. Moreover, the dimensions of the antenna turn out
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to be smaller than those of other radiating elements having a rejection band in
the same frequency range (e.g., [34|). Finally, differently from solutions such as
the one reported in [35], the proposed antenna exhibits quite stable radiation
patterns.

The optimization of both the slot and the UWB antenna geometric parame-

ters is carried out simultaneously with a non-negligible saving of the time required
for the synthesis. The effectiveness of a spline-based representation has been as-
sessed in [43] and successively profitably exploited in designing UWB antennas
for wireless communication applications [44][45]. Following the scheme presented
in such works, the synthesis is here performed by means of a Particle Swarm
Optimization (PSO) procedure. Unlike other optimization techniques, such as
Genetic Algorithms (GAs), the PSO is based on the cooperation among the trial
solutions and not on their competition. In general, one of the main advantages
of PSO over GA is its algorithmic simplicity. As a matter of fact, GA considers
three genetic operators and the best configuration among several options of im-
plementation needs to be chosen, while PSO considers one simple operator which
is the velocity updating. Moreover, manipulating the PSO calibration parame-
ters is easier than evaluating the optimal values of the GA parameters among
various operators. In addiction, there exist many studies regarding the effects of
PSO parameters that makes their selection even easier [8||46]. Finally, PSO al-
lows a more significant level of control to prevent stagnation of the optimization
process |47][48][49].
Differently from [43||44][45], the antenna is now required to exhibit not only a
good impedance matching over a very large bandwidth, but also a frequency
notched behavior. This requirement is taken into account by adding a term in
the PSO cost function [50] to maximize the impedance mismatch within the
UNII1 and UNII2 bands.

3.2.4.1 Band Notched Antenna Design

Figure 3.25 shows the geometry of the antenna described by means of the the
spline-based representation presented in Sect. 3.1 and now suitably integrated
to realize a frequency notched behavior. More specifically, a slot structure
constituted by a symmetric rectangular shape whose geometric parameters are
{b1, ...,bs} has been added. The antenna structure is then univocally identified
by the following set of descriptors

X={P;n=1..8 a;,b;i=1,..4}. (3.22)

In order to determine the optimal set of the antenna descriptors, an iterative
procedure has been used to fit the following constraints:

s (f)] < s% f € {[3,4.65| U [5.85,10]} GH= (3.23)
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AR

Figure 3.25: Band Notched Antenna - Antenna prototype and descriptive pa-
rameters.

ls11 (f)| > si7 fe[5.15,5.35] GHz. (3.24)

In (3.23) and (3.24), s% = —10dB and s!7" = —5dB denote the target values at
the operating frequency and within the notched bands, respectively. Moreover,
the antenna is required to occupy a maximum area of 50 x 50 mm? in order to
be suitably integrated in modern communication devices.

The optimization procedure is based on the integration of a Particle Swarm
Optimizer (PSO) [48][51]|52]|53][54], aimed at defining the strategy of evolution
of the trial shapes of the antenna, and a standard electromagnetic simulator based
on the Method-of-Moment (MoM) to compute the antenna electric parameters.
The MoM is usually more appropriate than other methods such as the Finite
Element Method (FEM) when planar geometries are considered since it is a
surface discretization method [55].

More specifically, the optimization of (1) is carried out, according to the PSO
logic, by minimizing a suitable cost function

U (x) =¥ (x) + P2 (X) + Yroten (X) (3.25)

that quantifies the matching between the electric antenna performances and the
project constraints. The terms W (x) and Wy (x) in (3.25) are related to the
operating frequency ranges

Uy (x) = /34.65GHZ max {0, w} (3.26)

GHz S(l):fl)
10GHz _Lop

v, (X)=/ max{O,—lSH (fll, S”} (3.27)
5.85 GHz S11
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Band Notched Antenna
Control Point Coordinates [mm]

Py Py Py Py
(6.8,20.3) | (6.2,22.6) | (11.0,25.0) | (7.2,26.1)
b5 Fs Py Py
(9.1,34.9) | (6.0,30.4) | (4.1,32:2) | (0.0, 36.6)

Geometric Variables [mm]

aq a9 as Q4

45.6 14.5 6.8 15.9
by by bs by

9.0 3.4 0.8 4.9

Table 3.3: Band Notched Antenna - Values of the geometric descriptors of the
antenna prototype.

while W,,cn (x) is concerned with the region where the stopband behavior is

required
5.35GHz fn
\Ijnotch (X) = / max {07 W} . (328)
5.15GHz 11

As for the PSO strategy, a population of 6 particles has been used for the
problem at hand and the position of each particle, which corresponds to a trial
antenna configuration, has been randomly initialised within the range of physi-
cally admissible values. The positions of the particles of the swarm is iteratively
updated on the basis of the corresponding values of the cost function (3.25) and
the PSO control parameters: w (inertial weight), Cy and Cy (acceleration coef-
ficients). In such a case-of-study, these latter have been set to C; = Cy = 2.0
and w = 0.4 as suggested in [47|[49]. The optimization procedure ends when
a maximum number of K iterations (here K = 500) is reached or the value of
the fitness function W () is smaller than a user-defined tolerance value 7y (here
N = 10_5).

The final outcome of the PSO-based optimization procedure when applied to
the synthesis problem defined by (3.23) and (3.24) has been the shape described
by the parameter set in Tab. 3.3. As it can be noticed, the synthesized antenna
fits the size constraint occupying an area of 29.0 x 45.6 mm?.

3.2.4.2 Antenna Performances

The performances of the synthesized antenna have been both numerically and
experimentally assessed. Towards this aim, a prototype (Fig. 3.25) of the an-
tenna has been built with an easy and low-cost photo-lithographic technology.
The antenna has been printed on an Arlon dielectric substrate (¢, = 3.38) of
0.78 mm thickness. As for the measurements, the prototype has been fed with a
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Figure 3.26: Band Notched Antenna - Behavior of the magnitude of sy, within
the UWB frequency range.

coaxial cable connected to the beginning of the feedline and grounded to the edge
of the metallic plane on the opposite side of the substrate. The coaxial cable has
been equipped with a standard SMA connector and it has been connected to a
vector network analyser to evaluate the electrical characteristics of the synthe-
sized antenna. In order to reduce the interferences with the antenna radiating
behavior, the feeding cable was connected perpendicularly to the antenna plane.
The measurements have been collected in a non-controlled environment.

Concerning the impedance matching, Figure 3.26 shows a comparison between
simulated and measured magnitudes of the si; coefficient over the frequency
range of interest. Dashed identify the mask of the requirements to be satisfied
|Egs. (3.23) and (3.24)|. As it can be observed, the antenna complies the elec-
trical guidelines since the simulated s;; magnitude values turn out to be greater
than —5dB within the frequency range 5.10 — 5.50 GH z avoiding the transmis-
sion/reception in the UNII1 and UNII2 bands. This is confirmed also by the
measured rejection bandwidth going from 4.95 to 5.50 GH z. On the other hand,
the prototype still provides an UWB behavior thanks to the impedance matching
in the remaining part of the 3 — 10 GH 2 range. As a matter of fact, the arising
|s11] < —10dB bandwidths turn out to be 3.0 —4.65 GHz and 5.75 — 10.5 GH z,
with an adequate agreement between measured and simulated data. It is worth
to notice that, while the UWB behavior is mainly due to the curvilinear shape of
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the metallic patch on the front side of the antenna (as confirmed by the related
literature, e.g. [43]), the notched characteristic is tuned by the shape and the
dimension of the slot as highlighted by the behavior of the surface current dis-
tributions simulated at fi = 4GHz, fuoten = 5.25GHz, and fo = 8GHz (Fig.
3.27).

The electric currents concentrate around the slot structure in correspondence
with the center frequency of the unwanted band [Fig. 3.27(¢)| pointing out the
effect of the slot on the antenna performance at the notched frequency. It can
be also observed that the amplitude of current is greater at the top of the two
vertical arms of the slot, where the slot edges are closer to the contour of the
patch. On the other hand, the currents mainly move towards the edge of the
metallic patch when the operating frequency is lower |Fig. 3.27(a)| or higher
[Fig. 3.27(e)| than f,ocn. Weaker current values around the slot imply that the
slot does not affect the impedance matching of the antenna. On the back side of
the antenna, the current distribution is almost uniform over the metallic plane
at fi = 4GHz and fy = 8 GH z except for the feeding point (greater values) and
in the bottom region (lower values) at the rejection band.

In order to better understand the effect of the slot, a parametric study on its
describing parameters has been performed. Figure 3.28 shows the behavior of the
magnitude of the s;; parameter for different values of by, by, and b3. All the other
antenna descriptors have been kept fixed to the optimized values. By varying
biand by the overall length of the slot is modified. As expected, increasing the
slot length leads to the shift towards the lower frequencies of the rejection band
|Figs. 3.28(a) and 3.28(b)|. On the other hand, by enlarging the thickness of the
slot, the rejection band moves towards the higher frequencies [Fig. 3.28(¢)].

The radiation characteristics of the synthesized antenna have been analysed, as
well. Figure 3.29 shows the three-dimensional representation of the radiation
pattern at the same frequencies of the plots of the surface currents in Fig. 3.27.
More specifically, the so-called “realized” (i.e., including the impedance mismatch
losses) absolute gain is reported. The pattern at f,oten = 5.25 GHz |Fig. 3.29(b)|
proves that the antenna has a much lower gain in the notched band than at the
other frequencies.

It can be also noticed that the antenna behaves like a classical monopole at the
lower frequencies, while some distortions appear when the operating frequency
increases. Such a behavior is further pointed out in Fig. 3.30 where simulated
and measured absolute gains of the antenna along the horizontal (6 = 90°) and
vertical (¢ = 90°) planes are compared when f; = 4GHz, faooten = 5.25GHz,
and f, = 8 GHz. The antenna gain is almost omnidirectional in the horizontal
plane whatever the frequency under analysis [Figs. 3.30(a), 3.30(¢), and 3.30(e)],
while two nulls are visible along the vertical plane at § = 0° and 6 = 180° |Figs.
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Figure 3.27: Band Notched Antenna - Plots of the surface currents at f; =4GHz

[(a) Front side and (b) back side|, frotern = 5.25 GHz [(¢) Front side and (d) back
side|, and f, = 8 GHz [(e) Front side and (f) back side].
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Figure 3.28: Band Notched Antenna - Behavior of the magnitude of s;; varying
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3.30(b), 3.30(d), and 3.30(f)|. As expected and already shown in Fig. 3.29, the
gain at the notched frequencies is almost 10 dB lower than the one exhibited
around f; =4GHz.

For completeness, Figure 3.31(a) and 3.31(b) show the behavior of the cross-polar
gain components in the horizontal and vertical planes, respectively. It can be
noticed that in the horizontal plane, the cross-polar component is very small at
fi=4GHz and f,oten = 5.25 GH z, while it increases just at fo = 8 GHz. On the
other hand, it turns out to be always lower than —20 d B whatever the considered
frequency in the vertical plane. For the sake of comparison, the behavior of the
co-polar components are also reported in Fig. 3.31(¢) and 3.31(d).

Since the antenna is intended for UWB applications, the distortion of the trans-
mitted waveform has been finally evaluated. Towards this end, a UWB com-
munication system has been simulated. Two identical copies of the antenna
prototype have been placed face-to-face and separated by a distance of 25cm
[56]. Moreover, two Gaussian pulses (one with spectral content in the lower
UWB band from 3 to 5GHz |Fig. 3.32(a)| and the other extended over the
higher UWB band from 6 to 10 GHz |Fig. 3.32(c)|) have been separately used
as input signals of one antenna used as transmitter. Figures 3.32(b) and 3.32(d)
show the received waveforms at the other antenna. Despite the low amplitudes,
the shapes of the received signals are very close to the transmitted ones. The
arising distortion can be quantified by means of the system fidelity

T

F = max / - A d (3.29)

o0

defined as the maximum value of the cross-correlation between the transmitted
signal and the received one [57]. In (3.29), both waveforms are normalized to
their energy so that

+o0
10) éu(t)/\//_ lu (£)[2 dt (3.30)

and

(1) év(t)/\//_ TPt (3.31)

As an example, let us consider that F' = 100% in correspondence with an ideal
transmission without distortions. As for the case at hand, the fidelity indexes are
F =98.11% and F' = 92.46% for Figs. 3.32(a)-3.32(b) and Figs. 3.32(¢)-3.32(d),
respectively. Such results assess the non-distortion features of the system in both
UWB bands.
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Figure 3.30: Band Notched Antenna - Behavior of the absolute gain at (a)-(b)
fi=4GHz, (¢)-(d) footen = 525 GHz, and (e)-(f) fo = 8 GHz along (a)(c)(e)
the horizontal (§ = 90°) and (b)(d)(f) the vertical plane (¢ = 90°).
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Figure 3.32: Band Notched Antenna - Transmitted (a)(c) and received (b)(d)
pulses at the frequency bands (a)(b) 3—5 GHz and (c¢)(d) 6—10 GH z of the UWB
system composed of two identical face-to-face copies of the proposed antenna.
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3.3 Conclusion

In this section, an innovative synthesis approach based on the use of a spline-
based representation for UW B antennas has been presented. The final shape of
the antenna is determined by means of a PSO-based optimization procedure that
exploits a suitable and computationally efficient electromagnetic representation
of the whole Tx/Rx UWB system.

The assessment has been conducted on different test cases. Firstly, the pro-
posed technique has been tested by considering numerical examples to show the
features and the behavior of the iterative procedure. In order to point out some
of the main advantages of the proposed method, the same test case has been
addressed with a parametric approach, as well. Secondly, the dependence of the
synthesis method on the descriptors of the antenna shape has been analyzed.
Finally, the synthesis results have been verified with some comparisons with
the experimental data measured from the antenna prototypes. These results re-
garded the design of an UWB antenna for wireless dongle device, an antenna
compliant with the FCC released frequency spectrum, and an UWB antenna
with WLAN-band notched characteristics.

The conclusion, which is derived from all the numerical and experimental
results obtained, is that the proposed approach represents a very promising
methodology for UWB antenna design because of its flexibility in dealing with
different user-defined requirements as well as its computational efficiency.
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Chapter 4

Time Domain Synthesis of UWDB
Antennas

In general, antenna systems are analysed in the frequency domain and their
electrical properties are characterized by means of parameters such as efficiency,
input impedance, gain, effective area, polarization properties and radiation pat-
terns |2]. All these terms depend strongly on frequency [58|. For narrowband
applications, they can be analysed at the center frequency, providing a compre-
hensive description of the system. For wider bandwidths, antenna parameters
are usually expressed as a function of frequency.

Several approaches for the design of UWB antennas based on the analysis of
frequency domains parameters have been proposed in the last years. As as exam-
ple, in [59] the design is carried out by performing a parametric analysis aimed
at obtaining an antenna exhibiting a good impedance matching in the required
UWB band. Similarly, a synthesis approach for semi-elliptical UWB antennas is
presented in |60]. Such an approach is based on the exploitation of some sim-
ple design equations and it is aimed at minimizing the antenna return loss in a
very large bandwidth. Finally, a method for the synthesis of UWB spline-shaped
antennas showing good impedance matching and distortionless characteristics
has been proposed in [43|. Such a method is based on a Particle Swarm Opti-
mizer (PSO) and an analysis of the antenna performances in terms of scattering
parameters.

However, when the antenna parameters are expressed as a function of fre-
quency, they will lose their usefulness as compact descriptions of the antenna’s
behavior [6]. Moreover, since the very short duration of UWB pulses means, in
the frequency domain, a very large bandwidth, a frequency-by-frequency analysis
can be particularly inefficient.

Therefore, it seems to be more natural to analyse UWB systems in the time
domain, where all the frequencies are treated simultaneously [61]. Several time
domain definitions of the classical antenna parameters can be found in [6, 57, 62,
63].
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An example of design procedure partially carried out in the time domain can
be found in [64], where Telzhensky et al. proposed a method for the optimization
of a simplified version of the volcano smoke antenna based on a genetic algorithm.
Such an optimization procedure is aimed at minimizing the antenna return loss (a
frequency-domain parameter), while maximizing the correlation factor (a time-
domain parameter). The same design approach has been successfully exploited
by the same authors to design also a planar differential elliptical UWB antenna
[65].

In this chapter, an approach for the synthesis of UWB antennas is presented,
in which the analysis of the antenna performance is completely carried out in the
time domain. Towards this end, the requirements needed to obtain antennas suit-
able for UWB communications are conveniently translated into the time domain.
As in the case of narrowband systems, the antenna should be able to radiate as
much energy as possible. However, for UWB systems, this requirement results
to be more important because of the very low energy characterizing the UWB
pulses. Accordingly, a constraint on the antenna efficiency, defined as the com-
plementary of the ratio between the reflected energy and the total input energy,
is considered. Ideally, in order to fully exploit the advantages given by UWB the
received signal should be a faithful replica of the transmitted waveform. This is
taken into account by the system fidelity parameter that gives a measure of the
distortion occurred during the transmission. Finally, also the radiation pattern is
optimized in order to have an omnidirectional behavior over all the frequencies.
This is usually required for antennas for communication applications and it is
addressed by means of the so-called similarity factor. Such a parameter describes
the changes in the signal waveform towards different directions. On the basis of
this time domain analysis, then an approach for the synthesis of antennas for
UWB communications is proposed. Following the guidelines of the approach
presented [43], the synthesis technique is based on a PSO [8] and on a spline
representation [66] of the radiating structure. However, in [43] the analysis was
based completely in the frequency domain, and the requirement on the radiation
properties was not considered.
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4.1 Time Domain Analysis

Let us consider a UWB communication system composed by a pair of two iden-
tical antennas placed at distance d from each other (Fig. 4.1). When the UWB
waveform w (¢) is transmitted, the non-ideal behavior of the antennas and the
channel can lead to the incorrect reception of the output signal v (¢). In order to
avoid such an issue, the system, and in particular the antennas, must be properly
designed to fit a set of requirements. First, the transmitting antenna must be
able to radiate as much energy as possible of the input signal. A measurement
of the radiated energy with respect to the total input energy can be performed
by defining the antenna efficiency E as
J2 Jw (D) dt

Fe e P .

[e.e]

where w (t) is the reflected component of the input signal at the first antenna.
Clearly, 0 < E < 1 and it tends to the unit when the energy content of the
reflected signal w (¢) tends to zero. In other words, higher values of the E pa-
rameter means that the communication will be possible for higher distances. As
an example, Fig. 4.2 shows two pairs of input and reflected signals giving an
high and a low antenna efficiency value respectively.

However, UWB systems require not only a good antenna efficiency, but also
the non-distorted reception of the transmitted signal must be guaranteed. To-
wards this end, a useful measure of the distortion between the transmitted and
the received signals is represented by the system fidelity F

T

400
P max/ b (t— )i (b) dt (4.2)
defined as the maximum of the cross-correlation function [57|. In this relation
the signals have been normalized in order to have unit energy, so that @ (t) =
w(t) /y) S Ju ()P dt and @ (t) = v (t) /y/ [T v (t)]? dt, respectively. Again,
the parameter F' is constrained to be in the range [0, 1] and it tends to be equal
to zero when the two signal are completely different, while it assumes the unit
value when the received waveform is only an attenuated and delayed version
of the transmitted signal. As an example, Fig. 4.3 shows two pairs of signals
providing high and low fidelity values respectively.

Finally, for communication applications, antennas are usually required to
have omnidirectional radiation patterns. In UWB systems, such a behavior must
be guaranteed for a very large frequency bandwidth. In the time domain, the
change of the waveform shape of the radiated pulse as the observation direction
(0, ¢) is varied can be described by the similarity factor S (6, ¢)

ff;o |€rad (7, 00, Pos 1) — €raa (1,0, 6, 1)| dt
172 € raa (7, 00, G0, 1) dt

S(0,6)=1— (4.3)
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€rad (Tv 87 Cb, t)
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Figure 4.1: UWB communication system composed by a pair of two identical
antennas.

where €,44 (1,0, ¢, 1) is the radiated electric field and (6y, ¢g) is the direction of
maximum radiation [62]. From (4.3) it results that 0 < S(6,¢) < 1, where
equality is attained for the direction (6y, ¢p). Two examples of radiated electric
fields towards different directions and the corresponding similarity factor values
are shown in Fig. 4.4. In this case only the ¢ direction is considered.

4.2 Antenna Synthesis

The discussion in the previous section points out that the time domain analysis
based on these parameters should carefully taken into account in the antenna
synthesis process in order to obtain solutions suitable for UWB communications.
Towards this end, the synthesis process is recast as an optimization problem
aimed at minimising a customized cost function ¢ based on the time domain
UWB requirements just shown. Each trial solution of the optimization problem
is given by a particular antenna configuration a, univocally described by a set of
N parameters a = {a,;n = 1,..., N} that represents the geometrical variables of
the antenna structure.

Let us now refer to the antenna geometry shown in Fig. 4.5 based on the
work presented in the previous section. The antenna is modeled as a microstrip
structure constituted by a radiating part based on a spline representation and
a metallic ground plane printed on a dielectric substrate. More in detail, oy
and s are the length and one half of the width of the substrate respectively,
a is one half of the feedline width, and a4 is the length of the ground plane on
the back side of the substrate. Moreover, the spline curve defining the contour
of the radiating part of the antenna is controlled by a set of I control points

{P; = (Ypiszpi); 1 =1,.., I}

In the present work also the ground plane is modeled by a spline curve as
shown in Fig. 4.5(b). The J control points governing the shape of the ground
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Figure 4.2: Antenna Efficiency - Examples of transmitted and reflected signals
giving (a¢) £ =0.9 and (b) £ = 0.5.
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Figure 4.3: System Fidelity - Examples of transmitted and received signals giving
(a) F=0.9and (b) F =0.5.
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Figure 4.4: Similarity Factor - Examples of radiated electric field towards differ-
ent directions and the corresponding similarity factor values. (a) 0.9 < S (0, ¢) <
1 and (b) 0.2 < S(0,¢) < 0.6.

plane are denoted by {Q; = (y4;, 24;) ; J = 1, ..., J}. This allows the control of the
radiation pattern in order to obtain antennas characterized by a good similarity
factor.

Accordingly, the parameter vector a results to be the collection of the geo-
metric variables {ay, ..., a4y} and of the coordinates of the control points of both
the spline curves

a={ay,...,0u; Wpir2pi); 0 =1, 15 (Ygj, 245); 7 =1,..., T }. (4.4)
The total number of variables to be optimized is therefore given by N = 4 +
2(1+J).

The optimization is carried out by means of a PSO. According to the PSO
logic, the final solution a,,; will be the solution that minimizes the cost function
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e 12

Figure 4.5: Antenna geometry.

Ayt = arg main € (a)]. (4.5)

The cost function £ is a metric for the wellness of the solution. In other words,
the value £ (a) represents how well the trial solution a complies with the design
objectives. Following the guidelines given in the previous section, £ is defined as
the sum of three components

§(a) =&p(a) +&r(a) +&s(a) (4.6)

that take into account for the different UWB requirements. More in detail {x (a)
and {p (a) refer to the constraints on the radiated energy and on the fidelity of
the system respectively and they are given by

£ (a) — max {o, %} (@7)
£ (a) = max {o, #} (4.8)

where the superscript T indicates the target values of the design specifics. &g (a)
deals with the similarity factor and, in order to consider all the possible radiation
directions, it is defined as

s (a) = meany , {gff"‘” (a)} (4.9)
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Figure 4.6: Test Case A - Time domain behavior of the input signal u ().

where

T
(0,9) S (97 ¢) -5 (97 ¢)
a) = max < 0, . 4.10
o { ST (0,9) o

The research for the optimal solution in the solution space is carried out by
means of the PSO research strategy. Towards this end, a swarm of R particles
agk); r = 1,..., R is randomly initialized at the first iteration £k = 0. At each
iteration k the positions of the particles in the solution space are updated until

a maximum number of iteration K is reached (i.e., k = K) or until the value of
the cost function falls below a user-defined threshold n (i.e., £ <a£k)> <n).

4.3 Numerical and Experimental Validation

This section is aimed at presenting a set of numerical and experimental results in
order to show the reliability as well as the effectiveness of the synthesis approach.
More in detail, two different test cases (Test Case A and Test Case B), will be
discussed as representative results of the proposed method.

The first test case (Test Case A) deals with the synthesis of an UWB antenna
system constituted by a pair of two identical antennas placed at a distance of d =
15 ¢m. Such a system must be designed in order to correctly transmit /receive the
UWB input waveform shown in Fig. 4.6. The duration of the pulse in the time
domain is equal to about 1ns, thus resulting in a 5 GH z bandwidth going from
4 to 9GHz. As far as the project constraints are concerned, both the antenna
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Figure 4.7: Test Case A - Evolution of the geometric variables {aq, ..., au} over
the iterations.

efficiency and the system fidelity target values have been set to E7 = F7 = (.95,
while the similarity factor is required to be greater than S (6, ¢) = 0.95 only in
the 2 — y plane (# = 90°) in order to guarantee an omnidirectional behavior in
the horizontal plane. Concerning the antenna geometry, the number of control
point governing the spline curves on the front and on the back of the antenna
has been selected equal to I = J = 7. Consequently, each trial antenna results
to be univocally described by a set of N = 32 variables. Moreover, the antenna
is required to have a maximum overall dimension equal to 50 x 50 mm?. Finally,
for the optimization process, a population of R = 5 particles has been used,
while the maximum number of iterations and the convergence threshold have
been fixed to K = 100 and 1 = 107>, respectively.

Let us now analyse the optimization process in terms of the evolution of both
the antenna geometry and the antenna performance. Starting from an antenna
configuration randomly generated, the optimization procedure iteratively modi-
fies the values of the antenna parameters in order to find the best solution in term
of UWB requirements. The evolution of the geometric variables {ay, ..., a4} over
the iterations is reported in Fig. 4.7 while the behaviors of the coordinates of
the control points governing the shapes of the radiating part and of the ground
plane of the antenna are shown in Fig. 4.8. As expected, the variations of
the parameters are greater at the first iterations while they decrease when the
optimization process reaches the convergence. Concerning the evolution of the
antenna performance, Fig. 4.9 shows the performance given by the trial solution
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Figure 4.8: Test Case A - Evolution of the coordinates of the control points of the
splines modeling (a) the radiating part and (b) the ground plane of the antenna
over the iterations.

at each iteration together with the corresponding cost function values. More
in detail, the solid line and the dashed line represent the antenna efficiency F
and the system fidelity F' respectively, as defined in (4.1) and (4.2). The dot
line describes the behavior of the mean value S, of the similarity factor over all
the possible directions. This is given by S, = meang 4 {S (0, ¢)}. As it can be
seen, all the values of the antenna performance parameters improve during the
optimization process until they fit the design objectives. Finally, the cost func-
tion line (dot-dashed line) shows how the PSO reaches the maximum number of
iterations K = 100 providing a final cost function value equal to 1.2 - 107°.

The synthesized antenna results to be characterized by very small dimensions
(30.1 x 16.2mm) as shown in Tab. 4.1 where the values of the optimized antenna
descriptive parameters are reported. Concerning its performance, Fig. 4.10
shows the comparison between the input signal u (¢) and the reflected signal w (t).
As it can be noticed, the amplitude values of w (t) are very low if compared to
those of the input waveform. This means that the synthesized antenna is able
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Figure 4.9: Test Case A - Evolution of the antenna performance (antenna effi-
ciency E, system fidelity F, and similarity factor S) over the iterations compared
with the cost function &.

to radiate the main part of the signal energy, as confirmed by the resulting
antenna efficiency value equal to £/ = 0.98. Moreover, also the resulting system
fidelity parameter is very high (F' = 0.97) as confirmed by Fig. 4.11 where the
energy-normalized version of the received signal v (¢) has been superimposed to
the energy-normalized version of u (t). As a matter of fact, the shape of v (¢) is
very similar to that of w (¢). Finally, Fig. 4.12 shows the radiated electric field
toward different ¢ directions and the resulting similarity factor. As required, the
antenna presents an omnidirectional behavior in the horizontal plane, exhibiting
S (0 =90 ¢) > 0.95 whatever the considered direction.

For completeness, the performance of the resulting antenna have been ana-
lyzed in the frequency domain. The system constituted by the transmitting and
the receiving antennas can be seen as an equivalent two-port network, allow-
ing the description of the antennas’ behavior in terms of scattering parameters.
The simulated and measured s;; and sy; parameters for the synthesized antenna
system are shown in Fig. 4.13. For the experimental validation, the synthesized
antenna has been built by means of a photolitographic printing circuit technology
on an Arlon dielectric substrate (e, = 3.38) of thickness 0.78 mm. The prototype
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Geometric Variables [mm]
o a2 Qs 4
30.1 8.1 3.9 11.0
Control Points Coordinates [mm]

P, P Ps P, Ps Ps P;
(3.9,17.2) | (4.5,18.5) | (4.8,19.6) | (4.1,24.8) | (2.7,21.2) | (2.1,21.7) | (0.0,19.0)
Q1 Q2 Qs Q4 Qs Qs Qr
(3.2,0.0) | (1.4,15) | (5.3,3.8) | (3.2,35) | (3.1,5.0) | (2.8,5.8) | (8.1,2.9)

Table 4.1: Test Case A - Descriptive parameters of the synthesized antenna.

(Fig. 4.14) has been equipped with a SMA connector and fed with a coaxial
cable at the point (yfeea = 0.0, 2feea = q). The measurements, which have been
performed in an anechoic chamber using a Vector Network Analyzer, reasonably
fit the simulated data.

As it can be observed, the values of the magnitude of the s;; parameter are
less than —10 dB in almost the entire band apart from a small portion of the spec-
trum going from 4 to 4.5 GHz |Fig. 4.13(a)]. This indicates a good impedance
matching of the antenna and it confirms the obtained antenna efficiency value
of E = 0.98 and the low amplitude of the reflected signal w (¢). Moreover, the
almost flat behavior of the magnitude of the sy parameter |Fig. 4.13(b)|, char-
acterized by a variation less than 7dB, guarantees the non-distorted reception
of the transmitted UWB pulse, as previously shown in Fig. 4.11 and suggested
by the value of the system fidelity parameter of ' = 0.97.

Finally, the radiation characteristics of the synthesized antenna have been
analyzed. Fig. 4.15 shows the simulated three-dimensional radiation patterns of
the antenna total gain at the frequencies of 4, 6.5, and 9 GH z. The antenna works
as an omnidirectional radiator in the horizontal plane (z — y plane) confirming
the result obtained in term of similarity factor (Fig. 4.12). Moreover, similarly to
a conventional dipole antenna, two nulls are visible in the radiation patters along
the z-axis. Such a behavior is visible also in Fig. 4.16, where the comparisons
between numerical and experimental values of the total gain in the horizontal
and vertical planes are reported. As it can be seen, there is a good agreement
between simulations and measurements.

The second test case (Test Case B) deals with the synthesis of a UWB antenna
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Figure 4.10: Test Case A - Comparison between the input signal u (t) and the
reflected signal w ().
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Figure 4.11: Test Case A - Comparison between the energy-normalized input
signal @ (t) and the energy normalized received signal v (t).
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Figure 4.12: Test Case A - Radiated electric field towards different directions
and corresponding similarity factor values.
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Figure 4.13: Test Case A - Magnitude of (a) s;; and (b) s91 parameters.
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Figure 4.14: Test Case A - Antenna prototype.

system operating in a lower band going from 2.5 to 5.5 GHz. The antennas are
places at a distance of d = 30 cm. Regarding the project constraints, the target
values for the design process have been set to EZ = FT = 0.92 and ST (0, ¢) =
0.95 only in the x — y plane (f = 90°), while the antenna size must be not
larger than 80 x 60 mm?. The optimization has been carried out by considering
the same number of PSO particles, the same maximum number of iterations,
and the same convergence threshold of the previous test case. Concerning the
antenna geometry the number of control points governing the spline curves has
been varied to I = 8 and J = 5, so that each trial antenna is univocally described
by N = 30 variables.

At the end of the optimization process, the antenna turns out to be described
by the values reported in Tab. 4.2, occupying an overall area of 68.7 x 38.8 mm?.
A prototype of the optimized antenna (Fig. 4.17) has been built on an Arlon
substrate having the same characteristics of the first test case.

As far as the antenna performances are concerned, the efficiency value turns
out to be equal to £ = 0.97 fitting the project requirement. Such a value is
confirmed by Fig. 4.18 showing the reflected signal w (¢) in comparison with the
input waveform u (¢). As it can be observed, the amplitude of w (t) is very small
if compared to that of w (¢). Figure 4.19 shows the energy-normalized versions
of the input and the received waveforms. It can be observed that the agreement
between the two curves is slightly worse than the previous test case, resulting in a
lower fidelity value equal to F' = 0.95, but that still fits the project requirements.
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Figure 4.15: Test Case A - Simulated total gain radiation patterns at (a) 4 GHz,
(b) 6.5GHz, and (¢) 9GHz.

62



CHAPTER 4. TIME DOMAIN SYNTHESIS OF UWB ANTENNAS

Gain [dBi]
120

150 7

180

210+

240°

Simulated
Measured -

G s .
ain [dBi] 1090
120, .

150, /

300

180

2107

240°

Simulated
Measured ---------

Gain [dBi] 1020

120. I

150, S A

180

210

240°

Simulated
Measured ---------

Gain [dBi]

120
150 & 3 0
180 .
2100 .
240 “ 300
270
Simulated
Measured -~ ( )
G H .
ain [dBi] 1090
1200 e
150, N o
180 o
210 a0
240°
Simulated
Measured -~ ( )
G H .
ain [dBi] 1090
120. ‘
N 30
i0
30

2407

Simulated
Measured
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Eledia
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Figure 4.17: Test Case B - Antenna prototype.

Geometric Variables [mm)]
o1 az as oy
68.7 19.4 2.1 16.8
Control Points Coordinates [mml]
P Py P3 Py Ps Pg Pr Pg
(2.1,18.3) | (7.2,18.8) | (13.4,19.2) | (5.5,22.4) | (6.7,24.4) | (16.4,28.5) | (9.7,31.8) | (0.0,42.6)
Q1 Q2 Qs Qu Qs

(16.6,0.0) (12.7,9.0) (13.4,12.6) (8.0,13.7) (19.4,14.2)

Table 4.2: Test Case B - Descriptive parameters of the synthesized antenna.
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Figure 4.18: Test Case B - Comparison between the input signal  (t) and the
reflected signal w ().
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Figure 4.19: Test Case B - Comparison between the energy-normalized input
signal @ (t) and the energy normalized received signal v (t).
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Figure 4.20: Test Case B - Radiated electric field towards different directions
and corresponding similarity factor values.
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Figure 4.21: Test Case B - Magnitude of (a) s1; and (b) s91 parameters.

Finally, the radiated electric field toward different ¢ directions and the resulting
similarity factor are shown in Fig. 4.20. As for the first test case, the antenna
exhibits an omnidirectional behavior in the horizontal plane with S (6 = 90°, ¢)
always greater than 0.92.

The performances of the antenna system in the frequency domain are shown
in Fig. 4.21 in terms of scattering parameters. From Fig. 4.21(a) it is possible
to notice that the antenna exhibits a good impedance matching, showing si;
magnitude values lower than —10dB in almost the entire 2.5 — 5.5 GHz band
and confirming the obtained efficiency value of £ = 0.97. Concerning the s, pa-
rameter, its variation is larger that that exhibited by the first test case, reflecting
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Figure 4.22: Test Case B - Simulated total gain radiation patterns at (a)
25GHz, (b) 4GHz, and (¢) 5.5 GH z.
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Figure 4.23: Test Case B - Comparison between simulated and measured values
of total gain at (a)-(b) 25GHz, (¢)-(d) 4GHz, and (e)-(f) 5.5 GHz in the
(a)-(¢)-(e) horizontal (6 = 90°) and (b)-(d)-(f) vertical plane (¢ = 90°).
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the slightly lower value of ' = 0.95. Moreover, simulated and experimental data
are again in good agreement.

Finally, Fig. 4.22 shows the three-dimensional total gain radiation patterns
of the synthesized antenna at 2.5, 4, and 5.5 GHz. The antenna acts like a
standard dipole antenna, showing an almost omnidirectional behavior in the
horizontal plane, confirming the obtained similarity values shown in Fig. 4.20.
For completeness, the comparisons with the experimental data in the horizontal
and vertical planes are reported in Fig. 4.23. As it can be observed, there is a
good agreement between simulation and measurements.

4.4 Conclusion

In this chapter, a fully time domain approach for the synthesis of UWB antenna
systems has been presented. The final antenna configuration is determined by
means of an integrated strategy based on a spline representation of the antenna
geometry, an analysis of the antenna performance completely carried out in the
time domain, and a PSO procedure. In order to point out the effectiveness of the
proposed technique, both numerical and experimental results have been shown.
Firstly, the optimization process has been analyzed by studying the evolution
over the iterations of both the antenna geometry and performance. Secondly,
the behavior of the synthesized antenna in the time domain has been analyzed
by means of numerical simulations. Finally, the obtained results have been trans-
lated into the frequency domain and compared with measurements performed in
an anechoic chamber. The agreement between simulated and measured data in-
dicates the proposed technique as an efficient methodology for the synthesis of
UWB antenna systems.
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Chapter 5

Synthesis of Multiband Antennas

Today’s competitive market requires multimode capabilities for each wireless
device because of the rising demand for new higher-speed mobile broadband and
multifunction applications. On the other hand, mobile handsets are characterized
by smaller and smaller sizes and reduced weights thanks to the progress of modern
integrating circuit technology and following the users’ needs. To this end, the
design of suitable RF front-ends plays a very important and critical role. As a
matter of fact, it is usually necessary to integrate the RF-part (i.e., the whole
set of wireless interfaces) in only one antenna. Such a requirement becomes
even more challenging when also a high degree of miniaturization is required.
Moreover, to satisfy a standard constraint of today’s communication devices, the
antennas must be easily manufactured and integrated into system boards.

Concerning the dimension requirement, the use of conventional monopole-
like antennas is generally avoided because of their relatively large sizes when
compared to that of the device itself [67]. A more effective solution considers
microstrip planar radiators, which are more easily adaptable to the shape of the
handset at hand. Moreover, they present other advantages such as low profile,
cheap cost, light weight, robustness, and suitability for mass production. How-
ever, standard half-wavelength microstrip antennas at the operating frequencies
of modern mobile applications (e.g., DVBH) turn out to be still too large for an
efficient integration into a miniaturized mobile device.

As regards to the multiband operation |68], new strategies are under develop-
ment for integrating multiple functionalities and reducing, at the same time, both
costs and complexity. Such a task is usually addressed by using duplexers along
with band-pass filters in the receiving and transmitting paths. Unfortunately,
such a solution needs Surface Acoustic Wave (SAW) filters and Low Noise Am-
plifiers (LNAs) with a non-negligible increase of the costs and of the dimensions.
Some attempts to minimize the occupied space have been done by integrating
on-chip the LNA. Nevertheless, further efforts are devoted to avoid the use of
external filters in order to reduce the number of components and to simplify the
board layout. Towards this end, a possible solution consists in moving the fre-
quency selectivity functions “closer” to the antenna. In other words, this means
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that the radiating system must show an adequate impedance matching within
each band of operation without external components.

This is often obtained by properly modifying the reference geometry of a
suitable radiation element. Examples of such a design procedure can be found
in |69]-|74], where several multiband solutions based on the reference planar
inverted-F antenna (PIFA) are described. However, it should be pointed out that
excessive modifications and complex designs might strongly modify the original
antenna impedance matching parameters (e.g., the VSW R or the Sj; scattering
parameter) as well as the corresponding radiations indexes (e.g., the efficiency,
the radiation patterns, and the polarization). Moreover, the architectural com-
plexity of the radiator certainly causes an increase in the manufacturing costs
[75].

Another promising approach to synthesize miniaturized and multiband radi-
ators exploits the positive features of fractal shapes [76][77]. As a matter of fact,
the self-similarity property of the fractal shapes is suitable to obtain a multi-
frequency resonances. In literature, many fractal antennas have been discussed.
The Sierpinski Gasket fractal monopole antenna has been widely studied as a
solution for multi-frequency systems. It was introduced in [78| by Puente et al.
who showed that the self-similarity properties of the fractal shape are directly
translated into the electromagnetic behavior of the antenna. Further investiga-
tions and a comparison with the well-known bow-tie antenna are provided in
[79]. Concerning the design of electrically small antennas, the Koch monopole
antenna is often used. Its behavior has been numerically and experimentally
analysed in [80], while the relation between its multiple resonant frequencies and
the fractal dimension has been discussed in [81]. Finally, a comparison with
other wire monopole antennas is reported in [82|. A review of some other fractal
geometries useful in antenna engineering such as the Hilbert curve or the fractal
tree is reported in [83].

Unfortunately, standard fractal antennas present an harmonic behavior rather
than a real multiband behavior. This is, for example, the case of the standard
Koch monopole antenna presented in [80]. A possible solution consists in per-
turbing the fractal geometry. This adds some degrees of freedom in the antenna
synthesis process in order to customize the antenna performance to different ap-
plications. The effectiveness of such a solution has been demonstrated in several
published papers. In [81] it has been shown that the variation of the indentation
angle of the Koch geometry affects the primary resonant frequency, the input
resistance at this resonance, and the ratio of the first two resonant frequencies
of dipole antennas using this geometry. In [84], a dual-band antenna based on a
perturbed Koch geometry is proposed for GPS applications. In order to obtain
the multiband behavior, the parameters of the fractal shape are optimized with-
out the need to insert any lumped element. Finally, the performances in terms of
VSWR values and gain functions of a pre-fractal Koch-like antenna operating in
the Wi-Max band are compared with those of a standard resonant quarter wave
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monopole in [85]. Regarding the Sierpinski geometry, Puente et al. presented in
|86] that the spacing between the bands of a Sierpinski antenna can be controlled
by modifying the characteristic scale factor of the fractal structure. However, a
worsening of the input impedance of the first resonance was visible [87|. Towards
this end, further investigations have been performed in [87] in order to add flex-
ibility in the design process. As a matter of fact, the fundamental frequency
match was improved as well as the band allocation, where a dual scaling factor
was achieved. Variations of the Sierpinski geometry have been analysed also in
|88] in order to obtain a physically small monopole antenna with high efficiency
operating in the ISM bands. Finally, a three-band antenna based on a perturbed
Sierpinski fractal geometry has been presented in [89].
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5.1 Fractal-shaped Antennas

In this section, starting from the preliminary analysis reported in [90], the idea of
perturbing the fractal geometry is further investigated to develop an automatic
approach for the synthesis of multiband antennas, whose working frequencies
are fully tunable. Towards this end, the effects caused by the variation of the
geometrical parameters of fractal antennas are carefully analysed to define some
a-priori rules for the synthesis of efficient antennas. In particular, the Sierpinski
and the Koch fractal antenna will be considered. However, such an analysis can
be easily extended to any fractal antenna structure. In order to define some an-
alytic relations for the behavior of the resonant frequencies, a set of descriptive
parameters of the antenna geometry is firstly defined. Successively, the perfor-
mances of the antenna structure varying its descriptors are studied by means
of numerical simulations. However, since only an exhaustive analysis of all the
parameters would provide an analytic synthesis tool, the obtained relations are
exploited to provide a suitable initialization for a global optimization procedure.
Such an optimization procedure is based on a Particle Swarm Optimizer (PSO)
[8] and it is aimed at identifying an antenna structure fitting a set of requirements
in terms of impedance matching and size reduction.

5.1.1 Fractals

As originally intended by Mandelbrot [4], fractals are complex shapes character-
ized by an inherent self-similarity in their geometrical structure. They are the
result of the study of the biological structures that nature has optimized during
millions of years of evolution. As a matter of fact, unlike classical Euclidean
shapes, fractals can be profitably used to model the geometries of complex natu-
ral objects such as coastlines, clouds, snowflakes, galaxies, etc |83][91]. However,
thanks to their unique characteristics, fractal geometries have recently been in-
troduced in the field of the antenna design in order to obtain a new class of
radiating structures.

In general, there is not a strict definition of fractal geometries [92]. They
are generated by iteratively applying a geometric generator to a starting Eu-
clidean geometry, called initiator. Such a procedure can continue for an infinite
number of times, resulting in a final curve, whose structure is infinitely intricate
and not differentiable at any point [92]|[77]. However, there are several geomet-
ric characteristics that can be used to describe fractals [76]. Among them, the
self-similarity and the space-filling capability are the more interesting proper-
ties from an antenna design point of view. The first one indicates that small
regions of the geometry have the same shape of the whole structure, but on a
reduced scale. Objects owning such a property can be expected to show a simi-
lar electromagnetic behavior at different frequencies. Consequently, they can be
profitably used in order to design multiband antennas [93]. The second one is
instead related to the fact that fractal geometries usually fall between the classi-
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Figure 5.1: Fractal antenna geometries considered in the perturbation analysis.
(a) Sierpinski antenna and (b) Koch antenna.

cal definitions of lines, planes or volumes. For example, a line can grow in such a
way that it effectively almost fill the entire plane. In this sense, a fractal can be
a line that approaches a plane [77]. Such an ability of fractal curves to be very
long occupying a compact physical space can be exploited to design electrically
small antennas [92].

Mathematically, a fractal geometry can be defined by means of the fractal

dimension parameter given by
p— @) (5.1)

—In(v)

where N is the number of copies of the whole geometry, and v is the scale factor
of each copy. Such a parameter gives an indication about the complexity and the
space-filling capacity of the fractal shape. For instance, at each fractal iteration
the Koch curve [80] is constituted by N = 4 copies of the curve at the previous
iteration scaled by a factor v = % Consequently, the fractal dimension of a Koch
curve is approximately D = 1.26, meaning that it occupies more space than a
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monodimensional segment, but less than a filled two-dimensional area.

Fractals are abstract objects that cannot be physically implemented. There-
fore, when applied to antenna synthesis problems, some related geometries have
to be considered. These geometries, usually called “pre-fractals” [94|, can be
used to approach an ideal fractal and to extract some of the advantages that
can theoretically be obtained by the mathematical abstractions. In general,
pre-fractals decrease the complexity of the fractal geometry, by eliminating the
intricacies that are not distinguishable in a particular applications. As regards
antenna synthesis, this means that the geometric structures whose lengths are
much smaller than a wavelength in the band of interest, and that usually ap-
pear for high fractal iterations, can be avoided [95]. In the following, the term
fractal antenna will be used to intend antennas whose geometries are based on
pre-fractals.

5.1.2 Fractal Perturbation

Two different kind of fractal antennas have been considered in the perturbation
analysis: the Sierpinski antenna and the Koch antenna. The Sierpinski antenna
is characterized by a planar geometry, that can be univocally described at each
fractal iteration k by the following vector of geometric parameters

wk:{m@)izlwwyﬁj:L23} (5.2)

ij
where mgf) is the j-th side of the ¢-th triangle constituting the antenna structure
at the k-th fractal iteration. On the other hand, the linear geometry of the Koch
antenna can be described by
k) (k). 1.
m:{@ﬂ%ﬂz:LmAkE]:LmAﬂzlﬂ} (5.3)
where nz(f) and 9§f) indicate the j-th segment and the [-th angle characterizing
the shape of the i-th Koch generator at the k-th fractal iteration, respectively.
The effects of the variations of the geometric parameters at the iteration k have
been evaluated in terms of the shift of the first two resonant frequencies fl(k) and
k
1.
Let us first consider the Sierpinski antenna at the first fractal iteration (k =

1), whose geometry (normalized with respect to the antenna length Lg) is re-
ported in Fig. 5.1(a). In order to have the equilateral outside border, the

following constraints are imposed on the antenna structure: mgll) =1- mgll),
m§12) =1- m%), and m%) =1- mé?. Moreover, to avoid any reliance on the

working frequency, the resonant frequencies have been normalized such that

f(l) B fi(l) _ fz‘(SS).
i f(SS) )

(2

i=1,2 (5.4)

76



CHAPTER 5. SYNTHESIS OF MULTIBAND ANTENNAS

0.15 .
i

0.1

0.05 +

[arbitrary unit]
=

-0.05

-0.1

-0.15
1/10 1/5 3/10 2/5 12 3/5 7/10 4/5 9/10

1
m{) [¥/Lg]

Figure 5.2: Perturbation analysis. Behavior of the normalized resonant frequen-
cies of the Sierpinski antenna varying the mﬁ) parameter.

where fi(SS) indicates the ¢-th resonance of the standard Sierpinski monopole
antenna <m§11) = m%) = mé? = 0.5).

To illustrate some representative results from the analysis, two different test
cases are reported in the following. The first one is aimed at verifying the effects
of varying mﬁ) while keeping the other set to m%) = mé? = 0.5. The normalized
first and second resonant frequencies are shown in Fig. 5.2. A sinusoidal behavior
characterized by the following relations

7 = 0.02 cos (16.1m{Y — 1.6)

_ 5.5
Y = 0.1cos (3.7mY — 0.3 (5:5)
2 11

is obtained for both the resonant frequencies. However, the entity of the shift
is completely different. As a matter of fact, the maximum shift of the first
resonance is about +2% with respect to standard Sierpinski antenna, while that
of the second one reaches +10%. Such a behavior suggests that the second
resonant frequency is mainly driven by the length of mﬁ) (or equivalently, by the
length of mgll)), while the position of the first one is mainly due to the length of

the side of the outside triangle, i.e. <m§11) + mé?).

In the second test case, mglz) is varied in the range [

0.5. The obtained frequency shifts are shown in Fig.

: 1 1
, 1%} while mgl) = m§3) =

.3. The position of both

[~

1

oo
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Figure 5.3: Perturbation analysis. Behavior of the normalized resonant frequen-
cies of the Sierpinski antenna varying the mg? parameter.

the resonances varies following a quadratic trend, described by

D= 0074+ 03— 03<m22>2

=) 2 (5.6)
7Y = —0.03+0.13 - 0.13 <m22)

The variation is symmetrical with respect to the position with m%) = 0.5 and
its magnitude is not larger than 5% and 2% for the first and the second reso-
nance, respectively. Such a result confirms that the position of the first resonant
frequency is mainly controlled by the dimensions of the outside triangle, but it
also shows that the perturbation of the top side of the antenna geometry nearly
does not affect the position of the second resonance. This is due to the fact the
current flows from the bottom to the top of the antenna on the tilted sides. As a
matter of fact, the analysis of the perturbation of the mé? parameter (here not
reported) provides the same results obtained with the first test case.

Similar test cases have been analysed for the Koch monopole antenna at the
first fractal iteration, whose normalized geometry with respect to the antenna
size Lk is shown in Fig. 5.1(b). In the following some representative results
are reported. The following constraints are imposed on the antenna structure:
n%) = 512), 9& = 911 , and n14) =1-— n(l) Qn%) cos <(98)> The last requirement
forces the antenna to always occupy the same area. Moreover, as in the case
of the Sierpinski antenna, the resonant frequencies have been normalized with

respect to the resonant frequencies fi(KS) of a standard Koch monopole antenna
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Figure 5.4: Perturbation analysis. Behavior of the normalized resonant frequen-
cies of the Koch antenna varying the nﬁ? parameter.

characterized by ngll) = n%) =1 and Qﬁ) =3, le,

1) (KS)
FON :
fi
The first test case deals with the variation of the nﬁ) parameter in the range

[0, 2] while n&? =1 and 98) = 7. It turns out that both the first and the second
resonant frequencies present a sinusoidal behavior (Fig. 5.4) described by

Ji" = ~0.03+0.05 cos (187n{}) +0.36)

- 5.8
7D = 0.02 cos (8.38n§11) + 1.9) . 8

As it can be observed, the variation is not larger that £3% for both the res-
onances. This is essentially due to the fact that the perturbation of nﬁ) does
not change the overall length of the antenna. However, since the second reso-
nant frequency is higher than the first one, it moves faster than the first one, as
demonstrated by the different periods of the two sinusoids.

The effects of the perturbation of n%) are analysed in the second test case.
Figure 5.5 shows the behavior of the resonant frequencies when nglz) is varied in

the range [0, %] while n§11> = é and Qﬁ) = 2. The positions of the resonances

change with linear trends described by

(1 1
W = 0.23 - 0.65n%

/1 (5.9)
W =028 —0.74n'Y)
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Figure 5.5: Perturbation analysis. Behavior of the normalized resonant frequen-
cies of the Koch antenna varying the n%) parameter.

and characterized by a variation that is almost from —20% to 20%. As expected,
since the perturbation of such a parameter varies the physical length of the
antenna, the effects on the resonant frequencies are much more evident.

Finally, let us consider the Koch monopole antenna at the second fractal
iteration (k = 2) and analyse the effects of perturbing nﬁ) with the constraint
that ngl) = ni(fl) = ni(fl) = nﬁ) The obtained results are shown in Fig. 5.6. As it
can be noticed, both the first and the second resonant frequencies vary according

to a linear behavior, whose describing relations are

£ = —0.1-0.03n7

5.10
A2 = 01— 0.04n{. (5.10)

Moreover, the maximum variation is less than 2% for the first resonance and less
than 3% for the second one, thus reflecting the results obtained in the first test
case, i.e. varying ngll) when £ = 1. However, both the resonant frequencies are
shifted towards the lower frequencies of about 10% with respect to those of the
Koch antenna at the first fractal iteration. Clearly, this is due to the increment

of the overall antenna length caused by the second fractal iteration.

5.1.3 Antenna Synthesis

From the few examples shown in the previous section, it is evident that the
perturbation analysis can provide very useful information about what are the
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Figure 5.6: Perturbation analysis. Behavior of the normalized resonant frequen-
cies of the Koch antenna varying the nﬁ) parameter.

geometric parameters affecting more the resonant behavior of the antenna. How-
ever, an exhaustive analysis is not possible, since the number of these parameters
increases with the fractal iteration. Moreover, also the effects of the combined
perturbation of several parameters should be studied. For these reasons, the
identification of a unique formula that allows the prediction of the positions of
the resonant frequencies of the antenna on the basis of its geometrical parameters
is not feasible task.

From an engineering perspective, the relations obtained varying the different
antenna descriptors, give a set of a-priori information that can be exploited as a
suitable initialization for a successive optimization process aimed at identifying
the best solution, i.e., the optimal antenna parameters. As a matter of fact, a
good initialization usually results in an efficient method for minimizing the time
as well as the computational required resources.

The optimization process is aimed at fitting a set of requirements in terms
of impedance matching at the input port in the bands of interest, and in terms
of size reduction compared to a standard quarter-wave monopole antenna. More
specifically, let us denote with f,;, and f,z the lowest and the highest frequency
of the b-th band where the antenna is required to operate, respectively. The
impedance matching requirement can be defined by means of the VSWR, param-
eter (2 as

Q(f) <VSWRunax f € for, fom];0=1,...,B (5.11)

where VSW R,..x 1s a user-defined threshold and B is the number of bands of
interest. Concerning the geometrical constraints, the antenna should respect
L < Lyax where L = {Lg, Lk} and Ly, indicates the maximum admissible
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antenna size.
In order to satisfy the project guidelines, the following cost function ¥, defined
as the least-square difference between requirements and estimated specifications,

B I-1 .
(€ :ZZ{maX {O,Q(f“jtﬁq‘@g VSWRW” (5.12)
b=1 i= max

is optimized. In (5.12) £ € {wyg, zx} is the array describing the antenna structure,
iAfy is the sampling frequency interval in the b-th band, and Q (fy, + iAfy) is
the VSWR value at the frequency f,r +¢Af, when & is considered.

The minimization of the cost function in (5.12) is carried out by means of
an automatic process whose main building blocks are a PSO and a Method-of-
Moment (MoM) |26] electromagnetic simulator. More in detail, an initial set
of T trial solutions &/ is randomly generated at the first step (¢ = 0) of the
optimization process. For each array &/, the corresponding antenna structure is
generated, and its performance are evaluated by means of the MoM simulator.
Starting from the calculated VSWR values, the fitness value U = W (&) of the
trial antenna is computed through the cost function (5.12). On the basis of the
fitness values and according to the PSO logic, the antenna descriptors in & are
iteratively updated until ¢ = @ (@ being the maximum number of iterations) or

\I,g;qconu — ( QZQconu) < n (513)

opt

where 7 is the convergence threshold and W " = min, {¥{~%"}.

5.1.4 Numerical and Experimental Validation

This section is aimed at presenting a representative test cases demonstrating the
effectiveness of the proposed synthesis approach. More specifically, numerical
and experimental results regarding the design of a Sierpinski fractal antenna will
be discussed. The optimized planar antenna works in three different frequency
bands and it is suitable to be integrated in multimode wireless devices. It is fed
by a single RF port without any matching circuit and it operates in a DVBH
channel and at GSM and UMTS frequency bands.

The geometry of the antenna is shown in Fig. 5.7. As it can be observed,
the reference shape is a planar Sierpinski pre-fractal where three iteration stages
(s = 0,1,2) have been considered to set three different resonances [79|. From a
geometric point of view, the antenna structure is uniquely defined by the follow-

ing descriptors
x={UW, P =(X;,Y;);1=1,..,15} (5.14)

where U and W are the length and the width of the input section, respectively.
Moreover, (X;,Y;) i = 1,...,15 are the coordinates of the vertexes of the void
triangles in Fig. 5.7 descriptive of the antenna geometry.
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Figure 5.7: Geometry of the multimode three-band antenna.

Since the antenna is required to be compact (maximum size 8 x 8 [cm?]) and
to simultaneously operate at three different frequency bands, the user-defined
constraints require V.SW R values lower than 2.5 at the center of each frequency
band and smaller than 3.0 along the whole bandwidths, respectively. As regards
to the synthesis process, a swarm of R = 5 particles has been randomly initialized
and iteratively updated according to the PSO logic until a solution fitting the
user-defined requirements has been found. In Fig. 5.8, the behavior of the cost
function ® over the iterations (keon, = 50) is given. For completeness, the cost
function mean value ug as well as the standard deviation o are reported. As
regards to the optimization results, Figure 5.9 shows a scatter plot of the VSW R
values at k.on,. Each point of the plot indicates the simulated V.SW R value at
the center of a frequency band in correspondence with a swarm solution. As it
can be observed, all the trial solutions at the convergence meet the performance
requirements in the GSM and UMT'S bands, but only one representative point
(i.e., only one trial solution) falls below V.SW R = 2.5 in the DV BH band.

Taking into account the constraints on the shape and electric behavior of
the device at hand, the following values of the antenna descriptors have been
identified at the end of the PSO-based optimization process. The dimensions of
the input section turns out to be U = 0.28 mm and W = 0.12mm. Moreover,
the coordinates of the control points (in [cm]) result: P, = (4.5,0.1), P, =
(0.0,7.4), P3 = (6.6,7.4), P, = (1.0,5.8), P; = (5.2,74), Ps = (5.8,4.3), P, =
(1.8,4.7), Py = (4.7,4.7), Py = (5.5,3.4), Py = (0.3,7.0), P;; = (2.5,7.4),
P12 = (33,67), P13 = (54,62), P14 = (62,74), and P15 = (64,67) As
a macroscopic result, the antenna prototype covers an area of 6.6 x 7.4 cm?.
More specifically, the maximum linear dimension of the antenna at the highest
wavelength of operation is equal to 0.15\ with a reduction of more than 40%
with respect to the corresponding quarter-wave resonant monopole.
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Figure 5.8: Behaviors of the cost function statistics during the iterative PSO
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Figure 5.9: Simulated VSWR values, at the center of each frequency band, for
the trial solutions at the convergence.
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Wireless | Frequency Band VSWR VSWR
Service [MH?z| Centerband | on Band
DVBH 606 - 614 2.4 2.5

GSM 1800 + 1900 1.2 1.8
UMTS 2000 + 2200 1.3 1.9

Table 5.1: Simulated performances.

Figure 5.10: Three-band Antenna Prototype.

In order to validate the efficiency and reliability of the proposed antenna some
numerical and experimental results are reported. To perform the experimental
measurements, a prototype of the antenna has been built (Fig. 5.10) on a planar
dielectric substrate (Arlon: thickness h = 0.8 mm, relative permittivity &, =
3.38, tand = 0.002 at f = 10GHz). The prototype, fed by a single 50 RF
port connected to the antenna structure in P, and mounted on a metallic ground
plane, has been used to collect both VSWR and radiation patterns measurements
in an anechoic chamber.

The electric performances of the synthesized antenna are summarized in Tab.
5.1. As far as the impedance matching is concerned, Figure 5.11 shows a compar-
ison between measured and simulated VSWR values. As expected, the antenna
resonances are located at the center of a DVBH channel (fPV5# = 610 M Hz),
in the higher GSM band (f$SM18%0 = 1850 M Hz), and in correspondence with
the UMTS band (fYMTS = 2100 M Hz). Besides the good agreement between
the two plots (i.e., numerical and measured values), the antenna shows a good
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Figure 5.11: Simulated and measured VSWR values.

impedance matching in the GSM band (1.2 < VSWRESMIEN0 < 18 16 <

simulated

VSWRESMISN < 91) and in the UMTS band (1.3 < VSWRUNMTS < 19,
1.3 < VSWRUMIS < 1.8). On the other hand, an acceptable matching has

been also obtained at the lowest working frequency devoted to the reception of
a DVBH channel (2.4 < VSWREVBHE < 25 22 < VSWRPVBHE < 93).

simulated measured
Higher VSWR values in this latter band are mainly caused by the constraint on
the antenna size. As a matter of fact, a V.SW R value below 2 : 1 can be easily
reached by relaxing the miniaturization requirement (e.g., from 8 x 8 [em?] to

9.5. x 9.5 [em?]).

As regards to the radiation properties, Figure 5.12 shows the simulated three-
dimensional gain patterns computed at the center of each frequency band. As it
can be observed, the radiation pattern is monopole-like at the lowest frequency
|[Fig. 5.12(a)|, while some variations occur when the working frequency increases
[Fig. 5.12(b)-(c¢)]. As a matter of fact, the antenna tends to work like a half-wave
monopole in the highest frequency bands. Such a behavior is further pointed out
by the appearance of additional lobes in the radiation diagram. Nevertheless, the
omnidirectional behavior along the horizontal plane makes the antenna suitable
for mobile wireless devices.

For completeness, the numerical values are compared with the measurements
at the horizontal plane (6 = 90°) and at the vertical one (¢ = 90°) (Fig. 5.13).
Once again, measurements and simulations turn out to be in good agreement
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Figure 5.12: Simulated 3D radiation patterns - (a) Total gain at fPVPH =

610 M Hz; (b) Total gain at f5FFSM80 = 1850 M Hz; (c) Total gain at fJ/MT9 =
2100 M H z.
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Figure 5.13: Simulated and measured radiation patterns - (a) Horizontal plane
(0 = 90°) at fPVBH = 610 MHz; (b) Vertical plane (¢ = 90°) at fPVBH =
610 M Hz; (¢) Horizontal plane (8 = 90°) at f§*M180 = 1850 M Hz; (d) Vertical
plane (¢ = 90°) at f§FSM1800 = 1850 M Hz; (e) Horizontal plane (§ = 90°) at
JMTS = 2100 M Hz; (f) Vertical plane (¢ = 90°) at fYMTS = 2100 M H z.
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Figure 5.14: Simulated surface currents at (a) fPVPH = 610MHz, (b)
fESMIB0 — 1850 M Hz, and (c) fYMTS = 2100 M H z.
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although some difference are present in the UMTS band [Fig. 5.13(e)-(f)]. They
can be ascribed to the non-ideal behavior of the measurement environment at
higher frequencies.

Finally, the simulated behaviors of the surface currents are shown in Fig. 5.14.
As expected and because of the multi-band operation, the plots at the different
frequencies significantly differ. Moreover, the variations of the surface current
along the longitudinal direction show a trend similar to that of a quarter-wave
monopole in the DVBH band |Fig. 5.14(a)|, while they turn out to be close to
that of a half-wave monopole at the higher working frequencies |Fig. 5.14(b)-(c)].

5.1.5 Conclusion

In this section, the perturbation of the geometry of different fractal antennas has
been carefully analysed. Such an analysis has been carried out by studying the
variations of the resonant frequencies of the antenna caused by the modification
of its geometric descriptors. The result is a set of analytic relations that can be
exploited in the design phase of the antenna. Unfortunately, only an exhaustive
analysis of all the possible perturbations of the geometry and their combinations
would provide an analytic tool able to correctly predict the resonant behavior
of the antenna. This kind of solution is clearly computationally too expensive
and it becomes completely unfeasible when high fractal iterations are considered.
Consequently, the obtained relations have been used as a suitable initialization
of an optimization procedure aimed at identifying the set of antenna parameters
fitting all the project requirements. As a matter of fact, a good initialization
can reduce both the time and the computational resources required by the the
optimization procedure. The effectiveness of the synthesis approach has been
demonstrated by reporting a representative result concerning the synthesis of a
three-band Sierpinski fractal antenna. Further investigations will be aimed at
analysing other antenna characteristics such as the gain, the radiation patterns,
or the bandwidth.

5.2 Spline-shaped Antennas

In this section, a preliminary assessment of an approach based on spline shapes
for multi-band systems is presented. Unlike other methods, the multi-band be-
havior is obtained by modifying a spline curve, which describes the antenna
geometry. Such a simple description allows one to generate in an easy fash-
ion several candidate configurations aimed at satisfying both dimensional and
electrical user-defined requirements. The results are cheap and low profile PCB
antennas suitable for integration and mass production, as well.
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5.2.1 Antenna Design

Let us consider a microstrip structure printed on a planar dielectric substrate.
The geometry of the proposed antenna (Fig. 5.15) model is based on the Spline
representation discussed in Sect. 3.1. Hence, the antenna geometry turns out to
be uniquely identified by the values of the descriptive vector

s={(yi, z:);i=1,..,N;qa;; j=1,...4} (5.15)

which includes the coordinates of the control points {P;, = (y;, z;);i=1,..., N}
governing the spline curve that identifies the radiating part of the antenna, and
a set of geometrical variables {a;; j =1, ...,4} that describes the remaining part
of the antenna structure.

As far as project constraints are concerned, the antenna must be able to
operate over B frequency bands whose lower and higher limits are denoted by
I and fp., respectively, with i = 1, ..., B. Towards this end, the good impedance
match is ensured by requiring the antenna to exhibit V.SW R values lower than a
fixed threshold value V.SW Ry, over the operating bands. Moreover, in order to
avoid the reception of unwanted signals, a minimum threshold value V. SW Rg.;
is imposed on the antenna impedance match behavior in the frequency ranges
from fY; to fy;, j = 1,..,B — 1, separating the operating bands. Concerning
the geometrical constraints, the size of the antenna support must be limited to
an area of Ymae X Zmaz MM2.

The optimal shape of the antenna (i.e., s°?*) is determined by fitting the set of
user-defined constraints and considering an iterative procedure [42] whose main
blocks are an electromagnetic simulator based on the method-of-moment (MoM)
[26] and a Particle Swarm Optimizer (PSO) [8]. Towards this end, the following
cost function W (s) is adopted

B B-1
U(s) =) Wi(s)+ > Ti(s) (5.16)
i=1 j=1
where
Tis VSWR(f) — VSWRy,
U, (s) = 0, df i=1,..,B 5.17
o=, mo{ s (517

are the terms concerned with the B operating bands, while

Tj(s) =

/f% { VSW Rpe; — VSWR(f)
max < 0,
f

i—=1...B—1 (5.1
VST R, }df j=1, .., (5.18)

T
Lj

are the terms related to the rejection bands.
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Az

Figure 5.15: Antenna geometry - (a) Front view and (b) back view.

5.2.2 Numerical and Experimental Validation

In recent years, there has been a significant development of wireless commu-
nication systems for local area networks (WLANs). This has facilitated the
connection and the data exchange between wireless devices, such as laptops,
routers, PCs, and other portable wireless devices. For these applications, the
Wi-Fi standard (IEEE 802.11 a/b/g/n) operating at 2.4 and 5 GHz is one of the
most commonly used [96][97]. Therefore, there is a growing demand of radiating
devices suitable for Wi-Fi applications.

In order to assess the effectiveness of the proposed synthesis approach, a
representative result regarding the design of a dual-band PCB antenna suitable
for Wi-Fi applications is described. The proposed antenna is suitable for Wi-Fi
bands and it guarantees good impedance matching conditions at the working
frequencies centered at 2.448 GHz and 5.512GHz. More in detail, an antenna
structure characterized by N = 14 control points has been optimized in order
to operate from f}; = 2.412GHz up to fp, = 2484 GHz and from [}, =
5150 GHz up to fpr, = 5.875 GHz with V. SW R values lower than V.SW Ry, = 2.
Moreover, in order to force a true dual-band behavior the antenna is required to
exhibit a rejection band with V.SW R values greater than V.SW Rg.; = 10 from
i =35GHz to ff, = 40GHz. Concerning the geometrical constraints, the
maximum antenna dimensions have been set t0 Ymar = Zmaz = 70 mm.

After the optimization process, the geometric parameters of the prototype
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Figure 5.16: Antenna Prototype - (@) Front view and (b) back view.
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Figure 5.17: Simulated and measured VSWR values.
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turned out to be: a; = 50.1mm, ay = 9.6mm, a3 = 4.2mm, and a4 =
16.4mm. Moreover, the coordinates of the spline control points resulted to
be: y1 = 42mm, z1 = 19.3mm, y, = 8.1mm, 2o = 20.2mm, ys = 1.7mm,

z3 = 25.7Tmm, yy = 8.0mm, z4 = 272mm, ys = 2.7mm, z5; = 36.0mm,
Yo = 2.8mm, zg = 33.6mm, y; = 3.0mm, 27 = 25.7mm, ys = 1.9mm,
zg = 2b.7mm, yg = 2.6 mm, zg = 37.8mm, yi0 = 2.6 mm, z19 = 41.3mm,

Y11 = 17.0mm, z11 = 32.7mm, y12 = 6.4dmm, z15 = 41.2mm, y13 = 8.1 mm,
z13 = 43.0mm, y14 = 0.0mm, and zy4, = 44.3mm. As it can be verified, the
synthesized solution fits the size requirement being characterized by an overall
dimension of 50.2 x 19.2 mm?2.

The performances of the dual-band spline-shaped antenna have been numer-
ically and experimentally evaluated. Towards this end, a prototype of the syn-
thesized antenna (Fig. 5.16) has been printed with a photo-lithographic process
on an Arlon dielectric substrate (¢, = 3.38) of 0.78 mm thickness. The prototype
has been equipped with a SMA connector and fed by a coaxial cable in order to
measure its electrical parameters.

As far as the impedance matching is concerned, Figure 5.17 shows a com-
parison between simulated and measured VSWR values. As it can be noticed,
there is a good agreement between measured and simulated values over the en-
tire frequency range. Moreover, the obtained results confirm that the antenna
design as well as the corresponding prototype fit the project guidelines showing
a VSWR lower than 2 in both the Wi-Fi operating bands. The measured band-
widths turn out to be quite large. The former is equal to 500 M H z, from 2.1 up
to 2.6 GHz, and a fractional bandwidth equal to 21%. The second one is equal
to 1.5 GHz, from 4.5 up to 6 GHz, with a fractional bandwidth of 29%. Such a
wideband behavior is due to the spline shape that already demonstrated, as other
planar monopole shapes, its effectiveness and reliability in designing wideband
and ultra-wideband antennas [42].

As regards to the radiation properties of the prototype, the three-dimensional
radiation patterns of the device under test are displayed in Fig. 5.18. Each di-
agram refers to the central frequency of a Wi — Fi working band (i.e., fi =
2.448 GHz and fy = 5.512GHz). As expected, the antenna behaves as a dipolar
radiator at both the working frequencies [Figs. 5.18(a)-(b)], showing an omnidi-
rectional radiation pattern on the horizontal plane. Moreover, it can be observed
that no additional lobes appear in the radiation patterns at the higher frequency
band confirming the multi-band behavior of the antenna. As a matter of fact,
the presence of additional lobes would indicate that the current mode at the
5GH z band is a simple overtone of the fundamental mode in the 2.4 GHz band,
analogous to what occurs at higher frequencies with a wire monopole or a dipole
antenna. For completeness, the co-polar components |Figs. 5.18(¢)-5.18(d)| and
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Figure 5.18: Simulated 3D radiation patterns - Total gain at (a) f; = 2.448 GH =
and (b) fo = 5.512GHz. Co-polar component at (¢) fi = 2.448 GHz and
(d) fo = 5.512G Hz. Cross-polar component at (e) f; = 2.448 GHz and (f)
fa=5.512GH .
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96



CHAPTER 5. SYNTHESIS OF MULTIBAND ANTENNAS
Az Az
Surface current Surface current
[dBA/m)] [dBA/m]
+31.0 +31.0
I +15.5 I +15.5

+0.0
—15.5
-31.0

+0.0
—15.5
—-31.0

o Y T Y
(a) (b)
Az Az
Surface current Surface current
[dBA/m)] [dBA/m)]
- +31.0 " +31.0
+15.5 +15.5

+0.0
—15.5
—31.0

+0.0
—15.5
—-31.0
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the cross-polar ones [Figs. 5.18(e)-5.18(f)] are shown, as well. As it can be
observed, the cross-polar components turn out to be smaller than the co-polar
ones and the corresponding maximum gain values are equal to —34dB (vs. 2dB)
and —24dB (vs. 3dB) at 2.4 GHz and 5 GH z, respectively. In order to further
assess and experimentally validate these indications on the radiation features of
the antenna model, a set of measurements has been carried out by probing the
synthesized prototype in a controlled measurement environment. The obtained
results are shown in Fig. 5.19. Once again, there is a good agreement between
simulated and measured values. The measured patterns confirm the omnidirec-
tional behavior of the antenna in the horizontal plane [§ = 90° - Figs. 5.19(a)-
5.19(b)| as well as the presence of the nulls of the radiation diagrams along the
z-direction [¢ = 0° - Figs. 5.19(¢)-5.19(d); ¢ = 90° - Figs. 5.19(e)-5.19(f)].

Finally, for completeness, Figure 5.20 gives a pictorial representation of the
currents flowing on the metallic surfaces of the antenna geometry. More specifi-
cally, the amplitudes of the surface currents computed at f; and f5 are displayed.
As expected, the concentration of the current shifts to different portions of the
antennas in the two different operating bands further confirming the true dual-
band behavior of the antenna.

5.2.3 Conclusion

In this section, an approach for the synthesis of multiband spline-shaped antennas
has been described. A representative result regarding the synthesis of a dual-
band PCB antenna suitable for Wi-Fi applications has been reported in order
to preliminarily assess the effectiveness of the proposed approach. The antenna
has been synthesized to achieve a good impedance matching in both the 2.4 and
5 GHz Wi-Fi bands. A prototype of the synthesized antenna has been built
on a dielectric substrate. The reliability of the antenna model as well as the
corresponding prototype has been assessed by means of numerical simulations
and experimental measurements of both electrical and radiation parameters.
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Chapter 6

Synthesis of UWDB Aperiodic Linear
Arrays

In recent years, much research has been invested in finding new techniques for
the design of array layouts that are able to operate over ultra-wide bandwidths.
In order to be considered “ultra-wideband” (UWB), an array must exhibit no
grating lobes and low sidelobe levels when the operating frequency is increased
greatly, or equivalently, when the electrical distance between the elements be-
comes large. Such properties are usually obtained by designing array layouts with
nonuniform element spacing. Among nonuniform arrays, the so-called random
arrays have been the first examples studied in the 1960s [98][99]. The locations of
their elements are chosen randomly and independently from a probability density
distribution. Once the element positions have been defined, the array represents
a particular realization from the set of all the possible arrays determined by the
given probability distribution [100][101]. One advantage of random arrays is that
they can be probabilistically analyzed [102] and their patterns can be predicted
[103]. Random arrays are usually void of grating lobes, however, they typically
exhibit only moderate sidelobe level suppression, making them less than ideal
for many applications |104]. Additionally, there is no minimum element spacing
restriction in random arrays, potentially creating issues with antenna overlap or
strong mutual coupling when the array is physically realized.

In order to avoid the issues of random arrays, various forms of optimized
aperiodic arrays have been developed. One early example derives an aperiodic
linear array layout from a periodic structure by using a Genetic Algorithm (GA)
to turn specific elements on or off [105]. Another technique uses the GA to
perturb the element locations in a periodic array to obtain reduced sidelobes
and grating lobes during scanning (analogous to an increase in array bandwidth)
|106]|. These techniques are usually limited to small array sizes due to the rapidly
increasing scope of the optimization problem as the array grows larger.

More recently, new methodologies have arisen that aim to define a rela-
tively large array layout using a small set of parameters. Polyfractal arrays
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[107][108][104] incorporate the ordered and disordered properties of fractal-random
arrays [109], with the use of connection factors and a limited set of GA-defined
generators to fully determine array layout. The recursive nature of polyfractal
arrays allows the description of the array layout by using only a few parameters
and additionally, the iterated function systems employed to build the structure
are also useful for rapid beamforming calculations. Another method used to de-
scribe complex array layouts introduced in [103] requires fewer parameters for
moderate sized arrays (100 to 1000 elements) by using raised power series (RPS)
representations. These techniques allow the synthesis of aperiodic arrays that
operate over ultra-wide bandwidths with excellent sidelobe suppression and no
grating lobes. Most recently, a powerful optimization technique known as the
Covariance Matrix Adaption Evolutionary Strategy (CMA-ES) has been applied
to directly optimize the element spacings in a linear array to meet a targeted
UWB performance goal [110]. This approach offers the main advantage of being
able to successfully handle problems characterized by a large number of variables
and is typically useful for optimizing arrays up to 100 elements.

The analysis and the optimization of the aforementioned arrays is usually car-
ried out by considering isotropic radiating elements. However, when the array
is employed in practical applications, the presence of realistic antenna elements
must be taken into account. The element must be carefully designed in order
to meet certain design requirements. [t must primarily be able to operate with
acceptable input impedance over a very large frequency range. Several antennas
showing a good impedance matching over an ultra-wide bandwidth have been
proposed over the past decade. Their designs are usually based on the optimiza-
tion of the geometrical descriptors of reference shapes, such as triangles [111],
rectangles [112], circles [59], bow-tie structures [113], and ellipses [60][114]. These
techniques allow the description of the geometrical characteristics of the antenna
in a simple and effective way, however, they lack flexibility in generating the
variety of different antenna configurations which are usually required to fulfill
difficult design requirements.

An alternative and much more flexible approach is to represent the antenna
geometry with spline curves. The spline representation allows the definition of
complex curvilinear shapes which are described by a small set of control points.
In [115] a broadband planar dipole antenna whose contour is modeled with a
spline curve was presented. The design begins with a standard flared dipole
antenna with a circular and a rectangular section; the final antenna geometry
is obtained by way of a GA optimization procedure that determines the posi-
tions of a set of control points which define the circular shape. Similarly, John
et al. proposed in [116] the use of a spline curve to describe the contour of a
printed monopole antenna. The optimization is also carried out by means of a
GA, however, the positions of the control points are not varied starting from a
reference curve as in [115]. The same authors then extended the spline repre-
sentation technique to include the groundplane in [117|. The effectiveness of a

100



CHAPTER 6. SYNTHESIS OF UWB APERIODIC LINEAR ARRAYS

spline-based representation integrated with a PSO has been assessed in [43]. The
use of the PSO is preferable over the binary GA when real-valued optimization
problems are to be handled. Moreover, it offers several advantages over the GA
such as simplicity of implementation and calibration, and a more significant level
of control to prevent stagnation of the optimization process [47]. The synthesis
approach presented in [43] has been successfully exploited by the same authors
to design UWB antennas for communication applications [44][45].

As previously mentioned, a good impedance match over an extended band-
width is a necessary requirement for antennas that must be used as elements of
an UWB array, however, maintaining low cross-polarized radiation over the oper-
ating bandwidth is also an important factor deserving of consideration. Indeed,
it is not uncommon for UWB antennas to develop several lobes in the radiation
pattern and possess increased cross-polarized radiation at their upper range of
operating frequencies. This behavior must be avoided since it will degrade the
performances of the entire UWB array.

In this chapter, a methodology for the design of UWB aperiodic arrays pop-
ulated by realistic radiating elements is proposed. The synthesis of the single
array element is carried out by means of an integrated strategy that combines a
PSO together with a spline-based representation of the antenna geometry. Unlike
|43|, however, proper attention is paid to the cross-polarization of the antenna
during the synthesis process in order to produce UWB elements that minimize
all the aforementioned undesirable characteristics. Towards this end, a new term
of the PSO cost function is included for optimizing the antenna element. The
linear UWB antenna array layout is optimized through use of the Covariance
Matrix Adaptation Evolutionary Strategy (CMA-ES) as in [118]|. Consequently,
the operating frequency range of the synthesized element is carefully taken into
account during the optimization of the array layout. The final result is a linear
array of practical antenna elements capable of efficiently operating with very low
sidelobe levels and no grating lobes over an ultra-wide bandwidth.
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6.1. DESIGN APPROACH

6.1 Design Approach

The first step in the proposed design approach is the synthesis of a suitable
radiating element. Towards this end, let us consider the spline-based antenna
geometry discussed in Sect. 3.1. The antenna structure is based on two copper
layers printed on opposite sides of a dielectric substrate of thickness s; charac-
terized by relative permittivity ¢, and loss tangent 9, and it is fully identified by
the parameters shown in Fig. 6.1. Moreover, the following geometric constraints
are imposed: f, = 2y1, fi = 21, yy = 0.0, and g, = s,.

The antenna performance requirements are taken into consideration during
optimization. Before determining a cost function, the requirements must be
formulated. The first one is that the antenna must exhibit acceptable input
impedance over a large bandwidth. Therefore, the constraint

su(Hl<m H<f<fo (6.1)

is imposed on the antenna return loss, where 7; indicates the maximum value
permissible for the magnitude of the s;; parameter, while f; and f; are the
respective lowest and highest frequencies of the band of interest. The second
requirement is that the antenna must exhibit low cross-polarized radiation over
the prescribed operating bandwidth. Since the elements will be placed side-by-
side in parallel to form the array, the requirement can be limited to the zy-plane.
Consequently the following constraint

Go (f)<m i f< fo (6.2)

is imposed, where 7, is the target value of cross-polarized gain and

N _ 1 - T . %o %o -
66N =720 (0=5 0=—F +me==) m=0,.,M~1 (63
m=1

is the spatially averaged cross-polarized gain (the cross-polarized gain is indicated
with g,) in the zy-plane calculated over M points in the range —% <¢p< % .

Lastly, the antenna is required to be compact. Rather than incorporate this
characteristic into the optimization cost function, it is implemented by fixing
certain input parameters. Consequently, the respective width and the length of
the substrate are limited to s,, < Wi,e and s; < Liyee, Wwhere Wo,o and Ly,
are the maximum allowable antenna dimensions.

The search for the optimal antenna geometry is carried out by means of the

particle swarm optimization technique [8][119]. For integration into PSO, all the
parameters to be optimized are collected into a single vector

a = {sw, 55, 91, Yn,2n) ,n=1,..., N =1, 2n} (6.4)
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Figure 6.1: Array element geometry. (a) Front view and (b) back view.

. The parameters which are not optimized are those that are subject to con-
straints, i.e. {guw, fuw, fi,yn}, or that are related to the adopted dielectric sub-
strate, i.e. {s;&,,0;}. When the values of « are chosen, then « fully identifies
a particular antenna configuration, or equivalently, a particular position of the
PSO particle in the solution space. At the beginning of the particle swarm op-
timization technique (i.e. iteration k& = 0), a swarm of R particles is randomly
positioned in the solution space, corresponding to R trial antenna configurations
oy 7 =1,..., R. With successive iterations, the positions of each particle are it-
eratively modified according to the knowledge of the “best” location encountered
by itself and by the other particles. The quality of a location (i.e. acceptability
of an antenna configuration) is evaluated by means of a suitable cost function
that takes into account the different performance requirements. By integrating
(6.1) and (6.2), the cost function is defined as

fo
0 (0) = /f w1 (f) +wn () df (6.5)

where .

w _ W if lsu (f)l >m
0-{, if lsu (£)] < m 00
LU il gy (f) >

wWo = 2 . e
) { 0 if 3 (f) < mo (6.7)
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Figure 6.2: Array parametrization.

It is easily seen from (6.5)-(6.7) that the cost function 2 («) assumes a value
equal to zero only when the trial antenna configuration « fulfills all of the design
requirements. The optimization procedure ends when the maximum number of
K iterations has been reached or when the value of the cost function 2 falls
below a user-defined threshold ~.

After the single element has been synthesized, a suitable UWB array layout
of @) elements is generated by directly optimizing each element position (spacing)
in the linear array. For such a challenging optimization task where there can be
a very large number of parameters, a very powerful evolutionary strategy must
be employed. The recently developed CMA-ES is applied for this task [120][118].
The optimization technique is based on the movement of a multivariate normal
distribution about the solution space to search for the global optimum. The
parameters optimized by the CMA-ES are the ) —1 distances d; ¢ =1,...,Q —1
between two consecutive elements of the array (Fig. 6.2). These parameters are
collected in the vector § = {d,; ¢ =1,...,Q — 1} which identifies a trial array
layout. The performance of the trial array is evaluated based solely on the peak
sidelobe level (SLL) at a single value for the minimum element spacing d,,
at the highest intended operating frequency f;. Consequently the simple cost
function @ is used for the optimization of the array, where

®(B) = —SLL (dppin) - (6.8)
In order to control the minimum element spacing of the array, the constraint
dg>ch g=1,...,Q—1 (6.9)

is imposed during the optimization. In (6.9), ¢ € R is a user-defined coefficient
and \; is the wavelength corresponding to the lowest operating frequency f;.
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Spline Control Point Coordinates [mm]

Py P, Iz 2
(6.20,29.22) | (13.51,28.71) | (13.39,53.32) | (3.78,50.06)
P Ps P, P
(8.03,59.74) | (4.38,49.11) | (5.99,49.18) | (0.00,65.75)

Table 6.1: Coordinates of the spline control points describing the patch geometry
of the synthesized antenna element.

6.2 Optimized Antenna System

6.2.1 Element Geometry and Array Layout

The design procedure described in the previous section is used to synthesize an
UWB antenna array operating from f; = 2GHz to fo = 6 GHz, i.e. having a
fractional bandwidth of 100%. The radiating element is accordingly optimized
for the same frequency range. The element is designed on an Arlon dielectric
substrate characterized by ¢, = 3.38 and ¢; = 0.0025 and having a thickness of
s = 0.8 mm. Moreover, its dimensions must be smaller than W, = Ly =
80 mm. Finally, N = 8 control points are considered for the spline representation
of the antenna geometry.

For antenna performance, a return loss greater than (17, = —10dB) is desired
over the entire operating bandwidth, as is typical for communications applica-
tions. Concerning the goal in (6.2), the averaged cross-polarized gain is calculated
over M = 5 points in an angular range of ¢y = 120° and must be lower than
Ny = —30dB.

The antenna element optimization is carried out via PSO with a swarm size
of R = 6 particles, a convergence threshold equal to ¥ = 107° and a maximum
number of iterations K = 200. The optimized upper-patch spline control points

are shown in Tab. 6.1 with the remaining antenna descriptors given by s, =
68.27mm, s; = 30.20mm, and g; = 24.10 mm.

The CMA-ES technique is then used to obtain the layout of an array of () = 50
copies of the optimized element arranged in parallel along the y-axis. The array
is optimized for best performance at minimum element spacing d,,;, = 4X2, Ao
being the wavelength corresponding to the highest operating frequency f,. In
order to reduce the coupling among the elements, the spacing coefficient c is set
to 1. The locations of the antenna elements obtained after the optimization are
shown in Fig. 6.3. The minimum, average and maximum element spacings are

1.00 Ay, 1.96 \; and 3.60 Ay, respectively.
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Figure 6.3: Positions (in meters) in the elements of the optimized array layout.
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Figure 6.4: Prototype of the synthesized array element. (a) Front view and (b)
back view.

6.2.2 Element Performances

This section is aimed at presenting the performance of the optimized single ar-
ray element. In order to experimentally validate the numerical simulations, a
prototype of the antenna has been constructed by means of a photolitographic
technology (Fig. 6.4). The prototype has been equipped with a standard SMA
connector and analyzed via a vector network analyzer. The measurements have
been collected in a non-controlled environment.

Fig. 6.5 gives a comparison between simulated and measured return loss
values for the optimized antenna. The optimized antenna exhibits a ultra-wide
bandwidth with simulated |s1; (f)| < —10dB covering the entire band from 2.0
to 6.0 GH z, corresponding to a fractional bandwidth of 100%. As can be seen,
the measured antenna s-parameters are in good agreement with the prediction
of the simulation.

Several radiation patterns of the optimized antenna are shown in Fig. 6.6.
Three-dimensional total gain plots are given for operating frequencies of 2, 4,
and 6 GHz. It is observed that the antenna presents a classical monopolar-like
behavior at the lowest frequency [Fig. 6.6(a)], while some distortions appear as
the operating frequency is increased |Figs. 6.6(b) and 6.6(c)|.
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Figure 6.5: Simulated and measured s;; magnitude values exhibited by the syn-
thesized array element.

In addition to total gain, the cross-polarized radiation of the antenna is also
evaluated as it pertains to the goal assigned in (6.2). Fig. 6.7 shows the co-
polarized and cross-polarized gain in the plane of 6 = 7 for the three previously
mentioned operating frequencies. Co-polarized gain remains nearly flat in the
range —3 < ¢ < 7 with a variation less than 5dB. As desired, cross-polarized
gain falls below —30dB at 4 and 6 GHz |Fig. 6.7(a) and 6.7(b)|, however, an
increase is observed at the upper limit of the operating frequency band [6 GHz
- Fig. 6.7(c¢)].

6.2.3 Array Performances

The layout of an array of () = 50 elements was determined for the synthesized
element by means of the direct CMA-ES optimization technique. The result is
an array exhibiting a maximum peak sidelobe level of —12.9dB at an element
spacing of up to 4\ when the main beam is steered to broadside. The performance
of the array has also been evaluated over an extended bandwidth (up to 10\)
with the results shown in Fig. 6.8. Even though the array was optimized for use
up to a minimum element spacing of 4\ (for a 4 : 1 frequency bandwidth when
the array is used with a minimum element spacing of A at the lowest operating
frequency), the array is characterized by a usable peak sidelobe level lower than
—6dB at up to 10X (for a 10 : 1 frequency bandwidth under the same condition).
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Figure 6.6: Three-dimensional representation of the total gain pattern at (a) 2,
(b) 4 and (¢) 6GHz.
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Figure 6.7: Behavior of the co-polarized and cross-polarized gain components in
the plane of 0 = 7 at (a) 2, (b) 4 and (c¢) 6 GHzx.
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Figure 6.8: Peak sidelobe level performances over an extended bandwidth of
the optimized array and of a periodic array populated by the same number of
elements.

Fig. 6.8 also shows the performance of a periodic array populated by the same
number of elements, which exhibits grating lobes at a minimum element spacing
beyond 1.

Since the array is simulated in its entirety, the effects of mutual coupling
between the elements can be observed. Fig. 6.9 gives the VSW R values of
all the array elements computed at 2, 4, and 6 GHz. The synthesized antenna
element is shown to exhibit a good impedance match even when integrated into
the array layout. For the three simulated frequencies, element V SW R remains
lower than or equal to 2, corresponding to a s;; magnitude lower than —10dB.
The irregularity of the array layout together with the minimum element spacing
constraint serves to mitigate mutual coupling between the elements, even at the
lower operating frequencies where coupling is typically highest.

Lastly, the radiation pattern of the entire UWB array has been simulated
and compared to the array factor computed for the array layout shown in Fig.
6.3. The two results are shown plotted alongside each other in Fig. 6.10, where
excellent agreement is observed between the isotropic predictions and the pat-
terns obtained via full-wave simulations. The effects of the element patterns can
be observed near £90° and with the tapering of the sidelobes as the operating
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Figure 6.9: VSW R values for all the elements of the array at (a) 2, (b) 4 and
(c) 6GHz.

frequency is increased. The pattern agreement again confirms that the sparse
element locations of the optimized array layout provides low mutual coupling
among the elements. The array maintains a high gain 15.8dB at both 2 and
4 GH z, while it slightly decreases at 6 GHz to 14.9dB due to the changes in the
element pattern shown in Fig. 6.7(c).

6.3 Conclusion

In this chapter, an approach for integrating UWB elements with aperiodic array
topologies has been presented. The approach is based on a two-step process.
The first is the design via optimization of a UWB antenna element suitable for
integration into an aperiodic array. The element is not only designed for an
acceptable impedance match over a prescribed ultra-wide bandwidth, but also
low cross-polarized radiation in order to maintain polarization purity over the
full operating bandwidth. Antenna element design is carried out by means of a
synthesis approach that integrates a spline-based representation of the antenna
shape together with a particle swarm optimization procedure which accounts
for all of the performance requirements. The second step is the optimization
of a nonuniform array layout suitable for the synthesized element, which is ac-
complished by employing CMA-ES to determine the optimal spacing between
each element in the array. The effectiveness of the proposed approach has been
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demonstrated through synthesis of an UWB array designed to operate over a
frequency range of 2 to 6 GHz. The performances of both the single element
and the full array have been assessed by means of rigorous full-wave simulations
and measurements. The array is shown to efficiently operate over the intended
bandwidth while exhibiting a radiation pattern that maintains a low sidelobe
level and no grating lobes.
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Chapter 7

Synthesis of an Array of UWDB
Antennas for Imaging Applications

In the last years, great effort has been made in the study and development of
different inverse scattering techniques. Thanks to the electromagnetics waves’ ca-
pability of penetrating materials, most of them are able to retrieve information
about the objects’ characteristics on the base of measurements of the scattered
field caused by a known incident field [121]. Such techniques have been success-
fully applied in a number of different fields including mine detection [122][123],
nondestructive testing or evaluation [124]|[125][126], and medical imaging [127].
In particular, the use of microwave imaging for the detection of tumors represents
a promising solution since it gives a number of possible advantages such as low-
cost system implementation, patient comfort |128], and the use of non-ionizing
low power radiation [129][130]. Moreover, successful initial clinical investigations
[131] suggest that such a technique has the potential to make the transition from
the laboratory to the real medical environment.

Theoretical analysis and numerical simulation results have been widely pro-
vided, but the practical fabrication of a microwave imaging system requires to
face several issues [128]. In this framework, the optimal design of the antenna
array used to collect the data is one of the more challenging task [133][134]. In
[135] a planar array constituted by several copies of the wideband patch antenna
presented in [136] has been proposed for breast imaging application. Starting
from such a design, a conformal version of the array has been proposed by the
same authors in [137]. More in detail, 16 stacked-patch antennas were fabri-
cated on separated substrates and located on a section of a hemisphere. In order
to shield the antenna from the surrounding environment, a cavity lined with a
broadband absorbing material was added at the back of each antenna, while a
metallic screen was included on the front face of the antenna to reduce mutual
coupling effects. An array of 32 tapered patch antenna working at the single
frequency of 2.7 GHz has been presented in [134]. Such an array is constituted
by 4 subarray of 8 antennas printed on the same substrate and joined together to
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form a cubic chamber. The same authors redesigned the array into a bra-shaped
semi-conformal chamber that can be directly attached to the patient’s breast
[138]. The elements of both the arrays exhibit a good impedance matching at
the working frequency but no information about the transmission coefficients
among the different antennas have been reported. Finally, Yu et al. presented in
[133] an array of 36 half oval patch antennas printed on the sides of a dielectric
cube. The array element operates in a wider frequency band from 2.7 to 5 GHz,
allowing the possibility of detecting tumors over a large range of sizes [133].

In this chapter, an array of 24 UWB printed rectangular monopole antennas
for imaging applications is presented. The array elements are printed on a cubic
dielectric chamber. However, differently from [133] and [134], the monopole
antennas are printed not only on the 4 vertical sides of the chamber but also on
the bottom side, increasing the collected information. The chamber can contain
a breast with or without a matching liquid and consequently can be used for
tumor detection applications. On the other hand, also small objects (for an
example see [139]) can be inserted into the chamber to perform nondestructive
testing or evaluation. Both the array layout and the single antenna geometry
are very simple, making the realization of a prototype easy. Moreover, the use of
simple geometrical shapes allows the numerical simulation of the imaging system
without the need of large computational resources. As a matter of fact, the
discretization of the geometry in a large number of computational cells is usually
required to correctly approximate the contours of complicated shapes.

The synthesis of the array is carried out by means of a two-steps procedure.
First, a printed rectangular UWB monopole antenna is designed taking into
consideration that it must not be used as a single radiator but as the element of
an array for imaging applications. For this purpose, appropriate constraints have
been imposed on both the physical and the electric properties of the antenna.
Successively, multiple copies of the synthesised element are properly arranged to
form an array that fulfill the requirements needed by this kind of application.
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7.1 Single Radiating Element

7.1.1 Element Design

Concerning the geometry of the single radiating element, in general, it should be
selected to be as simple as possible. As a matter of fact, the use of simple antenna
geometries provide several advantages. First of all, simple shapes can be correctly
approximated with a minor number of computational cells by electromagnetic
simulators. This means the reduction of time and memory requirements which
results to be particularly important when dealing with the simulation of large
antenna arrays. Secondly, the realization of the antenna prototype turns out
to be easier, resulting in less fabrication imperfections and consequently in a
better match between numerical and experimental data. Finally, simple antenna
geometries can be usually described by a minor number of parameters. From the
synthesis point of view, a small number of antenna descriptors corresponds to a
smaller solution space, which can be more rapidly explored by an optimization
procedure.

On the basis of such an idea, the printed rectangular monopole antenna shown
in Fig. 7.1 has been considered as the array element. As a support for the
antenna, a dielectric substrate of thickness s; = 1.27mm characterized by a
permittivity €7 = 10.2 and a conductivity o, = 0.0026 has been adopted. On the
front side of the substrate, a metallic rectangle of dimensions p,, X p; constituting
the radiating part of the antenna is placed above the feedline whose width and
length are denoted by f,, and f, respectively. On the back side, a partial metallic
plane of size g, X g; acts as a groundplane.

Since the antenna is supposed to be small, the coaxial connector has to be
considered in the simulations. Assuming that the connector adopted is a standard
SMA junction, it is modeled by means of a rectangular cuboid of dimensions
re = 16.0mm, r; = 5.7mm and r, = 1.7mm, and some concentric cylinders
whose maximum length is r4 = 9.5mm. The radius of the inner conductor
of the connector is r;, = 0.635mm, while the thickness of the metallic shell
is s, = 0.795mm. The dielectric insulator is modeled as a hollow cylinder of
thickness 7, = 1.42 mm and made of Teflon (&, = 2.08). The connector is placed
so that the feed point is located at the coordinates (x, =0, y, = 0). In order
to guarantee that the whole connector was placed on the metallic plane, the
distance between the lower borders of the groundplane and the feedline on the
opposite side is set to gs = 3.0 mm while the groundplane length is required to
be g > r, = 5.7mm.

Finally, in order to reduce the coupling between the feedline and the ground-
plane, a slit of dimensions s; = 6.18 mm and s,, = 4.0 mm is cut on the ground-
plane just under the feedline. This solution allows also the reduction of the
currents on the connection cable that flow to the opposite direction with respect
to the feed point.
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P

St 4

feeding point

Figure 7.1: Geometry of the printed rectangular monopole antenna. (a) Front
view, (b) back view and (¢) side view.

Since the antenna is intended for imaging applications, it is required to ful-
fill the following project constraints. First of all, the antenna must be able to
operate from f; = 2.5 to fo = 5.5 GHz. The use of a higher center frequency
such as f. = 4 GHz allows for obtaining higher resolution images of smaller ob-
jects [132|, while the wide bandwidth is preferable to increase the possibility of
detecting objects over a large range of sizes [133]. Antennas for communication
applications are usually required to exhibit |s11 (f)] < s{, = —10dB over the
interested range of frequencies to guarantee the radiation of the most part of the
energy. However, when dealing with imaging applications, the distances between
transmitting and receiving antennas or between the antennas and the objects
are so small that a loss in the radiated energy can be accepted. Accordingly, the
constraint |s11 (f)] < s{, = —=5dB; fi < f < fy is considered. In addition, the
antenna must be small enough so that multiple copies of it can be printed on the
different sides of the dielectric chamber. In order to allow the displacement of
a maximum number of 5 antennas on the same side of the chamber, the single
element is required to occupy an area smaller than 30 x 30 mm?.

The search of an antenna fulfilling all the projects requirements is carried out
by means of a Particle Swarm Optimization (PSO) procedure. PSO is a multiple-
agents optimization algorithm which imitates the social behavior of groups of an-
imals such as the swarms of bees. Differently from other optimization methods as
the Genetic Algorithm (GA), PSO is based on the cooperation among the agents
rather than their competition [48]. During the optimization, each trial solution
is identified by a vector a = {pw, p1, fw, f1, Guw, g1} defined as the collection of the
antenna geometric descriptors. In order to take into account the effects given by
the presence of the dielectric chamber, the optimization process is carried out
by considering the trial antenna at hand as located at the center of one of the
vertical sides of the same dielectric chamber that will be used for the array.

118



CHAPTER 7. SYNTHESIS OF AN ARRAY OF UWB ANTENNAS FOR
IMAGING APPLICATIONS

(a)

Figure 7.2: Prototype of the synthesized antenna element. (a) Front view and
(b) back view.

According to the PSO research strategy, R = 6 particles (or agents) are
initially placed into the multidimensional solution space identified by a in a
random manner. The particles, then, iteratively change their positions on the
base of the knowledge of the best locations encountered by themselves and by the
others. The optimization procedure iterates until a maximum number of K = 100
iterations is reached or until an antenna fulfilling all the project requirements
is found. At the end of the optimization process, the values of the antenna
descriptors turn out to be |in mm|: p,, = 9.68, p; = 11.11, f,, = 2.22, f; = 11.89,
gw = 30, and ¢g; = 12.18. As it can be noticed, the optimized element fits the
size constraint occupying an area of 30 x 26 mm? .

7.1.2 Element Performances

The performances of the synthesized element have been first evaluated in isolation
without the presence of the dielectric chamber. Towards this end, the antenna
has been simulated as printed on a dielectric substrate of dimensions 40 x40 mm?.
For the experimental validation, a prototype of the synthesized antenna (Fig. 7.2)
has been built and equipped with the SMA connector modeled in the simulations.
The measurements have been performed using a vector network analyzer which
was connected to the antenna with a coaxial cable.

Figure 7.3 shows the comparison between simulated and measured s;; mag-
nitude values exhibited by the synthesized antenna. As it can be observed, the
simulated operating bandwidth (with |s; 1| < —5dB) of the antenna is from 2.45
to more than 6 GHz. The experimental data well agree with the numerical ones,
with values lower than s{l = —5dB from 2.23 to 6 GHz, corresponding to a
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Figure 7.3: Simulated and measured s;; magnitude values exhibited by the
synthesized antenna element.

fractional bandwidth of 91.6%.

The use of a slit on the groundplane of the antenna has been fundamental
in order to obtain the good match between simulated and measured return loss
values. As a matter of fact, this solution reduces the coupling between the
microstrip line and the groundplane and decreases the electric currents on the
connection cable which flow in the opposite direction with respect to the feed
point. This effect can be clearly seen in the surface current distributions which
are plotted at 2.5, 4.0, and 5.5GHz in Figs. 7.4 and 7.5. More in detail, the
currents flowing on the front and back sides of the metallic part constituted by
the feedline and the patch are shown in Fig. 7.4, while those relative to the two
sides of the groundplane on the back of the substrate are shown in Fig. 7.5.
In general, on the front side of the substrate the currents flow on the feedline
towards the edges of the patch, while they concentrate around the slit and the top
edge of the groundplane on the back of the substrate. In this sense, the slit avoid
the flowing of the currents just behind the feedline, thus reducing the coupling
effects. For the sake of comparison, Figures 7.6 and 7.7 reports the current
distribution plots at the same frequencies on a modified version of the antenna,
in which the slit has been removed. As it can be observed, the general behavior
is the same. However, the absence of the slit allows the flowing of the currents
behind the feedline on the groundplane |Figs. 7.7(a), 7.7(¢), and 7.7(e)]. The
stronger values are visible on the back side of the feedline and on the front side of
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the groundplane at the lowest frequency [Figs. 7.6(b) and 7.7(a)|, meaning that
there is a strong coupling between the two surfaces. This is confirmed by the
comparison of the simulated and measured s; ; magnitude values of the modified
antenna reported in Fig. 7.8. Even though a good match between the data is still
visible, the largest difference is obtained in correspondence with the minimum
close to 2.5 GHz, i.e. the frequency where the surface currents show stronger
values.

Since the slit avoids the flowing of the current behind the feedline, larger slits
should be preferable since they will reduce more the coupling effect. However,
as it can be seen by comparing Figs. 7.3 and 7.8, the presence of the slit also
changes the behavior of the antenna return loss. Consequently, the slit width
should be chosen in order to be the largest one which does not compromise the
antenna impedance matching. In order to clarify this point, Figure 7.9 shows
the behavior of the simulated |s; ;| of the antenna for different values of the slit
width s,,. The obtained results show that when s,, > 4.0 mm the antenna shows
a return loss very close to the threshold value 5{1 = —5dB in some parts of the
frequency spectrum. Consequently, a slit whose width is equal to s, = 4.0 mm
has been adopted.

Finally, the radiation behavior of the single array element has been analysed.
Since the antenna is intended for imaging application, the interest is in the near
field radiation properties. Towards this end, Figure 7.10 shows the electric field
radiated by the antenna at 2.5, 4.0, and 5.5 GHz. More in detail, Fig. 7.10(a),
7.10(¢) and 7.10(e) show the electric field on the vertical plane passing by the
center of the rectangular patch as seen from the right side of the antenna, while
Fig. 7.10(b), 7.10(d) and 7.10(f) report the electric field on the horizontal plane
passing by the center of the patch as seen from above the antenna. It can be
noticed that in the vertical plane the antenna mostly radiates in the z-direction
while less energy is radiated towards the top and the bottom of the antenna.
In the horizontal plane, the largest part of the energy is still radiated in the z-
direction only at 2.5 GHz [Fig. 7.10(b)], while a more uniform behavior is visible
at the two higher frequencies [Fig. 7.10(d) and 7.10(f)]. Consequently, it can be
expected that when the antenna will be used as element of the array, the effects
produced by the mutual coupling on the array performances should be limited.
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Figure 7.4: Surface currents flowing on the feedline and the patch of the syn-
thesized antenna element. (a)(c)(e) Front and (b)(d)(f) back side at (a)(b) 2.5,
(¢)(d) 4.0, and (e)(f) 5.5 GHz.
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(F)

Figure 7.5: Surface currents flowing on the groundplane of the synthesized an-
tenna element. (a)(c)(e) Front and (b)(d)(f) back side at (a)(b) 2.5, (¢)(d) 4.0,
and (e)(f) 5.5 GHz.
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Figure 7.6: Surface currents flowing on the feedline and the patch of the modified
antenna element (without the slit). (a)(c¢)(e) Front and (b)(d)(f) back side at
(a)(b) 2.5, (¢)(d) 4.0, and (e)(f) 5.5 GH z.
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(F)

Figure 7.7: Surface currents flowing on the groundplane of the modified antenna
element (without the slit). (a)(c)(e) Front and (b)(d)(f) back side at (a)(b) 2.5,
(¢)(d) 4.0, and (e)(f) 5.5 GHz.
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Figure 7.8: Simulated and measured s;; magnitude values exhibited by the
modified antenna element (without the slit).
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Figure 7.9: Simulated s; ; magnitude values exhibited by the antenna for different
values of the slit width s,,.
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Figure 7.10: Electric near field radiated by the synthesized antenna. (a)(c)(e)
Vertical and (b)(d)(f) horizontal plane passing by the center of the rectangular
patch at (a)(b) 2.5, (¢)(d) 4.0, and (e)(f) 5.5 GH z.
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7.2 Array Design and Performances

The synthesised rectangular monopole antenna has been then employed as the
element of an array for imaging applications. For this purpose, multiple copies of
it have been arranged following the scheme reported in Fig. 7.11. The antennas
are printed on the four vertical sides and on the bottom of a cubic dielectric
chamber open at the top. The dielectric chamber has dimensions of ¢; = ¢, =
¢, = 100 mm. N; = 5 antennas are printed on each vertical side of the chamber,
while only Ny = 4 antennas are printed on the bottom. Consequently, the total
number of the array elements turns out to be N = 4Ny + Ny = 24.

The performances of the array composed by 24 copies of the optimized el-
ement have been numerically and experimentally evaluated. Towards this end,
the prototype shown in Fig. 7.12 has been built. This configuration is aimed
at reducing the mutual coupling effects among the antennas. As for the sin-
gle element, each antenna of the array has been equipped with a coaxial SMA
connector placed on the outer face of the chamber.

Figure 7.13 shows the comparison between simulated and measured return loss
values for 6 array elements placed on different positions on the chamber. As
representative results, two elements placed on the first vertical wall (antenna
#1 - Fig. [7.13(a)] and antenna #3 - Fig. [7.13(b)]), two on the third vertical
wall (antenna #11 - Fig. |7.13(c)| and antenna #14 - Fig. [7.13(d)]), one on
the fourth vertical wall (antenna #18 - Fig. |7.13(¢e)|), and one on the bottom
(antenna #22 - Fig. [7.13(f)]) have been selected. As it can be observed, the
antennas printed on the dielectric chamber still show a good impedance matching
whatever is their location. As a matter of fact, the simulated return loss values
are lower or equal to s{l = —5dB in the frequency range 2.5 — 5.5 GH z, thus
fitting the project requirements. The variations of the return loss values are
faster with respect to single element case shown in Fig. 7.3. This behavior is
caused by the reflections occurring inside the chamber. Nevertheless, there is
still a good agreement between numerical and experimental data, unless for a
slight frequency shift at the higher frequencies.

When dealing with an antenna system for imaging application, it is important
to analyse not only the impedance matching of the array elements but also the
quality of the links among them. Towards this end, the simulated and measured
transmission coefficients relative to a subset of all the possible antenna pairs are
compared in Fig. 7.14. Usually, imaging algorithms use this kind of information
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Figure 7.11: Layout of the 24-element array.
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Figure 7.12: Prototype of the 24-element array.
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Figure 7.13: Simulated and measured return loss values exhibited by the array
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Figure 7.15: Electric near field radiated by the array antenna #4 on the hori-
zontal plane passing by the center of the rectangular patch at (a) 2.5, (b) 4.0,
and (¢) 5.5 GHz.
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Figure 7.16: Electric near field radiated by the array antenna #4 on the vertical
plane passing by the center of the rectangular patch at (a) 2.5, (b) 4.0, and (c¢)
5.5GHz.
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Figure 7.17: Electric near field radiated by the array antenna #4 on the vertical
plane passing by the center of the antenna #21 rectangular patch at (a) 2.5, (b)
4.0, and (¢) 5.5 GH z.
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to perform the reconstruction of the object under analysis. However, if the
attenuation among the antennas is too strong, it will become very difficult to
separate the information about the target from the noise. The representative
results here reported refer to configurations in which the two considered antennas
are located on the same side of the chamber |Figs. 7.14(a) and 7.14(d)| or
on different faces |Figs. 7.14(b), 7.14(c¢), 7.14(e) and 7.14(f)]. Whatever pair
is considered, it can be noticed that the measured values of the transmission
coefficients are around —20 dB in the most part of the operating band, indicating
a good quality of the link between the antennas. It is worth noting also that
there is a good agreement between numerical and experimental data.

Finally, the mutual coupling occurring among the antennas of the array is
evaluated. The worst case in terms of mutual coupling effects occurs when the
antennas located near the bottom vertexes of the chamber transmit since they
are close to antennas on the same side, the contiguous side, and also on the
bottom side of the chamber. Consequently, the behavior of the near electric
field radiated by the antenna #4 is here reported. Figure 7.15 show the field
radiated by the antenna on the horizontal plane passing by the center of the
square patch (the view is from the top of the chamber) at 2.5, 4.0, and 5.5 GH 2.
As it can be noticed, the amplitude of the field around the closest antennas in
the same plane (i.e., antennas #5 and #20) is very low. Moreover, the field is
stronger around antenna #4 at the lower frequency [Fig. 7.15(a)| with respect
to the other two analysed frequencies |Figs. 7.15(b) and 7.15(¢)|. The behavior
of the electric field on the vertical plane passing by the center of the patch is
reported in Fig 7.16. It can be observed that also in this case the amplitude
of the field sensed by the antenna #2 is very low at the first two frequencies
[Figs. 7.16(a) and 7.16(b)] and slightly increases just at 5.5 GHz [Fig. 7.16(c¢)].
Finally, Figure 7.17 shows the behavior of the field radiated by antenna #4 in the
vertical plane passing by the center of the patch of the closest antenna located
on the bottom of the chamber (antenna #21). As for the two previous cases, the
field amplitude sensed by antenna #21 is very low whatever the frequency. Such
results demonstrate that the proposed array layout (Fig. 7.11) allows reduced
mutual coupling effects among the antennas.

7.3 Conclusion

In this chapter, an antenna array for imaging applications has been presented.
The array is constituted by 24 rectangular UWB monopole antennas printed on
the sides and on the bottom of a cubic dielectric chamber. The synthesis of
the single element has been carried out by means of a PSO-based optimization
procedure aimed at identifying an antenna design fulfilling the project require-
ments in terms of both impedance matching and occupancy. The performances
of both the single antenna and the 24-element array have been assessed with
numerical simulations and experimentally validated by measurements performed
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on the corresponding prototype.

From the numerical and experimental results, it is derived that the designed
antenna array is suitable for imaging applications. As a matter of fact, the return
loss of each array element indicates that the antenna array is able to operate in
a wide frequency bandwidth from 2.5 to 5.5 GH z, while the high values of the
forward transmission coefficients indicate a good quality of the links among the
different elements. Moreover, thanks to the radiation characteristics of the single
radiators, the effects of the mutual coupling among the elements on the array
performances are limited.

Two different issues will be the objectives of the future research work. The
first one will be the use of measurements performed with the designed array
within reconstruction algorithms for NDT/NDE applications. On the other
hand, the optimization procedure presented in this paper will be exploited to
design an antenna array for breast imaging applications working on a different
frequency band and taking into account the presence of a matching liquid.
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Chapter 8

Conclusions and Future
Developments

In this thesis, innovative techniques for the synthesis of radiating systems able to
fit the tight requirements needed by modern wireless communication applications
have been presented. In order to design small UWB and multi-band antennas,
such techniques profitably exploit the characteristics of spline curves and fractal
geometries.

The synthesis of UWB antennas has been carried out by means of an op-
timization strategy in which the description of the antenna geometry is based
on the spline representation. Such an approach is aimed at obtaining antennas
fulfilling all the UWB specifications including a good impedance match over a
large bandwidth and the un-distorted reception of the transmitted waveform.
The characterization of the antenna has been carried out both in the frequency
and the time domain.

Concerning multi-band antennas, a synthesis approach based on the pertur-
bation of fractal geometries has been proposed. The effects of geometrical vari-
ations on the performance of the Koch and the Sierpinski fractal antennas have
been deeply analysed. Such analysis has been devoted to define some a-priori
rules for the synthesis process. More in detail, some analytic relationships for
the behavior of the resonant frequencies have been defined and used to obtain
a suitable initialization for global optimization procedures. The result has been
an automatic approach for the synthesis of multi-band fractal antennas requiring
reduced time and computational resources. A preliminary assessment of a differ-
ent multi-band antenna synthesis approach which exploits the spline geometries
used in dealing with UWB antennas has been also proposed.

Finally, the integration of UWB antennas into array layout has been inves-
tigated. More specifically, first a design methodology for aperiodic linear arrays
populated with spline-shaped radiating elements has been proposed. Succes-
sively, the realization of an array of UWB antennas for imaging applications has
been described.
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The effectiveness as well as the reliability of all the proposed design techniques
have been assessed by means of both numerical and experimental results.

As for the novelties of this work, the main contribution is concerned with the
following issues:

e the exploitation of spline-based geometries in the synthesis of UWB an-
tennas which allow the description of the antenna with a limited set of
parameters but also the generation of widely different complex and widely
different shapes suitable to meet the tight requirements of UWB systems;

e the exploitation of the effects given by perturbing the fractal geometries in
order to break the fixed relationships among resonances typical of standard
fractal antennas allowing the realization of multi-band antennas suitable
for practical applications;

e the flexibility demonstrated by the proposed approaches in dealing with
the synthesis of antennas suitable for various applications characterized by
different project requirements.

Future works will be devoted to:

e the identification of effective solutions for the miniaturization of spline-
shaped antennas in order to obtain more compact UWB antennas;

e the analysis of the fractal perturbation in terms of other antenna properties
such as radiation characteristics or operating bandwidth;

e the customization of the proposed synthesis approaches in order to obtain
antennas suitable for integration in MIMO systems;

e the identification of alternative designs to obtain antennas exhibiting more
directive radiation patterns.
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