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Abstract

Remote sensing images regularly acquired by satellite over the same geographical areas (multitemporal images) provide very important information on the land cover dynamic. In the last years the ever-increasing availability of multitemporal very high geometrical resolution (VHR) remote sensing images (which have sub-metric resolution) resulted in new potentially relevant applications related to environmental monitoring and land cover control and management. The most of these applications are associated with the analysis of dynamic phenomena (both anthropic and non-anthropic) that occur at different scales and result in changes on the Earth surface. In this context, in order to adequately exploit the huge amount of data acquired by remote sensing satellites, it is mandatory to develop unsupervised and automatic techniques for an efficient and effective analysis of such kind of multitemporal data.

In the literature, several techniques have been developed for the automatic analysis of multitemporal medium/high resolution data. However, these techniques do not result effective when dealing with VHR images. The main reasons consist in their inability both to exploit the high geometrical detail content of VHR data and to model the multiscale nature of the scene (and therefore of possible changes). In this framework, it is important to develop unsupervised change-detection (CD) methods able to automatically manage the large amount of information of VHR data, without the need of any prior information on the area under investigation. Even if these methods usually identify only the presence/absence of changes without giving information about the kind of change occurred, they are considered the most interesting from an operational perspective, as in the most of the applications no multitemporal ground truth information is available.

Considering the above-mentioned limitations, in this thesis we study the main problems related to multitemporal VHR images with particular attention to registration noise (i.e. the noise related to a non-perfect alignment of the multitemporal images under investigation). Then, on the basis of the results of the conducted analysis, we develop robust unsupervised and automatic change-detection methods. In particular, the following specific issues are addressed in this work:

1. Analysis of the effects of registration noise in multitemporal VHR images and definition of a method for the estimation of the distribution of such kind of noise useful for defining:
   a. Change-detection techniques robust to registration noise (RN); the proposed techniques are able to significantly reduce the false alarm rate due to RN that is raised by the standard CD techniques when dealing with VHR images.
b. Effective registration methods; the proposed strategies are based on a multiscale analysis of the scene which allows one to extract accurate control points for the registration of VHR images.

2. Detection and discrimination of multiple changes in multitemporal images; this techniques allow one to overcome the limitation of the existing unsupervised techniques, as they are able to identify and separate different kinds of change without any prior information on the study areas.

3. Pre-processing techniques for optimizing change detection on VHR images; in particular, in this context we evaluate the impact of:
   a. Image transformation techniques on the results of the CD process;
   b. Different strategies of image pansharpening applied to the original multitemporal images on the results of the CD process.

For each of the above mentioned topic an analysis of the state of the art is carried out, the limitations of existing methods are pointed out and the proposed solutions to the addressed problems are described in details. Finally, experimental results conducted on both simulated and real data are reported in order to show and confirm the validity of all the proposed methods.
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Chapter 1

1. Introduction

In this chapter we make an introduction to the problem of performing multitemporal analysis on very high geometrical resolution images. In details, we report a brief overview on the last generation of satellite sensors that acquire very high geometrical resolution (VHR) images, and we present the applications related to the analysis of multitemporal VHR data. We also describe the most critical issue related to the analysis of such kind of data, giving motivations of the introduced work. In addition, we describe the specific objectives faced in the thesis and the novel contributions of it. Finally, we describe the structure and organization of this thesis.

1.1. Overview on the last generation of remote sensing systems

Remote Sensing (RS) is the science and art of acquiring information (spectral, spatial, temporal) about material objects, area, or phenomenon, without coming into physical contact with the objects, or area, or phenomenon under investigation [1]. A sensor is used to measure the energy emitted and reflected from the object and transferred as electromagnetic radiation through the space. According to the source of the energy measured by the sensors, RS systems can be divided into two categories: passive and active. The formers detect the reflected or emitted radiation from natural sources, while the latter make use of sensors that measure reflected responses from objects that are irradiated from artificially-generated energy sources, such as radar systems. In addition, with respect to the wavelength regions in which the sensor measures the received quantity of energy, the remote sensing systems can be divided into: visible and reflective infrared systems (from 0.4 to 3 micrometers), thermal systems (from 3 to 14 micrometers) and microwave systems (from 0.1 to 100 centimeters).

In this dissertation, we consider remote sensing systems for Earth observation, focusing on the analysis of the information, in the form of digital images, coming from passive sensors mounted on satellites. Starting from 1972, when the first world’s satellite for the Earth observation (Landsat-1) has been launched, several missions for the observation of the Earth have been developed. In the last decade, the remote sensing technology had a significant evolution that resulted in the launch of satellites mounting on-board sensors capable to acquire images with very high resolution (VHR). The pioneering high resolution images acquired by SPOT missions are now integrated with multispectral images having metric or sub-metric resolution acquired by new remote sensing satellites (e.g., Ikonos, Quickbird, GeoEye-1, and WorldView-2) and other new missions characterized by sensors that can acquire
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VHR images are planned for the next years. In this thesis, optical very high geometrical resolution multispectral images provided by the last generation of sensors will be considered.

In the following paragraph we briefly recall the characteristics of the most popular VHR imaging systems, in which we are mainly interested in this work.

1.1.1 VHR imaging systems

Geometric resolution refers to the satellite sensor’s ability to effectively image a portion of the Earth’s surface in a single pixel and is typically expressed in terms of Ground Sample Distance (GSD), which indicates the smallest unit that is mapped to a single pixel within an image. The resolution of satellite images varies depending on the physical properties of the sensors used and the altitude of the satellite’s orbit. The latest commercial satellites could acquire images with a GSD lower than 0.5 m (i.e. GeoEye-1), however, due to US Government restrictions on civilian imaging the data are commercialized only after decreasing the resolution till obtaining a GSD of at least 0.5 m. GSD for intelligence and military purposes may have a resolution of less than a centimeter with the potential for real-time (live) imaging.

The term VHR imaging systems usually refers to images with GSD lower than 1 meter, provided by the last generation of sensors. These systems have been developed starting from XXI century (i.e. Ikonos satellite launched in 1999 and Quickbird satellite launched in 2001); and they have been preceded by the SPOT satellites, appeared starting from 1986 and characterized by a high geometrical resolution (10 m for the panchromatic band and 20 m for the multispectral ones). Before them the most popular multispectral sensors were the ones mounted on Landsat satellites (from 1 to 7). Landsat 7, the last satellite of the Landsat program, launched in April 1999, can acquire a panchromatic band with 15 m spatial resolution and seven multispectral bands (in the visible, near and thermal infrared) with 30 m spatial resolution (except for the thermal band which has 60 m of resolution).

In the following a list of the major VHR RS systems with the main characteristics of each is reported.

- **Ikonos**: launched on September 1999, provides multispectral images (spectral channels of acquisition: blue, green, red and near infrared) with a spatial resolution of 3.2 m and panchromatic images with a resolution of 0.82 m. Time of revisit is from 3 to 5 days depending on the latitude [2].

- **Eros A**: launched on December 2000, provides only panchromatic images with a spatial resolution of 1.8 m. Time of revisit is from 2.1 to 9.5 days depending on the latitude [3].

- **QuickBird**: launched on October 2001, provides multispectral images (blue, green, red and near infrared) with a spatial resolution of 2.4 m and panchromatic images with a resolution of 0.6 m. Time of revisit is from 1 to 3.5 days depending on the latitude [2].

- **Spot 5**: launched on May 2002, the last satellite of the SPOT family, provides multispectral images (green, red, near infrared and mid infrared) with a spatial resolution of 10 m and panchromatic images with a resolution that varies from 2.5 to 5 m. Time of revisit is from 2 to 3 days depending on the latitude [2].

- **Eros B**: launched on April 2005, provides only panchromatic images with a spatial resolution of 0.7 m. Time of revisit is from 2.1 to 9.5 days depending on the latitude [3].

- **GeoEye-1**: launched on December 2004 provides multispectral images (blue, green, red and near infrared) with a spatial resolution of 1.65 m and panchromatic images with a resolution of 0.41 m (degraded to 0.5 m for civil applications). Time of revisit is from 2.1 to 8.3 days [4].

- **WorldView-1**: launched in September 2007, provides only panchromatic images with a spatial resolution of 0.5 m. Time of revisit is from 1.7 to 5.9 days depending on the latitude [2].
• **RapidEye**: launched in August 2008, made up of a constellation of 5 satellites containing identical instruments, provides multispectral images (blue, green, red, red edge and near infrared) with a spatial resolution of 5 m. Time of revisit is about 1 day [5].

• **WorldView-2**: launched in October 2009, provides multispectral images (blue, green, red and near infrared, plus red edge, coastal, yellow and near infrared 2) with a spatial resolution of 1.8 m and panchromatic images with a resolution of 0.5 m. Time of revisit is from 1.1 to 3.7 days depending on the latitude [2].

• **Pleiades-1**: will be launched in early 2011 and will reach a spatial resolution of 2 m for multispectral images (blue, green, red and near infrared) and of 0.5 m for panchromatic images. It will have a revisit time of 1 day once the complete constellation (Pleiades-1 and Pleiades-2) will be operating [6].

• **Pleiades-2**: will be launched in 2012 and will complete the Pleiades constellation of satellites (same characteristics of Pleiades-1) [6].

• **GeoEye-2**: will be launched in early 2013 and it will reach a spatial resolution of 0.25 m. However, restrictive licensing by the US government makes it likely that only the US Government and some of its allies will have access to imagery at the full design resolution [4].

Please note that all the described systems are in a polar sun-synchronous orbit and the reported spatial resolution value is referred at nadir.

### 1.2. Multitemporal VHR images: applications and related problems

Very high geometrical resolution images acquired by modern remote sensing sensors mounted on board of the last generation of satellites are a very important information source for many potential applications related to environmental monitoring and land control and management. In particular, the increased spatial resolution (with respect to previous generation satellites) makes it possible to address many new applications related to the analysis of scenes at a local scale with a very high geometrical detail (e.g., urban areas and infrastructure analysis, precision farming, building detection, etc.). In this scenario, a very important domain is related to applications that require a regular analysis of a given geographical area for the detection of possible alterations or changes occurred on the ground. Possible applications are related to: monitoring of natural resources in order to define risk maps, analysis of changes occurred after natural disasters in order to derive damage maps at high resolution, building abuse discovering, etc [7].

These applications require the use of images acquired on the same geographical area at different times (multitemporal images) and the development of proper automatic change-detection techniques. Although the scientific literature presents many works related to change-detection techniques applied to medium and high resolution images acquired by the previous generation of remote sensing sensors, only few techniques have been developed in the last years for the detection of changes in VHR data. Moreover, the techniques developed for medium resolution images are largely insufficient to exploit in a proper and automatic way the richness of information contained in multitemporal VHR data. This is mainly due to: a) their inability to properly exploit the spatial-context information and the geometrical detail content; b) their intrinsic single-scale nature that does not make it possible to model the multiscale properties of objects in VHR images; c) their unsuitability to deal with the distortions (mainly registration noise and shadows) present in VHR multitemporal images. In addition, given a specific geographical area, the very high geometrical resolution of new generation sensors results in a higher amount of data to analyze than in the case of medium resolution sensors.
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Therefore, for a proper exploitation of VHR images in real applications related to extended areas, it is mandatory to develop effective automatic techniques that can properly handle the huge amount of available data and the high geometric content.

In order to give to the reader an idea of the differences between medium and very high geometrical resolution images, Figure 1.1 shows two images acquired over an area of the city of Trento (Italy) by the multispectral sensor mounted on Landsat5 satellite (Figure 1.1 (a)) and by the one mounted on the Quickbird satellite (Figure 1.1 (b)). Observing the two images it is simple to imagine the potentiality of new applications arisen from the high geometrical content of VHR data and the need of developing new and proper techniques for effectively manage such kind of data.

![True color composition of the remote sensing images acquired over the city of Trento (Italy) by multispectral sensor mounted on (a) Landsat 5 satellite and (b) Quickbird satellite.](image)

The problems related to the analysis of multitemporal VHR images faced in this thesis are specifically related to the following aspects:

1. Most of the techniques developed for the analysis of multitemporal data require a perfect alignment of the images under investigation. In order to obtain a pair of images where corresponding pixels are associated with the same position on the ground (co-registered images), pre-processing steps are needed, including: geometric correction and image registration. However, in practice it is not possible to obtain a pair of perfect aligned images. The co-registration procedure becomes more complex and critical (and therefore intrinsically less accurate) when very high resolution images are considered. These images can be acquired with different view angles and often show different geometrical distortions that, even after proper geometric corrections, strongly affect the precision of the registration process, thus resulting in a significant residual registration noise (RN) [8]. This noise sharply decreases the accuracy of most of the techniques developed for the analysis of multitemporal data. Observing Figure 1.2 (a) and (b) it is simple to note the differences in the acquisition view angle and in the illumination conditions (shadows). The impact of these differences on a multitemporal analysis is emphasized in Figure 1.2 (c) where the false color composition of the multitemporal images in Figure 1.2 (a) and (b) is reported.
Figure 1.2. True color composition of the images acquired over the same geographical area of the city of Trento by the Quickbird satellite in: (a) October 2005 and (b) July 2006. (c) False color composition of the multitemporal images.

2. The detection of multiple changes (i.e., different kinds of change) in multitemporal remote sensing images is a complex problem (not only for VHR images). When multispectral images having $B$ spectral bands are considered, an effective solution to this problem is to exploit all available spectral channels in the framework of supervised or partially supervised approaches [9]. However, in many real applications it is difficult/impossible to collect ground truth information for either multitemporal or single date images. On the opposite, unsupervised methods available in the literature are not effective in handling the full information present in multispectral and multitemporal images. They usually consider a simplified sub-space of the original feature space having small dimensionality and thus characterized by a possible loss of change information.

3. The last generation of VHR multispectral sensors can acquire a panchromatic (PAN) image characterized by very high geometrical resolution and low spectral resolution (no spectral diversity and low capacity in distinguishing different kind of changes); and a set of multispectral (MS) images with lower spatial resolution, and higher spectral resolution. In order to take advantage of both high geometrical and spectral resolutions in the change detection process, it is common practice to apply a proper pre-processing, namely pansharpening (PS). PS merges the properties of panchromatic and multispectral data for spatial detail injection from PAN to MS, resulting in a set of images with both high spectral resolution and enhanced geometrical resolution. However, pansharpening can introduce in the images spatial artifacts and spectral distortions that can affect the accuracy of change-detection maps. Although several quality indexes have been proposed for evaluating pansharpening methods, they are not specifically conceived for CD applications [10].

1.3. Objectives and novel contributions of the thesis

According to the problems related to the analysis of multitemporal VHR data described in the previous section, in this thesis the attention is focused on the understanding and the modeling of the main properties of multitemporal VHR images and on the use of the results of this analysis for the definition of proper unsupervised change detection methodologies. In particular, at first we focused our attention on the analysis of the properties of registration noise (RN) (i.e. noise that arises from a non perfect alignment of the multitemporal images), then, according to the results of such analysis, we derived both registration and change-detection techniques effective on VHR multitemporal images. Furthermore pre-processing techniques for optimizing the results of change detection were considered. The activity is mainly oriented to address some of the main limitations of the existing techniques, de-
veloped for medium resolution images. In greater details, the following specific topics are considered in this work:

a) Analysis of the effects of registration noise in multitemporal VHR images in order to derive an adaptive estimation of it;

b) Registration techniques effective on VHR multitemporal images, which overcome the limitations of the techniques developed specifically for medium resolution images;

c) Techniques for the detection of changes in multispectral VHR images robust to the problems related to registration noise and that consider the contextual information;

d) Automatic methods for the detection and separation of multiple changes in multitemporal images. Please note that for this specific topic the analysis has been conducted on both medium and VHR images, as no unsupervised techniques developed for medium resolution images exist able to separate different kinds of change, as previously pointed out;

e) Analysis of image transformation techniques for change-detection applications on VHR images;

f) Analysis of the effects of pansharpening in change detection on VHR images.

In order to address the aforementioned issues, we developed novel approaches and techniques for the automatic analysis of VHR multitemporal images. The main goals of these methods are briefly described in the following:

a) *Analysis and adaptive estimation of the registration noise distribution in multitemporal VHR images*

According to the problem related to the presence of registration noise described in the previous section in this thesis we aim at analyzing the properties of registration noise in multitemporal VHR images in order to formulate an adaptive technique for the explicit estimation of the distribution of residual RN between multitemporal images. This distribution is a starting point for the development of novel registration techniques and change-detection techniques robust to such source of noise, as it will be presented in the following. This study is developed within a polar framework for change vector analysis (CVA) recently introduced in the literature for change detection in medium resolution multispectral images [11]. In this context, the novel contributions of this work consist in: i) the analysis of the effects of registration noise in multitemporal and multispectral VHR images; ii) the definition of the properties of registration noise in VHR images; and iii) the formulation of an adaptive and distribution-free technique for the estimation of the distribution of the registration noise in the polar domain.

b) *A registration noise driven technique for the alignment of VHR images*

As pointed out in the previous section, image registration is one of the most important steps in the analysis of multitemporal remote sensing images. In this thesis we aim at developing a novel technique for a robust and accurate registration of VHR images, which is especially suitable for change-detection applications. The proposed technique follows the standard scheme of the registration process [12]: (i) feature (i.e. CPs) extraction; (ii) feature matching and transform model estimation; and (iii) image resampling and transformation. In particular, the presented method automatically extracts the CPs, estimates the disparity map that represents the non-parametric spatial transformation to be applied to the image and finally warps the moving image on the reference one. The proposed method takes advantages from the analysis anticipated in the previous subsection on the effects of registration noise; the technique for the estimation of the distribution of registration noise (RN), in fact, is exploited for automatically extracting and matching the CPs. Unlike standard registration methods,
the proposed procedure: (i) is effective in obtaining good registration accuracy on the most critical points of the images where misregistration has a high probability to results in the detection of false changes; and (ii) is not affected by the presence of changes between the two images.

c) A context-sensitive technique robust to registration noise for change detection in VHR multispectral images

One of the most important problems, as pointed out before, in the development of change-detection techniques for VHR data is represented by registration noise arising from a non-prefect alignment of the multitemporal images under investigation [8]. Another important problem in change detection on VHR images concerns the modeling of the spatial context information of the scene [13]. In order to overcome the aforementioned problems, in this thesis we present an adaptive context-sensitive technique, which: i) reduces the impact of registration noise in change detection on VHR multispectral images through a multiscale strategy; ii) considers the spatial dependencies of neighborhood pixels through the definition of multitemporal parcels (i.e. homogeneous regions both in space and time domain). As for the method presented in b), this technique takes advantages from the analysis conducted in a).

d) Automatic and unsupervised detection of multiple changes in multitemporal images

In relation with the problems of detecting and separating different kinds of change in an automatic and unsupervised way, in this thesis we present a framework for the detection of multiple changes in multitemporal and multispectral remote sensing images that allows one to overcome the limits of standard unsupervised methods. Please note that the problem of multiple changes has been faced in this thesis both for medium and very high resolution images, as also for medium resolution it has not been implemented in the literature. The framework is based on: i) a compressed yet efficient 2-dimensional (2D) representation of the change information; and ii) a 2-step automatic decision strategy. First the multidimensional feature space of SCVs is compressed into a 2-dimensional feature space without neglecting any available spectral band (and thus possible information about changes). Second, an automatic 2-step method for separating unchanged from changed patterns and distinguishing different kinds of change is presented.

e) Image transformation for change detection in VHR multispectral images

As stated before, in real change-detection problems pre-processing is often not sufficient to guarantee the ideal condition in which radiometric changes in corresponding pixels on the multitemporal images are associated with true changes on the ground. Usually, residual components of noise (e.g. due to residual radiometric differences, residual misregistration, etc.) result in false alarms in the change-detection maps, which cannot be easily identified in the phase of post-processing [14]. In this thesis, we address the aforementioned problems by exploiting data transformation techniques for separating the different sources of noise from real changes in different components to be selectively exploited in the change-detection phase [1]. In particular, we study the effectiveness of Principal Component Analysis (PCA) and Independent Component Analysis (ICA) and of theirs kernelized version, i.e. KPCA and KICA, respectively, as a preliminary step to change detection. These techniques are integrated in standard change-detection methods and their performances are analyzed on different data sets, thus deriving general conclusions on their effectiveness in change-detection applications.
f) **Analysis of the effects of pansharpening in change detection on VHR images**

The pansharpening procedure is commonly used on VHR images in order to merge the high geometrical content of the panchromatic channel with the spectral content of the multispectral ones. This procedure may result in artifacts that could be dangerous on the results of a change-detection process applied to the pansharpened images. In this thesis we aim at analyzing the impact of pansharpening on the accuracy of change detection investigating whether the improvement in geometrical resolution of change-detection maps given by pansharpening is significantly affected or not by artefacts introduced by the PS process in an unsupervised way. To this end five different multiresolution approaches are considered. A ranking of pansharpening techniques from the most to the less effective for CD is obtained by defining a novel unsupervised objective strategy based on similarity measures for comparing change-detection maps. In order to avoid the introduction of any bias in the analysis and to better understand the impact of pansharpening on change detection, the CD step is performed according to the standard change vector analysis (CVA) technique [15].

**1.4. Structure of the thesis**

The thesis is organized into nine chapters. The present chapter gave a brief overview on the remote sensing systems with a particular attention to the last generation of very high geometrical resolution sensors. It presented the problems related to the analysis of multitemporal VHR data and introduced the motivation, the objectives and the main novel contributions of this thesis. The following chapters will describe in details the studies and methodologies developed in order to fulfil the objectives presented in section 1.3.

Chapter 2 presents an exhaustive review of the state of the art related to the analysis of multitemporal VHR images focusing the attention on the change-detection problem.

Then, after these two chapters of introduction and state of the art, the other chapters are divided into three main parts. The first one regards registration noise and registration techniques and it includes chapter 3 and chapter 4. In chapter 3 an analysis of the effects of the registration noise is described and the properties of such kind of noise are derived. This analysis results in the definition of the strategy for the adaptive estimation of the RN distribution which is useful for both registration and change-detection methods. Chapter 4 presents the registration methods for VHR multitemporal images that we developed according to the results of the analysis on RN performed in chapter 3.

The second part is related to change-detection methods and includes chapters 5 and 6. In chapter 5 we present the change-detection method we have developed taking advantage from the analysis conducted in chapter 3. This method is robust to registration noise and considers the contextual information; this aspect is very important when dealing with VHR images. Chapter 6 describes an automatic and unsupervised technique for the detection of changes. The main advantage of this algorithm is its ability of identifying and separating different kinds of change.

The third part involves an analysis of the pre-processing techniques for optimizing change detection and includes chapter 7 and 8. In detail, chapter 7 presents an analysis of the effects of image transformation on the change-detection results; different image transformation techniques are considered and compared. Instead, chapter 8 presents an analysis of the effects of pansharpening methods on the results of the change-detection process. Five different pansharpening methods are considered and compared.

Finally chapter 9 draws the conclusion of this thesis. Furthermore, future developments of the research activities are discussed.
Chapter 2

2. Analysis of multitemporal VHR remote sensing images

This chapter presents a review on the techniques for the analysis of multitemporal VHR remote sensing images with particular attention to the process of detecting changes. In particular, the main characteristic of the very high geometrical resolution multitemporal images are highlighted and the limitations of the existing techniques for the analysis of medium resolution images are pointed out. Then the techniques proposed in the literature effective on VHR data are illustrated, by focusing on the methods for image registration and change-detection. Finally the change-detection techniques that are at the base of the most of the works proposed in this thesis are described in detail.

2.1. Introduction

The rapid development of the remote sensing technology in the last few years resulted in the design of satellite systems characterized by a very high geometrical resolution (e.g., Ikonos, Quickbird, EROS, GeoEye-1, World View-2) and of airborne sensors capable to merge high geometrical resolution with high spectral resolution, as pointed out in the previous chapter. This scenario offers enormous potentialities with respect to new possible applications that require detailed analysis of natural and/or anthropic scenes. In this context, the remote sensing community has promoted the development of novel techniques capable to efficiently process this kind of data by properly exploiting the huge amount of geometrical information contained in each considered scene. The problem of the analysis of VHR images can be faced in different manners depending on the considered kind of images and on the final objective of the data processing. From a general point of view, among the most relevant methodologies that have potentially important and strategic applications, the automatic image classification methods and all the techniques aimed at solving detection problems (in terms of both specific object detection in single-date images and change detection in multi-temporal images) cover important roles. In this thesis we focus the attention on the specific problem of the analysis of multitemporal VHR remote sensing images. In greater details, in this chapter we summarize the state of the art on the existing techniques for the analysis of multitemporal data with particular attention to the problem of change detection. The applications related to such problem require the use of images acquired on the same geographical area at different times (multitemporal images) and the development of proper automatic techniques for the detection of changes occurred on the ground between them.
Several different automatic change-detection techniques have been proposed in the image processing and remote sensing literature[16], [17], [18]. These techniques have been successfully employed in many different application domains, like analysis of growth of urban areas, cadastral map updating, risk analysis, damage assessment, etc. [18]. However, the most of the available methods are oriented to the analysis of images acquired by medium resolution (MR) sensors and result completely ineffective when dealing with images showing metric resolution (see section 1.2). The main limitations of CD techniques originally developed for MR images [18], when applied to VHR images consist in their inability both to exploit the high geometrical detail content of VHR data and to model the multiscale nature of the scene (and therefore of possible changes). In order to better exploit the spatial correlation among neighboring pixels and to get accurate and reliable CD maps (both in regions corresponding to border or geometrical details and in homogeneous areas) it is necessary to integrate the spectral information with the spatial one and to model the multiscale properties of the scene. Furthermore, the acquisition process of VHR images results in significant radiometric and geometric differences between multitemporal images (due to differences in atmospheric conditions, in the acquisition angle, in shadows characteristics, etc.). Such differences are extremely more critical than in MR images. Therefore, image pre-processing like image registration, geometric and radiometric corrections results in a critical task that strongly affect the quality of the CD process.

In the following section an overview on the unsupervised change-detection approaches is given. In particular, in section 2.2.1 a brief overview on the unsupervised CD techniques developed in the literature for VHR images is given. Considering the importance of the pre-processing step in the analysis of multitemporal images in section 2.3 some of the existing techniques for the registration of VHR images are summarized. Finally in section 2.4 the polar framework based on Change Vector Analysis that is at the base of most of the techniques proposed in this thesis is described.

For a detailed analysis of the state of the art of each specific problem treated in the thesis, please refer to the introduction section of each chapter.

2.2. Unsupervised change-detection techniques

In the literature, two main approaches to change detection can be identified: the unsupervised and the supervised approach. The former requires a priori information on the investigated area and allows one to determine both the presence/absence and the kind of change occurred, while the latter does not assume availability of ground truth data and usually identifies only the presence/absence of changes. Even if the large part of unsupervised change detection does not produce information about the kind of changes, it has a high importance in the remote-sensing community since obtaining a priori information about land covers results often difficult or impossible. According to this consideration the unsupervised approach is the most interesting from an operational perspective. Moreover it is usually characterized by a very low computational burden.

Unsupervised change-detection techniques are based on the comparison of the spectral reflectance of the multitemporal images and a subsequent analysis of the comparison output. In the literature, the most widely used unsupervised CD methods are based on a three-step procedure (see Figure 2.1): (a) pre-processing; (b) pixel-based comparison of the images; and (c) image analysis/thresholding. In the first step the two images under consideration are processed in order to make them as more comparable as possible. This procedure includes radiometric and geometric correction and registration[1], [8], [19],[20]. The comparison step aims at producing the difference image, in which the differences between the two considered acquisitions are highlighted. Different mathematical operators can be adopted to perform the comparison, depending on the kind of data under investigation (this choice
gives rise to different techniques [21], [22], [23]). In particular, considering optical multispectral images (as in this thesis) the difference image is retrieved by applying the subtraction operator. After image comparison, a new image is obtained in which changes are empathized. In order to extract such changes a proper unsupervised image analysis technique should be applied. Among the unsupervised methods, the most widely used is based on the selection of a threshold that aims at separating changed from unchanged pixels. This threshold can be retrieved both manually by a trial and error procedure (according to the desired trade-off between false and missed alarms rate) or automatically (e.g. by analyzing the statistical distribution of the image after comparison, by fixing the false alarms probability or following a Bayesian minimum-error procedure [15]).

Figure 2.1. Block scheme of a standard unsupervised change-detection approach

2.2.1 Unsupervised change-detection techniques for VHR remote sensing images

From previous discussions it emerges that the techniques developed for medium resolution data are often not effective on VHR images and that, in order to overcome the limitation of these techniques, it is important to develop novel methodologies able to integrate the spectral information with the spatial one and model the multiscale properties of the scene. In the literature some methods exist capable to exploit the above-mentioned concepts [13], [24], [25], [26], [27], [28]. Usually, the change detection problem is faced after applying supervised classification to VHR images [29], [30]. The context information is exploited in the classification process according to segmentation techniques [31], [32] and to the extraction of texture feature, and the change detection map is obtained by comparing the classification maps [33]. However, as previously pointed out, the supervised nature of these techniques [24] is critical from the application point of view, as ground truth information is often not available.

In the last five years some works have been published regarding unsupervised CD techniques for VHR images. These works can be divided into two main groups. Analyzing the literature, in fact, it is possible to note that the multitemporal problems related to the very high resolution of the images have been faced mainly through two different approaches: (i) multiscale-based methods; and (ii) image transformation-based methods. In the first case a decomposition of the images at lower scales is at the base of the proposed techniques for the detection of changes. Different strategies are then joined to the
multiscale analysis for extracting the information about changes, without decreasing the resolution of the final CD results. In the second approach the images are transformed through standard methods (i.e. principal component analysis, independent component analysis, etc.) in order to overcome the limits of ineffective pre-processing. New change detection schemes are proposed that integrate a transformation of the images in the CD strategy allowing one to work with data less affected by noise, in which different sources of change can be identified. In the following a brief description on some of these works is reported.

The most common strategy in the definition of unsupervised change-detection techniques for VHR data is represented by the multiscale analysis. Examples of works in this direction are:

- F. Bovolo, *A multilevel parcel-based approach to change detection in very high resolution multitemporal images* [13]: this paper presents a novel parcel-based context-sensitive technique for unsupervised change detection in very high geometrical resolution images. In order to improve pixel-based change-detection performance, the author proposes to exploit the spatial-context information in the framework of a multilevel approach. The proposed technique models the scene (and hence changes) at different resolution levels defining multitemporal and multilevel “parcels” (i.e., small homogeneous regions shared by both original images). Change detection is achieved by applying a multilevel change vector analysis to each pixel of the considered images. The adaptive nature of multitemporal parcels and their multilevel representation allow one a proper modeling of complex objects in the investigated scene as well as borders and details of the changed areas.

- W. Wang et al., *Object-oriented change detection method based on multi-scale and multi-feature fusion* [34]: to overcome the limitations of traditional pixel-level change detection methods and the difficulties of change detection of high resolution remote sensing images based on object-oriented analysis method, this paper presents an innovative object-oriented CD method based on multi-scale and multi-feature fusion for high resolution remote sensing images. Due to the good use of main characters of object-oriented thinking, this novel method can give full play to the characteristics of high resolution data and get much better results than traditional methods for detecting changes from high resolution images.

- T. Celik et al., *Unsupervised change detection for satellite images using dual-tree complex wavelet transform* [35]: in this paper, an unsupervised change-detection method for multitemporal satellite images is proposed. The algorithm exploits the inherent multiscale structure of the dual-tree complex wavelet transform (DT-CWT) to individually decompose each input image into one low-pass subband and six directional high-pass subbands at each scale. A binary change-detection mask is formed for each subband through an unsupervised thresholding derived from a mixture statistical model, with a goal of minimizing the total error probability of change detection. Then all the produced subband masks are merged by using both the intrascale fusion and the interscale fusion to yield the final change-detection mask. Extensive simulation results clearly show that the proposed algorithm not only consistently provides more accurate detection of small changes but also demonstrates attractive robustness against noise interference under various noise types and noise levels.

- Y. Bazi et al., *Unsupervised change detection in multispectral remotely sensed imagery with level set methods* [36]: in this paper, the unsupervised change-detection problem in remote sensing images is formulated as a segmentation issue where the discrimination between changed and unchanged classes in the difference image is achieved by defining a proper energy functional. The minimization of this functional is carried out by means of a level set method which iteratively
seeks to find a global optimal contour splitting the image into two mutually exclusive regions associated with changed and unchanged classes, respectively. In order to increase the robustness of the method to noise and to the choice of the initial contour, a multiresolution implementation, which performs an analysis of the difference image at different resolution levels, is proposed.

- L. Cannavacciuolo et al., *A contextual change detection method for high-resolution optical images of urban areas* [28]: this paper presents a method for unsupervised change detection of multiresolution images. The approach is based on the concept of a reference resolution, corresponding to the highest resolution in the dataset. The spatial relationships between the class labels are specified through a Markov random field model defined at the reference resolution. The adopted technique is based on a Bayesian approach with unsupervised parameter estimation. Data at reference and coarser resolutions are related by a fully specified statistical model. The estimation of the model parameter is carried by EM and by the maximum pseudo-likelihood criterion, and the classification is based on the resulting multiscale model.

- M. Dalla Mura et al., *An unsupervised technique based on morphological filters for change detection in very high resolution images* [37]: in this work an unsupervised technique for change detection in very high geometrical resolution images is proposed, which is based on the use of morphological filters. This technique integrates the nonlinear and adaptive properties of the morphological filters with a change vector analysis (CVA) procedure. Different morphological operators are analyzed and compared with respect to the CD problem. Alternating sequential filters by reconstruction proved to be the most effective, permitting the preservation of the geometrical information of the structures in the scene while filtering the homogeneous areas.

An alternative solution to the CD problem is represented by image transformation. This approach has been implemented in some works, like:

- Niemeyer et al., *Change detection using the object features* [27]: in this work, the authors propose an unsupervised change detection and change classification approach based on the object features. Following the automatic pre-processing, image objects and their object features are extracted. Change detection is performed by the multivariate alteration detection, accompanied by the maximum autocorrelation factor transformation. The change objects are then classified using the fuzzy maximum likelihood estimation (FMLE). Finally the classification of changes is improved by probabilistic label relaxation.

- A. Nielsen et al., *Kernel principal component analysis for change detection* [38]: in this work, the authors introduce a kernel version of the principal component analysis (PCA) to detect changes over time. In particular, they use kernel PCA with a Gaussian kernel for detecting changes in data consisting of two variables which represents the same spectral band covering the same geographical region acquired at two times. Unlike ordinary PCA, kernel PCA with a Gaussian kernel successfully finds the change observations in cases where nonlinearities are present.

Finally other significant automatic approaches exist, like:

- F. Del Frate et al., *Automatic change detection in very high resolution images with pulse-coupled neural networks* [39]: a novel approach based on pulse-coupled neural network (PCNNs) for image change detection is presented in this work. These networks have many desirable properties and in particular they are unsupervised and context sensitive. Such aspects are particularly useful when very high geometrical resolution images are considered as, in this case, an object analysis might be more suitable than a pixel-based one. The two waves, one for each image, generated by the PCNN during each iteration of the algorithm create specific signatures of the scene which can be compared for deciding about the occurrence of change. Applying successively procedure to a
moving window allows one to process through the whole image. Some investigations on the robustness of the settings of the PCNN parameters are currently ongoing.

Most of these techniques implicitly assume that intrinsic differences between images due to the acquisition process can be neglected. They suppose that the images under investigation are radiometrically corrected and spatially co-registered. However, as previously pointed out, even after proper preprocessing, differences (particularly from a geometrical point of view) are significant and may strongly affect the quality of the change-detection map of the most of the presented methods. In greater detail, the unavoidable residual registration noise (misalignment) between images appears significantly higher in VHR images than in MR images. For this reason in order to obtain accurate CD results, it is important also to study effective techniques for the alignment of VHR data or to develop techniques robust to such kind of noise.

2.3. Registration techniques of VHR remote sensing images

Image registration is the process of aligning two or more images acquired over the same geographical area at different times, from different viewpoints, and/or by different sensors [12]. Let $\mathbf{X}_1$ and $\mathbf{X}_2$ be two multitemporal images acquired over the same geographical area at time $t_1$ and $t_2$, respectively. Let $\mathbf{X}_1$ be the reference image and $\mathbf{X}_2$ the moving one. The objective of a registration technique is to warp the moving image on the reference one in order to align them. This process is crucial in all image analysis tasks in which the final information is gained from the combination of various data sources like image fusion, change detection, and multichannel image restoration. The majority of the registration process consists of the following four steps: (i) feature detection (i.e. control points detection - CPs); (ii) feature matching; (iii) transform model estimation; and (iv) image resampling and transformation. In the first step salient objects are identified manually or automatically in the two images under investigation (the reference and the moving one) and then represented by their point representatives (centers of gravity, line endings, corners, etc.) which are called control points (CPs); in the second step the correspondences between the features detected in the moving images and those detected in the reference image are established according to different feature descriptors and similarity measures. Then in the third step type and parameters of the function for the alignment of the moving image to the reference one (the mapping function) are estimated on the basis of the correspondences retrieved in the previous step. Finally the moving image is transformed in the fourth step according to the mapping function. How to implement each step is strictly related to the kind of images under investigation and the specific application domain. For a survey of general image registration methods please refer to [12] and [40], in which the most relevant approaches to registration developed till 2003 are described.

In the following an overview on the most recent registration methods developed for high and very high resolution multitemporal optical remote sensing images is reported. As previously pointed out, geometric distortions, different view angles in the acquisition, such us radiometric differences make the process of registration of very high geometrical resolution images very critical. As for the CD techniques, also the registration techniques developed for MR images are less effective in aligning VHR images, for the same reasons. And this significantly affects most of the analysis conducted on multitemporal VHR data. The major problems in using registration techniques developed for MR images with high and very high resolution images are: (a) a precise location of the CPs is not as simple as with MR; (b) manually selecting the large number of CPs required for precise registration is tedious and time consuming; (c) high data volume will adversely affect the processing speed in the im-
age registration; and (d) local geometric distortions cannot be removed very well using traditional image registration methods even with enough CPs.

In order to face with these problems, in the literature some examples have been proposed for the registration of VHR data, often focused on specific applications and related to the kinds of data considered \[41\], \[42\], \[43\]. For example in \[41\] a registration techniques for high resolution data is proposed for the specific case of hilly area; in \[42\] a feature matching method especially suitable for pre and post event images (i.e. strongly inhomogeneous image pairs) is described; in \[43\] an automatic registration technique of urban VHR images is presented.

In general, the new proposed techniques present novel methods for feature extraction and matching, often based on multiscale \[41\], \[44\] and local \[45\], \[46\] analysis, and apply advanced non linear transformations \[47\] to the images for better handle the geometric problems proper of VHR images. Interesting works in this direction are:

- Y. Li et al., *Pixel-based invariant feature extraction and its application to radiometric co-registration for multi-temporal high-resolution satellite imagery* \[44\]: in this paper a robust fully automated method for relative radiometric co-registration is presented. First, a new low dimensional feature-point descriptor, called the Expanded Haar-Like Filter (EHLF) descriptor, is introduced. The EHLF has many desirable properties like flexible design, fast computation, and multi-scale description, while also being insensitive to variations in image quality. Then, two spatial matching schemes are proposed for increasing the percentage of correctly matched feature points. The first is based on a global affine model and the second utilizes dynamic local template fuzzy distance matching. Finally, precise pixel-to-pixel invariant feature points are extracted from a diversity of image locations centered at matched local extrema points.

- G. Danchao et al., *Image registration of high resolution remote sensing based on straight line feature* \[47\]: in this paper a registration algorithm based on line feature is described. First, the lines in both images are extracted; then a modified iterated Hough transform is introduced to develop the correspondences of the lines; finally, the parameters for an affine transformation are evaluated, based on a similarity measure of the distance of corresponding straight line segments.

- V. Arevalo et al., *Improving piecewise linear registration of high-resolution satellite images through mesh optimization* \[46\]: in this work the registration process of two images is obtained through an optimization of the local analysis based on triangular mesh; in particular, the optimization process consists in setting the appropriate topology upon the mesh vertices (once the mesh vertices position have been decided). In addition, the mutual information is used for measuring the registration consistency within the optimization process.

- N. Taleb et al., *An automatic image registration for applications in remote sensing* \[45\]: in this paper the registration process involves an edge-based selection of CPs in the reference image, followed by the searching of corresponding CPs in the moving one based on local similarity detection by means of template matching according to a combined invariants-based similarity measure. Finally the warping of the images is performed by using the thin-plate splines interpolation.

In some works the feature extraction step is implements as a road extraction problem, as in:

- X. Guo et al., *Automatic urban remote sensing images registration based on road networks* \[43\]: this paper proposes a method of automatic registration of urban remote sensing images that combines bilinear interpolation and road networks extraction. It comprises of extracting the road network in an urban area and computing the ground control points from the road junctions, then estimating the parameters of the mapping function and transforming the moving image.
• Y. Zhao et al., *Feature-based geometric registartion of high spatial resolution satellite imagery* [48]: this paper develops an improved feature-based geometric registration approach in which the CPs are efficiently selected automatically. First a modified watershed is used for image segmentation, then regions are represented by centers of gravity and road intersections are considered as the main target to perform the CPs extraction. Finally the extracted points are matched through spatial relations and the moving image is transformed according to the derived model.

In other works the registration process is conducted by generating the so-called disparity map (i.e. a map of the value of the displacement for each pixel), that is a particular case of estimation of spatial transform between two images where the transform cannot be represented analytically [49], and then using the information present in this map for transforming the image, like:

• M. di Biscglie et al., *Image registration using non-linear diffusion* [50]: this work presents an image registration algorithm based on mutual information maximization and non-linear diffusion. It relies on a non-parametric estimation of the degree of dependency between reference and moving image which is intrinsically more robust against possible deformations due to imaging geometry and propagation disturbances. The approach based on non linear diffusion, nonetheless, has the advantage of producing a non-parametric discrete warping model which does not rely on a particular set of basis functions, and is therefore as much general as possible.

• Borzi et al., *Robust registration of satellite images with local distortion* [51]: a new method for registration of remote sensing images in the presence of local distortion is described in this paper. The template matching is performed using as a measure the Cumulative Residual Entropy, then the mapping of the moving image to the reference one is represented by a field of displacements vectors (the disparity map). Before warping the images a vector regularization based on a diffusion equation is applied to the displacement vector, in order to produce a more homogeneous displacement map, reducing the presence of anomalous patterns.

Finally some works have been proposed also for the registration of images acquired by different sensors, like[52], [53], [54], [55] or for the specific problem of aligning the panchromatic channel to the multispectral ones [56], [57].

### 2.4. Theoretical background

In this section the polar framework for Change Vector Analysis (Polar CVA) defined in [11] is described. This framework is at the base of most of the proposed analysis and methods of this thesis.

Let us consider two VHR multispectral images $X_1$ and $X_2$ acquired on the same geographical area at different times $t_1$ and $t_2$, respectively. Let $X_{t,b}$ be two multidimensional random variables that represent the statistical distributions of pixels in images $X_1$ and $X_2$, respectively. Let $X_{b,t}$ be the random variable representing the $b$th ($b=1,...,B$) component of the multispectral image $X_t$ ($t=1, 2$) in the considered feature space. Let us assume that these images do not show significant radiometric differences, in particular let us consider that the spectral channels at the two times have the same mean values (this can be easily obtained with very simple radiometric correction procedures) and are co-registered. Let $\Omega = \{\omega_n, \Omega_c\}$ be the set of classes of changed and no-changed pixels to be identified. In greater detail, $\omega_n$ represents the class of no-changed pixels, while $\Omega_c = \{\omega_1, ..., \omega_K\}$ the set of the $K$ possible classes (kinds) of changes occurred in the considered area. As previously pointed out in order to detect changes between the two images a comparison should be performed according to a proper operator. When dealing with multispectral images, the comparison operator is usually the vec-
tor difference, which is applied to a $B$-dimensional feature space in order to give as input to the change-detection process all the relevant spectral information. This technique is known as CVA \cite{58} and has been successfully used in many different application domains \cite{59}, \cite{60}, \cite{61}, \cite{62}. CVA first computes a multispectral difference image ($\mathbf{X}_D$) subtracting the spectral feature vectors associated with each corresponding spatial position in the two considered images $\mathbf{X}_1$ and $\mathbf{X}_2$. Let $\mathbf{X}_D$ be the multidimensional random variable representing the spectral change vectors (SCVs) in the difference image obtained as follows \cite{21}:

$$\mathbf{X}_D = \mathbf{X}_2 - \mathbf{X}_1$$  \hspace{1cm} (2.1)

In this treatment, for simplicity, we will assume that the CVA technique is applied only to two spectral channels of the considered multitemporal images, i.e., that a 2-D coordinate system is sufficient to completely describe the change-detection problem. However, the analysis can be generalized to the case of more spectral channels by considering more direction contributions for describing each SCV (see \cite{11} for more details).

The spectral change vectors can be described through two different components: the magnitude and the direction, defined as:

$$\rho = \sqrt{(X_{1,b})^2 + (X_{2,b})^2} \quad \text{and} \quad \vartheta = \tan^{-1}\left(\frac{X_{1,b}}{X_{2,b}}\right)$$  \hspace{1cm} (2.2)

where $X_{b,D}$ is the random variable representing the $b$th component (spectral channel) of $\mathbf{X}_D$ ($b=\{1,2\}$).

However, the standard CVA technique considers only the magnitude component. In particular, in the standard CVA the $B$-dimensional problem described by $\mathbf{X}_D$ is reduced to a 1-dimensional problem by considering only the magnitude component of each SCVs.

According to the expression of $\rho$ in (2.2), no-changed pixels present small magnitude values, whereas changed pixels show large values \cite{11}, \cite{15}. Let $x_p(i,j)$ be a generic pixel in spatial position $(i,j)$ in the magnitude image (i.e. the image reporting for each pixel the value of $\rho$ of the corresponding SCV). The CD map $\mathbf{Y}$ where changed and no-changed pixels are separated can be computed according to the following decision rule:

$$y(i,j) = \begin{cases} \Omega_c & \text{if } x_p(i,j) \geq T \\ \omega_c & \text{if } x_p(i,j) < T \end{cases}$$  \hspace{1cm} (2.3)

where $y(i,j)$ is the label associated to the pixel at spatial position $(i,j)$ in $\mathbf{Y}$, and $T$ is the decision threshold. $T$ can be defined either manually or automatically \cite{15}.

According to the given description it is clear that in the final change-detection map generated by the CVA approach all the pixels that have significant spectral differences in the two images under investigation are reported. For this reason it is important to have images very similar to each other; therefore effective pre-processing procedure (geometric and radiometric correction and registration) should be applied to them before CVA. In addition, no information about different kinds of change is provided.

In the literature, few examples exist that consider both the magnitude and the direction of the SCVs in the generation of the CD map \cite{11}, \cite{60}, \cite{63} most of them carried out in an empirical way. This variable contains important information, especially for discriminating among different kinds of change.

In this thesis we consider the information given by both the variables, taking advantages from a 2D representation of the spectral change vectors in a polar domain presented in \cite{11}. In the following a description of such polar framework is given.
According to the definition of magnitude and direction given in (2.2), let us define the magnitude-direction domain \( MD \) (in which all the SCVs of a given scene are included) as:

\[
MD = \left\{ \rho \in [0, \rho_{\text{max}}] \text{ and } \theta \in [0, 2\pi] \right\}
\]  

(2.4)

where \( \rho_{\text{max}} \) is the highest magnitude of SCVs in the considered multitemporal dataset.

According to the previous definitions, the change information for a generic pixel \( (i,j) \) can be represented in the magnitude-direction domain with a vector \( z_{ij} \) having components \( \rho_{ij} \) and \( \theta_{ij} \) computed according to (2.2).

From the theoretical analysis reported in [11] and under the above-mentioned assumptions, it is expected that in the polar representation no-changed and changed SCVs result in separated clusters. Unchanged SCVs show a low magnitude and are uniformly distributed with respect to the direction variable. In the polar domain the region associated with them is the circle of no-changed pixels \( C_n \), defined as:

\[
C_n = \{ \rho, \theta : 0 < \rho \leq T \text{ and } 0 \leq \theta < 2\pi \}
\]

(2.5)

This circle is centered at the origin and has a radius equal to the optimal (in the sense of the theoretical Bayesian decision theory) threshold \( T \) that separates no-changed from changed pixels. On the opposite, changed SCVs are expected to show a high magnitude. The region associated with them in the polar domain is the annulus of changed pixels \( A_c \), which is defined as:

\[
A_c = \{ \rho, \theta : T \leq \rho < \rho_{\text{max}} \text{ and } 0 \leq \theta < 2\pi \}
\]

(2.6)

This annulus has inner radius \( T \) and outer radius given by the maximum among all possible magnitudes for the considered pair of images (\( \rho_{\text{max}} \)). As changed SCVs show preferred directions according to the kind of change occurred on the ground, different kinds of changes can be isolated with a pair of threshold values (\( \theta_{k_1} \) and \( \theta_{k_2} \)) in the direction domain. Each pair of thresholds identifies an annular sector \( S_k \) of change in the annulus of changed pixels \( A_c \) defined as:

\[
S_k = \{ \rho, \theta : \rho \geq T \text{ and } \theta_{k_1} \leq \theta \leq \theta_{k_2}, 0 \leq \theta_{k_1} < \theta_{k_2} \leq 2\pi \}
\]

(2.7)

All the mentioned regions are depicted in Figure 2.2. Please refer to [11] for further details on both the polar framework and the general properties of SCVs in this kind of representation.

Figure 2.2. Representation of the regions of interest in the CVA polar framework
PART I:
REGISTRATION NOISE AND REGISTRATION TECHNIQUE
Chapter 3

3. Analysis and adaptive estimation of the registration noise distribution in multitemporal VHR images

This chapter analyzes the problem of change detection in very high resolution (VHR) multitemporal images by studying the effects of residual misregistration (registration noise) between images acquired on the same geographical area at different times. In particular, according to an experimental analysis driven from a theoretical study, the main effects of registration noise on VHR images are identified and some important properties are derived and described within the polar framework for change vector analysis (see section 2.4). In addition, a technique for an adaptive and unsupervised explicit estimation of the registration noise distribution in the polar domain is proposed. This technique derives the registration noise distribution according to both a multiscale analysis of the distribution of spectral change vectors and the Parzen windows method. Experimental results obtained on simulated and real images confirm the validity of the proposed analysis, the reliability of the derived properties on registration noise, and the effectiveness of the proposed estimation technique. This technique represents a very promising tool for the definition of change-detection methods for VHR multitemporal images robust to registration noise.

3.1. Introduction

The ever increasing availability of remote sensing images regularly acquired by satellites over the same geographical area makes the analysis of multitemporal data (and the related applications) one of the most interesting research topics for the remote sensing community. Multitemporal images represent a valuable information source for performing the detection of changes occurred on the Earth surface at different scales. Change-detection techniques generally compare two images acquired at different times by assuming that they are similar to each other except for the presence of changes occurred on the ground. Unfortunately, this assumption is seldom completely satisfied due to differences in atmospheric and sunlight conditions, as well as in the sensor acquisition geometry. In order to satisfy the similarity assumption, pre-processing steps are required, including: image co-registration, radi-
Chapter 3. Analysis and adaptive estimation of the registration noise distribution in multitemporal VHR images

Registration is a fundamental role as it allows one to obtain a pair of images where corresponding pixels are associated with the same position on the ground. However, in practice, it is not possible to obtain a perfect alignment between images acquired at different times. This may significantly affect the accuracy of the change-detection process. The co-registration procedure becomes more complex and critical (and therefore intrinsically less accurate) when very high resolution (VHR) images acquired by the last generation sensors (e.g. WorldView, Ikonos, Eros, Quickbird, SPOT-5) are considered. These images can be acquired with different view angles and often show different geometrical distortions that, even after proper geometric corrections, strongly affect the precision of the registration process, thus resulting in a significant residual registration noise (RN). This noise sharply decreases the accuracy of the change-detection process.

In the literature large attention has been devoted to the development of advanced registration techniques, especially for what concerns medium resolution multitemporal and multisensor images [12], [40], [64], [65], [66]. Moreover, some studies exist on the effects of misregistration on the change-detection accuracy [8], [14], [67], [68], [69], [70] and on the development of change-detection techniques less sensitive to problems due to misregistration [71], [72]. Nonetheless, in our knowledge few attentions have been devoted to study the effects and the properties of registration noise in VHR images.

This work aims at analyzing the properties of registration noise in multitemporal VHR images in order to formulate an adaptive technique for the explicit estimation of the distribution of residual RN between multitemporal images. This distribution is a starting point for the development of novel change-detection techniques robust to such source of noise. The present study is developed within a polar framework for change vector analysis (CVA) recently introduced in the literature for change detection in medium resolution multispectral images [11]. The definition of this framework is based on the analysis of the distribution of spectral change vectors (SCVs) computed according to the CVA technique in the polar domain. In this context, the novel contributions of this work consist in: i) the analysis of the effects of registration noise in multitemporal and multispectral VHR images according to the study of the statistical distribution of SCVs; ii) the definition of the properties of registration noise in VHR images; and iii) the formulation of an adaptive and distribution-free technique for the estimation of the distribution of the registration noise in the polar domain. This last technique exploits the Parzen windows estimation procedure and takes advantage from both a multiscale decomposition of multitemporal images and the properties derived in the first part of this work. The experiments carried out on simulated and real multitemporal images confirm the validity of the theoretical analysis and the effectiveness of the proposed technique, which represents a valuable tool for the development of reliable change-detection techniques for multitemporal and multispectral VHR images. It is worth noting that the proposed method can be suitable also for the analysis of optical data at lower resolution, however we consider only very high geometrical resolution images as the impact of misregistration on this kind of data is more relevant. For a description of the framework proposed in [11] and used in this chapter and for an overview on the notation used in the following sections please refer to section 2.4.

The chapter is organized into six sections. The next section describes the experimental setup for the study of the properties of registration noise on simulated multitemporal VHR images. Section 3.3 derives and defines the properties of registration noise. Section 3.4 illustrates the proposed approach to the estimation of the distribution of registration noise in the polar domain. Section 3.5 presents the validation on real multitemporal Quickbird images of both the derived properties and the proposed
3.2. Design of the analysis and experimental setup

The objective of this work is to study the effects of misregistration within the framework presented in section 2.4 in order to derive its properties and to define a procedure for an adaptive estimation of the distribution of registration noise. As previously mentioned, residual misregistration affects multi-temporal data and represents an important source of noise. In particular, this noise becomes more relevant when dealing with VHR images, as the process of co-registration is more complex and critical. Indeed, images acquired by VHR sensors of the last generation can be acquired with different view angles and often show different geometrical distortions that strongly affect the registration process. Thus, they result in a significant amount of residual registration noise. For this reason, it is very important to study the properties of registration noise and to define techniques for estimating its distribution (which is a valuable information to be given as input to CD methods).

RN is due to the comparison of pixels that do not represent the same area on the ground in images acquired over the same geographical area at different times. In particular, the most critical component of RN is related to the pixels that at the two dates belong to different objects/classes on the ground (as discussed in the next section) due to the misalignment between the two images. In fact, these pixels show a behavior similar to the one of real changes, causing misclassification effects in the change-detection process. It follows that it is important to identify these pixels and separate them from pixels associated with real changes in the multitemporal data analysis.

The residual registration noise can be modeled as the effect of different types of transformations between the images, such as scale variation, rotation, translation and skew [8]. In this section, for space constraints, only examples modeling the registration noise as a translational effect are reported; however this choice is reasonable as, according to [8], non-translational effects show (from a statistical viewpoint) a behavior similar to that of the translational ones. This behavior is confirmed by experimental results obtained with misregistered datasets generated considering relative rotation and roto-translation, which are not reported here for space constraints.

In order to study the registration noise in the polar CVA domain several data sets have been selected by considering: (i) very high geometrical resolution images acquired by different sensors (i.e., Quickbird, Ikonos, and Pleiades simulator); and (ii) areas with different characteristics, representative of the most frequent land-cover types (i.e., urban, rural, and forestry). Three different experiments have been defined to understand the behavior of RN on unchanged and changed pixels when the misalignment between images increases and the resolution level decreases. To avoid intrinsic differences between images typical of real multitemporal data sets (e.g., atmospheric differences, etc.), in the first phase of the analysis a single-date image has been considered for each data set, while the second acquisition has been simulated. The analysis carried out on the single-date data sets is then extended to real multitemporal images in section 3.5.

In the following we describe the experiments considering the analysis conducted on a Quickbird image acquired on the city of Trento (Italy) in July 2006 ($X_1$). The selected test site is a section of a full scene including both rural and urban areas (Figure 3.1 (a)). Results obtained on other data sets (which contain areas with other characteristics and images acquired by other sensors) are very similar to those reported here, and thus omitted for space constraints. In the following, after an accurate preliminary analysis, among the four available spectral channels, only the red and the near infrared ones were considered for analyzing the distributions in the polar domain, as they demonstrated to be the most effec-
tive in emphasizing the properties of RN (with respect to both changed and unchanged pixels) on the adopted data set. Different choices led to poorer visual representations but to similar conclusions.

Figure 3.1 True color composition of pansharpened image of the city of Trento (Italy) acquired by the Quickbird VHR multispectral sensor in July 2006 (a) original image without simulated changes, (b) original image with simulated changes (pointed out with white circles).

3.2.1 Experiment 1: effects of increasing misregistration on unchanged pixels

From the considered image $X_1$ different simulated images $X_2$ have been generated introducing some pixels of misregistration according to translations in several directions. This resulted in different multitemporal data sets made up of the original image $X_1$ and of its shifted versions $X_2$. In particular, we considered misregistration between 1 and 6 pixels, which are possible values when taking into account large VHR images acquired with different view angles and/or in complex areas. After the application of the CVA, the SCV distributions were analyzed in the polar scatterograms in order to derive the properties of RN on unchanged pixels. It is worth noting that the application of the CVA technique to $X_1$ and a copy of itself when images are perfectly co-registered leads to a multispectral difference image made up of SCVs with all zero components. Thus the representation in polar coordinates of SCVs collapses in a single point at the origin. This is no longer valid if the CVA is applied to misregistered images; in this case the distribution of SCVs in the polar domain corresponds to the distribution of registration noise (as no changes are present in the considered data set). Figure 3.2 shows an example of the behaviors of scatterograms obtained by applying the CVA technique to $X_1$ and its 2- and 6-pixels shifted versions, respectively. An analysis of these scatterograms allows us to derive the properties of registration noise when no changes are present between the considered images (see section 3.3).

3.2.2 Experiment 2: effects of increasing misregistration on changed pixels

From the considered image $X_1$ a new image $X_2$ has been generated by adding simulated changes. These changes have been accurately introduced in order to be as similar as possible to real changes. In particular, some buildings have been added to the scene [see regions marked with white circles in Figure 3.1(b)] taking their geometrical structures and spectral signatures from other real buildings present in the image. All the mentioned buildings have similar spectral signatures and are located on agricultural fields. Therefore the solution to the simulated change-detection problem requires the iden
tification of a single class of changed pixels ($\omega_c$). As in the first experiment, from the simulated image six new images have been generated introducing some pixels of residual misregistration. This resulted in seven multitemporal data sets made up of the original image ($X_1$) and one of the simulated images ($X_2$). In particular, the two images in the first data set are perfectly aligned and differ only for the simulated changes, while the images in the other data sets show also a residual misregistration between 1 and 6 pixels. It is worth noting that when the images are perfectly co-registered the application of the CVA technique to $X_1$ and to the image obtained introducing simulated changes leads to a multispectral difference image made up of SCVs with non-zero values only for the simulated changes. Other non-zero SCVs (associated with RN) appear if we compute the scatterograms of pair of misregistered images. Figure 3.3 shows an example of the behaviors of such scatterograms obtained by applying the CVA technique to the image $X_1$ and: (a) the simulated image perfectly aligned; (b) the simulated image with 2 pixels of residual misregistration; and (c) the simulated image with 6 pixels of residual misregistration. An analysis of these scatterograms (and of the others obtained for different values of misregistration) allowed us to derive the properties of the registration noise on the class of changed pixels (see section 3.3).

### 3.2.3 Experiment 3: effects of misregistration at different scales

Further data sets have been generated from the considered image ($X_1$) and the simulated image including changes with a four-pixel misregistration ($X_2$) by applying to them a decomposition filter. In this manner two sets of images ($X_1^n$ and $X_2^n$, $n=1,2,…,N$) have been generated that have lower scale (resolution) than the original ones. These images show a consistent decrease in detail content. In order to obtain the multiscale representation of the images, in the experimental phase different decomposition approaches have been used, as Laplacian/Gaussian pyramid decomposition, iterative sliding window low pass filter, recursively upsampled bicubic filter, wavelet transform. All these approaches provided similar results. For this reason we report only the analysis obtained by applying to $X_1$ and $X_2$
the Daubechies-4 stationary wavelet transform [73], [74]. In the following, as an example, the results achieved considering the pair of images obtained at the third decomposition level ($n=3$) are reported. It is worth noting that the choice of the level of decomposition is strictly data and application dependent (see section VI for details). Figure 3.4 reports the scatterograms obtained by applying the CVA technique to images $X_1$ and $X_2$ (full resolution) and to $X_{11}$ and $X_{12}$, respectively. By comparing these scatterograms (and the others obtained for different values of misregistration and at different resolution levels, which are not reported for space constraints) it is possible to study the effects of multiscale decomposition on the distribution of registration noise and of real changes (see section 3.3).

### 3.3. Properties of registration noise in VHR images

An analysis of the scatterograms obtained from the three sets of previously described experiments, and a study on the behavior of SCVs in the polar domain for each investigation setup allowed us to derive some important properties of the registration noise on both unchanged and changed pixels.
Property 1. RN affects unchanged pixels by: a) increasing the spread of the cluster in the circle of unchanged pixels $C_n$ with respect to the case of perfectly aligned images; b) generating clusters of dominant registration noise in the annulus of changes $A_c$ that have properties very similar to those of changed pixels.

Experiment 1 makes it possible the study of the behavior of the distribution of registration noise (associated with the distribution of SCVs) versus different amounts of misregistration in the polar domain. As the misalignment increases, the number of multitemporal pixels having the same coordinates but that do not correspond to the same position on the ground at the two dates increases. Therefore, the CVA technique performs a comparison between pixels that are not associated to the same area on the ground due to the misalignment. This results in two different contributions to the distribution of RN in the polar domain: (i) the first one is related to the comparison of pixels that belong to the same object in the two images, but that are not associated with the same position on the ground due to misregistration (slightly different spectral signatures due to the heterogeneity of objects in VHR images); (ii) the second one comes from the comparison between pixels that belong to different objects in the two images (pixels associated with details and border regions). These contributions result in: (a) an increase of the standard deviation of the cluster of unchanged pixels when RN increases, and (b) the generation of cluster of unchanged pixels with properties very similar to those of real changes.

Sub-property 1.a. The spread of the cluster in $C_n$ increases by increasing the misalignment.

Let us consider at first only the effect of the spectral differences between misaligned pixels of the same object. This effect can be observed in the scatterograms of Figure 3.2, where some SCVs associated with unchanged pixels that should stay in $C_n$ fall in $A_c$. Nevertheless, they still show a relative low magnitude and a rather uniform distribution along the direction variable, as it happens for medium resolution images [11] (see regions marked with the continuous line circle in Figure 3.2). We can observe that the spread of the cluster of unchanged pixels increases, exhibiting an effect that is sharply amplified with respect to medium resolution images, due to the higher spectral heterogeneity within the objects. It is worth noting that the rather uniform distribution of SCVs along the direction is
due to the fact that the structures of objects are usually different for different elements in the scene.

A quantitative analysis carried out on both the magnitude and the direction of SCVs shows that the standard deviation $\sigma_{\omega_n}$ of the class of unchanged patterns $\omega_n$ increases in a non-linear way by increasing the misalignment (see Figure 3.5) and, as expected, it tends to saturate when the residual registration noise is over a given threshold.

Statistically, as reported in [11] for the class of unchanged pixels, registration noise generated by the comparison of pixels that belong to the same object can be modeled as a mixture of Gaussian distributions with the same mean values (as the distributions at the two dates are related to the same class) in the Cartesian domain, which corresponds to a Rayleigh distribution along the magnitude variable of the polar domain and to a uniform distribution along the direction variable.

![Figure 3.5. Behaviors of the standard deviation of (a) the magnitude and (b) the direction of the SCVs in the cluster of unchanged pixels versus the number of pixels of misalignment(Experiment 1).](image)

**Sub-property 1.b.** The clusters of dominant registration noise in $A_c$ have properties very similar to those of real changes and are made up of a number of patterns that increases by increasing the misalignment.

Let us now consider the effects of pixels that at the two acquisition dates belong to different objects on the ground. In this case significantly different spectral signatures are compared leading to SCVs with large magnitude values. This behavior can be observed in the scatterograms of Figure 3.2 where it is possible to note that a large number of unchanged SCVs show a magnitude significantly higher than expected, thus falling in $A_c$ (see regions marked with dashed circles in Figure 3.2). In the medium resolution case the distribution of such SCVs is nearly uniform along the direction [11]. On the contrary, when dealing with VHR images, their distribution has preferential directions, resulting in clusters of pixels of registration noise in $A_c$ that exhibit properties very similar to those of changed pixels. Such an effect is mainly due to the comparison of misaligned pixels belonging to different objects with similar structures in different positions of the images. This can be explained, for example, with the regular structure of the urban areas and of the crop rows, as well as with the high frequency content of the VHR images. The number of SCVs composing these clusters increases by increasing the amount of RN. It is worth noting that, on the contrary, when dealing with medium resolution images, the number of misregistered pixels belonging to different objects is small and the effects of registration noise less evident and more uniformly distributed along the direction variable. This is due to both the small amount of geometrical details contained in such images, and the intrinsic effectiveness of classic registration algorithm on medium resolution data. We define the annular sectors in the polar domain associated with these clusters as *sectors of dominant registration noise* $S_{RN}^D$.
\[ S_{	ext{RN}}^{D} = \{ \rho, \theta : \rho \geq T \text{ and } \theta_1 \leq \theta \leq \theta_2, 0 \leq \theta_1 < \theta_2 < 2\pi \} \]  

(3.1)

Each \( S_{	ext{RN}}^{D} \) can be represented in the polar domain as a sector within \( A_c \) bounded from two angular thresholds \( \theta_1 \) and \( \theta_2 \). This is not surprising as SCVs due to misregistration, exactly as SCVs of true changes, are originated from the comparison of pixels that are associated with different objects on the ground at the two acquisition dates. It follows that sectors of dominant registration noise are very critical because at full resolution they cannot be distinguished from sectors of true changes, resulting in a significant false alarm rate in the change-detection process. Statistically, as reported in [11] for the class of changed pixels, registration noise generated by the comparison of pixels that belong to different classes can be modeled as a mixture of Gaussian distributions with different mean values in the Cartesian domain which corresponds to a Ricean distribution along the magnitude variable of the polar domain and to a non-uniform distribution along the direction variable.

**Property 2.** *Statistical properties of clusters associated with changed pixels in \( A_c \) slowly vary with the amount of misalignment.*

Experiment 2 points out the behaviors of SCVs associated with changed pixels versus the amount of misalignment that affects the considered simulated data sets. Observing Figure 3.3 it is possible to note that SCVs associated with the class of changed pixels \( \omega_c \) are not significantly affected by an increase of the amount of misregistration between images. Indeed, the cluster of changed pixels can be easily identified in all the three scatterograms and shows quite stable behaviors (see regions marked with circles in Figure 3.3). The position of the annular sector \( S_1 \) (which identifies pixels belonging to \( \omega_c \)) is almost invariant with the misregistration. This behavior allows one to conclude that the registration noise does not affect significantly the properties of the cluster of changed pixels. This is confirmed from a quantitative analysis of the behavior of the mean value \( \mu_{\omega_c} \) and standard deviation \( \sigma_{\omega_c} \) of the magnitude of SCVs in the cluster of changed pixels \( \omega_c \) (for simplicity of notation in the following \( \omega_c \) will be indicated as \( \omega \)) versus the amount of misregistration (in pixels). As can be seen from Figure 3.6, these behaviors do not show significant variations by increasing misregistration.

Nonetheless, the RN indirectly affects the detection of changed pixels (see Property 1) as: (i) the overlap between clusters of changed and unchanged pixels increases when the standard deviation of the patterns in \( C_n \) increases; (ii) the presence of sectors of dominant RN in \( A_c \) results in false alarms.

![Figure 3.6. Behaviors of (a) the mean value \( \mu_{\omega_c} \) and (b) the standard deviation \( \sigma_{\omega_c} \) of the magnitude of SCVs in the cluster of changed pixels versus registration noise in the considered images (Experiment 2).](image)
**Property 3.** Clusters of dominant registration noise in \( A_c \) exhibit significant variations of properties versus the scale (resolution) of the images.

From experiment 3 we can observe the effects of a multiscale decomposition of the images on pixels associated with both changed and unchanged areas. Let us first consider only unchanged pixels (changed pixels will be discussed in Property 4). As the resolution of the images decreases the presence of small and thin structures diminishes. This results in a reduced impact of registration noise at lower scales (resolutions) as the details and border regions are smoothed out from the low-pass effects associated with scale reduction. Comparing the scatterograms of Figure 3.4 (derived from experiment 3) it can be observed that reducing the scale, SCVs associated with registration noise tend to disappear. In other words, decreasing the resolution sectors of dominant registration noise tend to disappear, thus exhibiting a non stationary behavior with respect to the scale. In particular, such SCVs tend to collapse within \( C_n \). This is confirmed from Figure 3.7, which reports the behavior of the mean value of the magnitude of SCVs associated with RN versus the resolution level (scale). As can be seen from the continuous line in the diagram, the mean value of RN clusters rapidly decreases by reducing the resolution. This property is very important in the definition of a strategy for estimating the distribution of RN in VHR images (see section 3.4).

**Property 4.** Clusters associated with changed pixels in \( A_c \) exhibit slow varying statistical properties versus the scale (resolution) of the images.

From experiment 3 it is also possible to observe the behavior of the cluster of changed pixels when the scale decreases. Observing regions marked with circles in Figure 3.4, it is possible to note that the cluster of pixels associated with true changes reduces its spread, but it is not completely smoothed out when the resolution decreases. In other words, it shows a nearly stationary behavior versus the resolution. This is confirmed by an analysis of the behavior of the mean value of the magnitude of SCVs associated with true changes versus the scale. As it can be seen from the dashed line in Figure 3.7, the mean value slightly varies with the resolution, but it decreases slower than the one of SCVs associated with registration noise (continuous line in Figure 3.7).

From properties 3 and 4 it follows that the behaviors of changed and unchanged (i.e., the ones due to RN) SCVs that fall in \( A_c \) versus the resolution are different: decreasing the resolution, sectors of changes, unlike sectors of dominant registration noise, are preserved. It is worth noting that this property is true under the reasonable and realistic assumption that given the very high geometrical resolution of the sensor, the true significant changes are associated with objects with a non-negligible size. This results in an intrinsic robustness of changes to the scale. On the contrary, misregistration appears in the difference image with linear (or non linear) and relatively thin structures having different orientations, that are smoothed out from the scale reduction process. Properties 3 and 4 can be exploited for defining an adaptive strategy for estimating the statistical distribution of registration noise. This strategy is described in the next section.

### 3.4. Proposed technique for the adaptive estimation of the RN distribution

The properties of RN described in the previous section suggest us to exploit the behaviors of SCVs in the polar domain at different resolution levels (scales) for explicitly estimating the statistical distribution of RN. In particular, properties 3 and 4 clearly show the usefulness of a multiresolution decomposition in identifying and separating annular sectors of dominant registration noise from annular sectors of real changes. Given the very high geometrical resolution of images, we assume that true
significant changes are associated with objects with a non-negligible size. On the contrary, misregistration appears in the difference image with linear (or non linear) and relatively thin structures having different orientations. Therefore, if we reduce the resolution of images, we implicitly decrease the impact of the registration noise with respect to that on the original scene (Property 3), while true changes maintain a good stability (Property 4). In other words, the lower is the geometrical resolution, the lower is the probability of identifying in the polar representation annular sectors of dominant registration noise. This means that at low resolution, in the annulus of changed pixels mainly sectors (i.e., clusters) due to the presence of true changes on the ground are detected. Thus, by comparing the clusters present in the polar domain at full resolution and at reduced resolution, it is possible to identify annular sectors dominated from registration noise and separate them from annular sectors of changes. It is worth noting that this is made possible from the thin structures associated with RN that result in strong changes in the corresponding SCV clusters when the low pass effect of the scale reduction is considered.

On the basis of the aforementioned analysis, we propose an adaptive multiscale strategy that exploits the behaviors of SCVs to identify the distribution of the registration noise. The proposed technique compares the distribution of the SCVs at the highest resolution level with the one at a lower level in order to derive the distribution of registration noise at full resolution. In particular, first of all the two multitemporal images are decomposed according to a multiscale transformation (as described in section 3.2 different algorithms can be used, like stationary wavelet transform, recursively upsampled bicubic filter, etc.). In greater detail we applied the two-dimensional discrete stationary wavelet transform (2D-SWT); this decomposition technique is obtained as an extension of the one dimensional discrete stationary wavelet transform by applying one-dimensional filters independently along both dimensions of the considered image. In particular, two filters with different impulse responses are considered to build up the SWT filter bank: i) a low-pass filter with impulse response $l(.)$; and ii) a high-pass filter with impulse response $h(.)$. A one-step wavelet decomposition applies both filters separately, first along columns and then along rows. The original image $X_i$ (i=1,2) is decomposed into a low resolution image (the approximation sub-band $LL_iX$), containing low spatial frequencies in both the horizontal and the vertical direction, and three detail images $LH_i, HL_i$ and $HH_i$, which correspond to the horizontal, vertical and diagonal detail sub-bands at resolution level 1, respectively. Note that, superscripts $LL, LH, HL$ and $HH$ specify the order on which high- and low-pass filters have been applied to obtain the considered subband. The multiscale decomposition is obtained by recursively applying the described procedure to the approximation sub-band obtained at each scale $2^n$. Thus the output at a generic resolution level $n$ can be express analytically as follows:
\[
\begin{align*}
X^{LL(n+1)}_i(i, j) &= \sum_{p=0}^{D^0-1} \sum_{q=0}^{D^0-1} f^p[i][q]X^{LL}_i(i + p, j + q) \\
X^{HL(n+1)}_i(i, j) &= \sum_{p=0}^{D^0-1} \sum_{q=0}^{D^0-1} h^p[i]h^q[j]X^{HL}_i(i + p, j + q) \\
X^{HL(n+1)}_i(i, j) &= \sum_{p=0}^{D^0-1} \sum_{q=0}^{D^0-1} h^p[i]h^q[j]X^{HL}_i(i + p, j + q) \\
X^{HH(n+1)}_i(i, j) &= \sum_{p=0}^{D^0-1} \sum_{q=0}^{D^0-1} h^p[i]h^q[j]X^{HH}_i(i + p, j + q)
\end{align*}
\]

where \( D^0 \) is the length of the wavelet filters at resolution level \( n \). At each decomposition step, the length of the impulse response of both high- and low-pass filters is upsampled by a factor 2. Thus, filter coefficients for computing subbands at resolution level \( n+1 \) can be obtained by applying a dilation operation to the filter coefficients used to compute level \( n \). In particular, \( 2^n \) zeros are inserted between the filter coefficients used to compute subbands at the lower resolution level. This allows a reduction in the bandwidth of the filters by a factor two between subsequent resolution levels. Filter coefficients of the first decomposition step for \( n=0 \) depend on the selected wavelet family and on the length of the chosen wavelet filter. To this purpose, we selected the Daubechies wavelet family and set the filter length to 8. The finite impulse response of the high-pass filter for the decomposition step is obtained by satisfying the properties of the quadrature mirror filters. This is done by reversing the order of the low-pass decomposition filter coefficient and by changing the sign of the even indexed coefficients [74].

In order to perform the proposed analysis, one must return to the original image domain. This is done by applying only to the approximation sub-bands the two dimensional inverse discrete stationary wavelet transform (2D-ISWT) at each resolution level independently. In this manner we obtain two sets of images \( X_{nA} = \{X^n_0, \ldots, X^n_{T}, \ldots, X^n_{N-1} \} \) where the subscript \( i \) (\( i = 1,2 \)) denotes the acquisition date, and the superscript \( n \) (\( n = 0,1, \ldots, N-1 \)) indicates the resolution level (note that \( X^n_0 = X_0 \)). Then the CVA technique is applied to each corresponding pair of images \( \{X^n_i, X^n_{i+1} \} \) and the distributions of the direction of SCVs at different resolution levels are analyzed. In particular, the behaviors of SCVs in \( A \) are studied. To this purpose, we compute the conditional density of the direction of pixels in \( A \). In order to estimate this distribution we take advantages from the Parzen windows technique [75], [76], [77], [78], which is a basic and effective estimation method for one dimension problems. According to this technique the density estimation can be computed as:

\[
\hat{p}_n(\theta | \rho > T) = \frac{1}{M^2} \sum_{i=1}^{M^2} \frac{1}{h^2} \left( \frac{\theta - \theta^*}{h^2} \right)
\]

where \( T \) is the threshold value that separates the circle of unchanged pixels from the annulus of changed pixels (it can be retrieved either manually or in an automatic way through one of the algorithms proposed in the literature [11], [22], see section 2.4), \( n (n=0,1,\ldots,N-1) \) denotes the resolution level at which the estimation is computed, \( \theta^* \) represents the direction value of the \( n \)th SCV in \( A \), \( M \) is the number of SCVs in \( A \) at scale \( n \), \( \gamma(\cdot) \) is the kernel function used in the estimation process and \( h^2 \) is the width of the kernel window (smoothing parameter) at scale \( n \).

In particular, we used Gaussian kernel, so that the final estimation is given by:
\[ \hat{p}_n(\vartheta | \rho \geq T) = \frac{1}{M_n} \sum_{m=1}^{M_n} h_n \exp \left[ -\frac{1}{2} \left( \frac{\vartheta - \bar{\vartheta}_m}{h_n} \right)^2 \right] \]  

(3.4)

For what concerns the smoothing parameter, which in our case is represented by the standard deviation of the Gaussian function, we propose to compute it as a function of the number of pixels that fall in \( A_c \). In particular, considering a Gaussian kernel, the width value at scale \( n \) can be derived as in [75]:

\[ h_n = \text{sig} \left( \frac{4}{3M_n} \right)^{1/2} \]

(3.5)

where:

\[ \text{sig} = \text{median} \left( m \rightarrow \frac{\text{median}(\vartheta_m)}{0.6745} \right) \]

(3.6)

Then we observe the behaviors of \( \hat{p}_n(\vartheta | \rho \geq T) \) versus the scale. According to the properties of \( \text{RN} \), this density decreases at reduced resolutions in the \text{annular sectors of dominant registration noise} \( S_{\text{RN}}^D \), whereas it remains nearby constant in the \text{annular sectors of true changes} \( S_k \). On the basis of this analysis, we propose to estimate the conditional density of registration noise in the direction domain \( \hat{p}_n(\vartheta | \rho \geq T) \) as:

\[ \hat{p}_n(\vartheta | \rho \geq T) = C[\hat{p}_0(\vartheta | \rho \geq T) - \hat{p}_{n-1}(\vartheta | \rho \geq T)\hat{p}_{n-1}(\vartheta | \rho \geq T)] \]

(3.7)

where \( \hat{p}_n(\vartheta | \rho \geq T) \) is the probability of SCVs to be in \( A_c \) at scale \( n \), \( \hat{p}_0(\vartheta | \rho \geq T) \) and \( \hat{p}_{n-1}(\vartheta | \rho \geq T) \) are the marginal conditional densities of the direction of pixels in \( A_c \) at the full resolution and at the lowest considered resolution level (\( N-1 \)), respectively, and \( C \) is a constant defined such that:

\[ \int_{-\infty}^{\infty} \hat{p}_n(\vartheta | \rho \geq T) d\vartheta = 1 \]

The term \( \hat{p}_0(\vartheta | \rho \geq T) \) in (3.7) is necessary in order to obtain a reliable comparison between distributions at different resolution levels.

In this way we obtain an explicit estimation of the distribution of registration noise that is adaptive (in the sense that it intrinsically takes into account the properties of the considered images). It is worth noting that this estimated distribution represents the behavior of \( \text{RN} \) at full scale (resolution). In the proposed technique the analysis at the lowest resolution is only used for separating the \( \text{RN} \) contribution from that of true changes (and of other possible sources of noise). The sensitivity of the estimation depends on the lowest level \( N-1 \) of decomposition considered. The lower the level is, the greater the sensitivity of the estimated distribution to the minor components of registration noise is. Nonetheless, considering applications like change-detection, it is important to choose the lowest scale according to the smallest size of expected changes, as they must be preserved in the degraded image in order to be detected.

3.5. Experimental Results

This section presents an experimental analysis on both the reliability of the derived properties of \( \text{RN} \) and the effectiveness of the proposed method to estimate the distribution of \( \text{RN} \) on real multitemporal images. The investigation was conducted on two different test areas of a pair of Quickbird images acquired on the Trento city (Italy) in October 2005 and July 2006. For both test areas the final data set is made up of two pansharpened radiometrically corrected multitemporal and multispectral
images of 984×984 pixels, with a geometrical resolution of 0.7 m, which after pre-processing show a residual misregistration of about 1 pixel on ground control points\(^2\).

For applying the proposed method to the estimation of registration noise, the original images \(X_1\) and \(X_2\) were transformed to lower scales through a four-step stationary wavelet transform \([73],[79]\) using 4\(^{th}\) order orthogonal filters of the Daubechies family. The maximum level of decomposition was selected according to a tradeoff between the degree of sensitivity desired in the RN estimation and the size of the expected main change structures present in the images. Then the CVA technique was applied to the images at different scales. In order to separate the circle of unchanged pixels \((C_u)\) from the annulus of changed pixels \((A_c)\), for each data set a proper threshold value \(T\) on the magnitude variable was retrieved according to a trial-and-error procedure (we did not use an automatic technique for avoiding biases introduced from the threshold selection method in the evaluation of the effectiveness of the proposed method. However, at an operational level, one of the thresholding algorithms proposed in the literature can be used \([15],[80]\)). In greater detail, in order to find the optimal threshold for our purposes, the whole analysis for the estimation of the RN distribution has been conducted for different values of the thresholds \(T\) in a consistent range of the magnitude values. All of them provided similar results in the estimation of registration noise. For space constraints, in the following only the results obtained with a single threshold value for each dataset are reported. The marginal conditional densities of the directions of pixels in \(A_c\) at the highest resolution and at a lower resolution levels were computed according to (3.4), and finally the conditional density of registration noise was estimated according to (3.7). In order to assess the effectiveness of the proposed technique for the identification of the distribution of RN, such a distribution was thresholded and the direction intervals in \(A_c\) where \(\hat{p}_{c\rho}(\theta | \rho \geq T)\) was higher than a given threshold were recognized as dominated from registration noise. Then the registration-noise maps were derived on the basis of the results obtained by thresholding \(\hat{p}_{c\rho}(\theta | \rho \geq T)\) and a qualitative analysis was performed in order to assess the effectiveness of the proposed estimation technique.

### 3.5.1 Test site 1: urban and rural areas

The first test site considered (see Figure 3.8) covers both an urban area and a rural one. Between the two acquisition two kinds of changes occurred: (i) simulated changes (see section 0 on the procedure adopted to simulate them) that consist of new houses introduced on the rural area; (ii) real changes that consist of some roofs rebuilt in the urban area. In order to assess the reliability of the proposed technique the previously described procedure was applied to the two images. Figure 3.9 shows the behaviors of the marginal conditional densities of the direction in \(A_c\) \([ \hat{p}_{c\rho}(\theta | \rho \geq T) \)] computed according to (3.4) and corrected by the term \(P_c(\rho \geq T)\), after applying the CVA technique to the red and near infrared spectral channels of: (a) the original images at full resolution (continuous line in Figure 3.9); and (b) the low resolution images yielded at level four of the Daubechies stationary wavelet decomposition (dashed line in Figure 3.9). As previously mentioned, red and near infrared spectral channels were considered as they better represent changes occurred between the two dates. The estimation of the marginal conditional density of registration noise \(\hat{p}_{c\rho}(\theta | \rho \geq T)\) was derived from the two aforementioned densities according to (3.7) (see Figure 3.10). From an analysis of the behavior of \(\hat{p}_{c\rho}(\theta | \rho \geq T)\) it is possible to identify three main modes, which potentially define sectors where the

\(^2\) It is worth noting that we carried out all the analysis using pansharpened images, as we expect that the pansharpening process can emphasized the effects of misregistration. However, similar results can be obtained on original multispectral images at lower resolution (2.4 [m]). We refer the reader to [91] for greater details on the effects of pansharpening on change detection.
registration noise is dominant. A comparison between the scatterograms at full and at low resolution (see Figure 3.11) points out that in the sectors corresponding to the three modes of \( \hat{p}_{\text{RN}}(\theta \mid \rho \geq T) \) the density of the magnitude of SCVs in the annulus of changed pixel reduces significantly when the resolution decreases, whereas in the others it is nearly constant. In particular, it is possible to verify that the sectors in which the behavior of SCVs is quite stable correspond to sectors of true changes (continuous circles in Figure 3.11). This behavior also confirms the properties derived from the simulated data sets.

![Figure 3.8. True color composition of pansharpened images of the Trento city (Italy) acquired by the Quickbird VHR multispectral sensor in: (a) October 2005; and (b) July 2006 (Test site 1).](image)

Figure 3.9. Marginal weighted conditional densities \( P_{n,\rho \geq T} \hat{p}_{n}(\theta \mid \rho \geq T) \) of the direction in \( A_c \) at full resolution (continuous line) and at level four of the Daubechies stationary wavelet transform (dashed line) (Test site 1).

To further understand the effectiveness of the proposed estimation technique, we applied a threshold to \( \hat{p}_{\text{RN}}(\theta \mid \rho \geq T) \) to identify sectors of dominant registration noise. The threshold value was empirically fixed equal to \( 1 \times 10^4 \). Thus, in the annulus of changed pixels (defined by applying a threshold \( T=310 \) to the magnitude of SCVs), the sectors of dominant registration noise were identified between 35° and 115° and between 225° and 265°. In order to perform a qualitative analysis of the estimation, Figure 3.12 reports the map of pixels associated with the estimated sectors of dominant RN. A
visual analysis of this map confirms that the regions identified as registration noise by the proposed technique are associated with areas that show the effects of misregistration between the multitemporal images, as they mainly refer to border regions of buildings located in the urban area, to roads and to crop rows. In addition, it is possible to note that the regions identified in the registration-noise map do not belong to areas of changes. This behavior confirms the effectiveness of the proposed technique that properly distinguishes between registration noise and true changes contributions in the estimation of $\hat{p}_{\text{ref}}(\theta|\rho \geq T)$. It is worth noting that the proposed technique marks as registration noise the boundaries of the four simulated changes. This happens as, in order to make the changes more realistic, together with the roofs also some pixels surrounding buildings have been copied; these pixels result in changes with thin structure and small size with respect to the sensor resolution. Thus, they do not satisfy the basic assumption that true significant changes are associated with objects with non-negligible size, and consequently appear correctly as registration noise.

Figure 3.10. Estimated conditional density $\hat{p}_{\text{ref}}(\theta|\rho \geq T)$ of registration noise obtained with the proposed technique (Test site 1).

Figure 3.11. Scatterograms in the polar coordinate system of (a) the full resolution original difference image $X^0_d$, and (b) the low resolution image $X^4_d$ obtained at level four of the wavelet decomposition (Test site 1). Dashed circles separate $C_n$ from $A_c$, while continuous circles indicate sectors of true changes.
3.5.2 Test site 2: industrial and rural areas

The second test site considered (see Figure 3.13) mainly covers an industrial area. Also in this case two kinds of changes occurred in the two images: (i) natural changes of the land cover in rural areas and along the river bank; and (ii) man made changes in the roofs of the industrial area. As for the previous data set, the marginal conditional densities of the direction in $A_c$ were computed according to (3.4) after applying the CVA technique to the red and near infrared spectral channels of the original images at full resolution (continuous line in Figure 3.14) and the low resolution images yielded at level four of the Daubechies stationary wavelet decomposition (dashed line in Figure 3.14). From these distributions the $\hat{p}_{RN}(\theta | \rho \geq T)$ was estimated according to (3.7) (Figure 3.15). Also in this case from an analysis of the behavior of this distribution it is possible to identify three main modes, which represent the estimated sectors of dominant registration noise (this is confirmed from a visual analysis of polar scatterograms not reported for space constraints).

We applied a threshold to the density of RN in order to estimate sectors of dominant registration noise. With a threshold equal to $1 \times 10^{-4}$ applied to $\hat{p}_{RN}(\theta | \rho \geq T)$, and a threshold in the magnitude domain $T=310$ the sectors of dominant registration noise were identified between $35^\circ$ and $70^\circ$, between $90^\circ$ and $120^\circ$, and between $220^\circ$ and $250^\circ$. Figure 3.16 reports the map of registration noise pattern obtained by thresholding $\hat{p}_{RN}(\theta | \rho \geq T)$ with the proposed strategy. As for the previous test site, from a visual analysis of this map it is possible to conclude that the regions identified as registration-noise corresponds to areas of a misregistration, as they are mainly located in border of buildings, along the riverside and along the roads. In addition, also in this case, it is possible to note that the proposed technique allows one to properly distinguish between registration noise and true changes contributions in the estimation of $\hat{p}_{RN}(\theta | \rho \geq T)$.

3.6. Discussion and conclusion

In this chapter we have analyzed the properties of registration noise (RN) in very high resolution (VHR) remote sensing images. This analysis was carried out in the context of a polar framework for change vector analysis (CVA), where both the magnitude and the direction information of SCVs are
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Figure 3.13. Pansharpened images of the city of Trento (Italy) acquired by the Quickbird VHR multispectral sensor in October 2005 (a) and in July 2006 (b). Continuous white lines evidence changes in field crop, while the dashed lines mark changes in roofs (Test site 2).

Figure 3.14. Marginal weighted conditional densities $P_n(\rho \geq T)\hat{p}_n(\theta | \rho \geq T)$ of the direction in $A_c$ at full resolution (continuous line) and at level four of the Daubechies stationary wavelet transform (dashed line) (Test site 2).

Figure 3.15. Estimated conditional density $\hat{p}_{RN}(\theta | \rho \geq T)$ of registration noise obtained with the proposed technique (Test site 2).
represented. On the basis of the derived properties, a novel method for an adaptive estimation of the statistical distribution of RN in multitemporal VHR images has been proposed.

Images acquired by several sensors and with different land-cover types were considered in the analysis. From them, some simulated data sets have been generated in order to study the effects of RN when: (i) the misregistration between the two considered images increases; and (ii) the resolution of the original images decreases. From this analysis four different properties of the RN in VHR images have been derived, associated with both unchanged and changed pixels. These properties point out that misregistration may significantly affect the accuracy of change detection and show some important effects due to this specific kind of noise on VHR images. It is worth noting that on the basis of the conducted analysis, we can conclude that the properties of RN in VHR multispectral images are significantly different from those on high or medium resolution images. These differences should be properly understood and exploited in the mitigation of the effects of such a kind of noise in the definition of change-detection algorithms.

The analysis of the properties of registration noise resulted also in the definition of an adaptive technique for the estimation of the RN distribution in the polar domain. The proposed technique estimates the conditional density of RN with respect to the direction variable in the annulus of changed pixels, thus providing valuable information for the design of a change-detection procedure. In order to assess the reliability of the proposed estimation technique we performed an analysis of the results obtained with the estimation method on a couple of test sites made up of two real multitemporal images acquired by the Quickbird sensor. These results confirm the effectiveness of the proposed technique in identifying and modeling RN also in presence of real multitemporal noisy images acquired under different conditions.

Even if the proposed technique exploits a multiscale decomposition for identifying RN and modeling its conditional distribution, the resulting estimate represents the behavior of the RN at full resolution. Thus the estimated distribution can be used for analyzing the images at full scale, as the low-pass component used in the proposed strategy does not affect the scale of the estimation.

It is worth noting that depending on the considered scene, a slight relative shift effect (bias) on the direction variable between the distributions of the SCVs in the annulus of changed pixels at full and reduced resolution might be observed. This is due to the low-pass operation associated with the down-
scaling process. Even if this shift in general is not expected to be critical for the estimation technique, a simple correction procedure could be applied to the distributions before deriving the RN estimation.

The proposed strategy focuses on the estimation of the distribution of registration noise in the annulus of changed pixels and neglects the components of registration noise in the circle of unchanged pixels (whose properties are however identified in section 3.3). Nonetheless, this is not critical because only the registration noise components in the annulus of changed pixels affect the change-detection map resulting in a significant false-alarm rate.

As a final remark, it is important to observe that the proposed strategy can be considered also for estimating the registration noise on medium and high resolution multispectral images. Indeed, even if the typical uniform distribution of registration noise in the annulus of changed pixels obtained with such kind of data [11] is against the assumption to have well-defined clusters of dominant registration noise in the annulus of changed pixels, the rationale inspiring the proposed estimation strategy is still valid.

From this analysis, exploiting both the derived properties and the technique for the estimation of the registration noise distribution we have developed: i) effective change-detection methods for VHR images based on both the Bayesian decision theory and context-sensitive strategies (see chapter 5); ii) adaptive co-registration strategies based on the estimated local behavior of the registration noise (see chapter 4).
Chapter 4

4. A registration noise driven technique for the alignment of VHR images

In this chapter a novel method for registration of multitemporal very high geometrical resolution (VHR) remote sensing images is presented. It relies on the extraction of a large set of control points (CPs) used for the estimation of a disparity map exploited for the registration process. CPs are automatically identified in both the images through the estimation and analysis of the distribution of registration noise (RN) described in the previous chapter and used together with an interpolation procedure in the definition of the disparity map. This map contains for each pixel the estimated value of the displacement between the reference and the moving image. The warping of the moving image is performed according to the disparity map by using thin plate spline interpolation. Results obtained on simulated and real VHR data confirm the validity of the proposed technique, which is effective both in identifying CPs and in performing the image alignment.

4.1. Introduction

Image registration is one of the most important steps in the analysis of multitemporal remote sensing images. Many applications (e.g., change detection, image fusion, etc.) require aligned images where corresponding pixels are associated with the same position on the ground (i.e. registered images). The co-registration procedure becomes critical when very high resolution (VHR) images of the last generation sensors are considered. These images can be acquired with different view angles and often show different geometrical local distortions that decrease the effectiveness of standard techniques developed for the registration of medium resolution images. In the literature only few automatic techniques have been proposed for the registration of high and very high resolution remote sensing images, which are often focused on specific applications [48], [50]. For an analysis of the state of the art of registration techniques effective on VHR images, please refer to section 2.3.

This chapter proposes a novel technique for a robust and accurate registration of VHR images, which is especially suitable for change-detection applications. The proposed technique follows the
standard scheme of the registration process [12]: (i) feature (i.e. CPs) extraction; (ii) feature matching and transform model estimation; and (iii) image resampling and transformation. In particular, the presented method automatically extracts the CPs, estimates the disparity map that represents the non-parametric spatial transformation to be applied to the image and finally warps the moving image on the reference one. The proposed method takes advantages from the technique for the estimation of the distribution of registration noise (RN) presented in chapter 3 [81], which is exploited for automatically extracting and matching the CPs. Unlike standard registration methods, the proposed procedure: (i) is effective in obtaining good registration accuracy on the most critical points of the images where misregistration has a high probability to results in the detection of false changes; and (ii) is not affected by the presence of changes between the two images.

4.2. Proposed methodology

Let $X_1$ and $X_2$ be two multitemporal VHR images acquired over the same geographical area at different times that should be registered. Let $X_1$ be the reference image and $X_2$ the moving one. The objective of a registration technique is to warp the moving image on the reference one in order to align them. To this purpose, we propose a registration method for VHR images based on the following main steps (see[12]): (i) automatic extraction of CPs based on the registration noise distribution; (ii) CPs matching and transform model estimation by the generation of a complete disparity map; and (iii) image resampling and transformation. In the following a detailed description of each step is given.

![Diagram](image)

**Figure 4.1.** Block scheme of the proposed method

### 4.2.1 Automatic extraction of control points

The control points extraction and matching represents the most novel part of the proposed work. In greater details, we automatically extract as CPs the pixels that have the highest probability to be corrupted by registration noise and thus result in false alarms in the CD process. It is worth nothing that the term registration noise indicates the effects of a non perfect alignment between the multitemporal images under investigation. The most critical components of this noise are related to the pixels that at the two dates belong to different objects (i.e. border regions of objects or high frequency areas in the images).

In chapter 3[81] we have presented the analysis on the properties of RN on VHR images that resulted in the possibility to detect pixels affected by RN through a multiscale analysis in the context of a polar framework based on change vector analysis (CVA). Considering that misregistration appears in the difference image with linear (or non linear) and relatively thin structures having different orientations, it is expected that reducing the resolution the impact of RN decreases with respect to the one on the original scene. According to this observation, the conditional density of RN (which gives us information about the distribution of RN in the images) has been derived as [see also (3.7)]:

\[ P(RN|x) = \frac{1}{\sigma} \exp\left(-\frac{|x|}{\sigma}\right) \]
where $\rho$ and $\vartheta$ indicate the magnitude and direction components, respectively, of the Spectral Change Vectors (SCVs) evaluated according to the polar CVA (see section 2.4); $P_r(\rho \geq T)$ and $P_N(\rho \geq T)$ are the probabilities of SCVs to have values in the magnitude domain higher than a predefined threshold $T$ (i.e. to be pixels related to changes) at resolution level 0 and at the lowest level $N$, respectively; $\hat{p}_0(\vartheta|\rho \geq T)$ and $\hat{p}_N(\vartheta|\rho \geq T)$ are the marginal conditional densities of the direction of the same SCVs at resolution level 0 and $N$, respectively; and $C$ is a constant defined such that \[ \int_{-\infty}^{\infty} \hat{p}_0^\text{RN}(\vartheta|\rho \geq T) d\vartheta = 1. \] Please refer to chapter 3 for further details. It is worth noting that a high value of $\hat{p}_0^\text{RN}(\vartheta|\rho \geq T)$ corresponds to a high probability to have pixels corrupted by registration noise (i.e. high differences in the distributions at different resolution levels). Accordingly, these pixels are the ones considered as CPs by the proposed technique. Thus, in order to extract them we apply a threshold $T_\text{RN}$ to the conditional density of RN and then label as dominated by RN all the SCVs falling in direction intervals where $\hat{p}_0^\text{RN}(\vartheta|\rho \geq T)$ has values higher than $T_\text{RN}$. Pixels corresponding to these SCVs are then considered CPs for the proposed method. It is worth noting that the threshold $T_\text{RN}$ intrinsically excludes from CPs pixels related to real changes occurred on the ground. As discussed in chapter 3, these pixels are quite stable with respect to the resolution, thus they usually have values of $\hat{p}_N^\text{RN}(\vartheta|\rho \geq T)$ smaller than $T_\text{RN}$. This aspect makes the proposed method robust to the presence of real changes, as the CPs automatically derived do not include changed pixels. It is worth noting that the proposed strategy, driving the registration process directly with critical pixels strongly affected by RN, reduces false alarms due to this noise allowing one to obtain higher accuracy in the change-detection process. Once the CPs are extracted, in order to perform the matching between them, we generate a registration noise map where all the pixels extracted as CPs are reported and have associated the value of the conditional density of RN of the corresponding SCVs.

### 4.2.2 Generation of the disparity map

In order to estimate the displacement of each CP between the two images, we perform a local analysis using as metric the value of the conditional density of RN. The analysis is made up of two main steps: (i) evaluation of the displacement for each CP; and (ii) interpolation of the displacement values for creating a complete disparity map.

In greater detail, in order to evaluate the displacement for each CP, we: (a) generate the registration noise map for different displacements; and (b) split the RN map and make a quantitative analysis based on the distribution of RN in each split. At first we create a set of possible displacements of the original image by taking the moving image and translating/rotating it according to a predefined set of misalignment values. Let $\Omega_d$ ($d=1,\ldots,D$) be the set of the $D$ different displacements $(\Delta x, \Delta y)_d$ considered. Then for each combination of the original fixed image and one of the $D$ displaced moving images we derive the conditional density of registration noise $\hat{p}_0^{d\text{RN}}(\vartheta|\rho \geq T)$ and we generate the registration noise maps $M_d$. In order to estimate the displacement of each pixel, we perform a local analysis of the $D$ obtained $M_d$. At first we divide the RN maps into $L$ sub-images of dimension $hh$, then for a generic split $l$ subject to a displacement $d$ we evaluate the estimated amount of misregistration $AM_d^l$ in the considered area as:
where \( m_d^l(i, j) \) is the variable that model the estimated misregistration for the pixel with coordinates \((i,j)\) in the \(l\)-th split of the \(d\)-th RN map. It is worth noting that contributions to \( AM_d^l \) value are given only from pixels extracted as CPs as they are the only with non–zero value. Finally the displacement value is explicitly derived for all the splits that contain at least one CP (i.e. split with non-zero value of \( AM_d^l \) at the initial condition) according to the value of \( AM_d^l \). Each split is associated to the displacement that results in the lowest value of \( AM_d^l \) with respect to \( d \). In particular, for a generic split \( l \) the displacement value \( d_l \) is assigned according to:

\[
d_l = \arg \min_d \{ AM_d^l \}
\]  

For simplicity, all the pixels belonging to a split are assumed to have the same displacement (this is equivalent to a quantization of the misregistration effects). In this manner we estimate the residual misalignment for all the splits containing at least one CPs. A bilinear interpolation is then applied in order to estimate the misalignment for all the splits of the image and thus to generate a disparity map. It is worth noting that trough this procedure we obtain a complete disparity map that shows for each pixel the estimated displacement vector. This disparity map corresponds to a discrete (quantized) representation of the image transformation necessary for registering the two original images. It has the advantage of making it possible to apply a general non-parametric warping [49].

### 4.2.3 Image transformation

The last step of the proposed method consists in the warping of the moving image to the reference one on the basis of the obtained disparity map. For data with non linear or local geometric distortion (such as VHR images) simple translation or affine transformations are not effective. Thus more complex transformation are needed to produce good interpolation results also at a local level. In this work, the warping of the moving image is performed by applying the thin plate spline (TPS) [82] interpolation function to the retrieved disparity map. This transformation is very flexible and allows one rotation, translation, scaling and skewing, permitting to represent a large number of transformations. One of the most important attributes of thin-plate spline is its ability to decompose a space transformation into a global affine transformation and a local non-affine warping component [83], [84]. Under the restriction of corresponding points (i.e. CPs and their relative displacements), matching matrixes and mapping parameters can all be achieved. Assuming that there are two sets of corresponding points \( U \) and \( V \), which are represented as \( \{u_a, a=1,2,...,n\} \) and \( \{v_a, a=1,2,...,n\} \) and are extracted from images \( X_1 \) and \( X_2 \), respectively. Then the energy function of thin-plate spline can be defined as:

\[
E_{TPS(f)} = \sum_{a=1}^{n} \| u_a - f (v_a) \|^2 + \lambda \iint \left[ \left( \frac{\partial^2 f}{\partial x^2} \right)^2 + 2 \left( \frac{\partial^2 f}{\partial x \partial y} \right)^2 + \left( \frac{\partial^2 f}{\partial y^2} \right)^2 \right] dxdy
\]  

where \( f \) is the mapping function between the point sets \( u_a \) and \( v_a \), \( (1,u_{ax},u_{ay}) \) and \( (1,v_{ax},v_{ay}) \) are the homogeneous coordinates of \( u_a \) and \( v_a \) respectively. The first term in the above equation is the approaching probability between point sets \( u_a \) and \( v_a \). The second term, on the other hand, is a smoothness constraint. Different \( \lambda \) means different degree of warping. When \( \lambda \) is close to zero, corresponding points are matched exactly.
According to this energy function, there exists a minimizing function \( f(v), v \in \mathbb{R}^2 \) for any fixed \( \lambda \) which can be represented as:

\[
f(v) = v \cdot h + \phi(v) \cdot w
\]  

(4.5)

where \( v \) is the calculated point sets, \( h \) is a \( 3 \times 3 \) affine transformation matrix, \( w \) is a \( n \times 3 \) non-affine warping coefficient matrix, \( \phi(v) \) is a \( 1 \times n \) vector decided by thin-plate spline kernel. For each point of \( v \), there exists a \( \phi_i(v) \), which can be defined as: \( \phi_i(v) = c \| v - v_{a} \| \log \| v - v_{c} \| \), where \( c \) is a constant. When the solution of (4.5) is substituted into (4.4), we have:

\[
E_{trans}(d, w) = \| U - V d - \Phi w \|^2 + \lambda \text{trace}(w^T \Phi w)
\]  

(4.6)

where \( U \) and \( V \) are concatenated point sets of \( v_a \) and \( u_a \), \( \Phi \) is an \( n \times n \) matrix formed from the \( \phi(v_a) \). Then, QR decomposition is used to separate the affine and non-affine warping space.

\[
V = \begin{bmatrix} Q_1 & Q_2 \end{bmatrix} \begin{bmatrix} R \end{bmatrix}
\]  

(4.7)

where \( Q_1 \) and \( Q_2 \) are ortho-normal matrices, \( R \) is upper triangular. The final solution for \( w \) and \( d \) can be written as:

\[
w = Q_2 \left( Q_1^T \Phi Q_1 + \lambda I_{(n-3)} \right)^{-1} Q_1^T U
\]  

(4.8)

\[
d = R^{-1} \left( Q_1^T V - \Phi w \right)
\]  

(4.9)

From the generated disparity map a set of corresponding points is obtained (at least one for each split), which is extracted from the reference and moving images. Then the moving image is warped to the reference one by thin-plate spline based on these point pairs, which has the maximization of similarity or minimization of non-similarity. Thus the global elastic registration is achieved.

### 4.3. Experimental results

In order to assess the effectiveness of the proposed registration technique, we carried out experiments on a pair of Quickbird images. In greater detail, in the following we report the results obtained on: (a) a simulated data set generated from an image acquired by the Quickbird sensor over the city of Trento (Italy) in July 2006; and (b) a real data set made up of the same VHR image and an image acquired over the same geographical area by the same sensor in October 2005. In the following the data set are described and the results obtained on each of them are reported and analyzed.

#### 4.3.1 Simulated data set

The first data set is made up of an image of 400\times400 pixels acquired over the city of Trento (Italy) in July 2006 by the Quickbird satellite, which was used as the reference one and a copy of it distorted and containing simulated changes, used as the moving image (see Figure 4.2 (a) and (b), respectively). In particular, the simulated changes (new houses, see regions marked with white circles in Figure 4.2 (b)) have been accurately introduced taking their geometrical structure and spectral signatures from other real buildings present in the image. Concerning the distortion, we applied different deformation both in vertical and horizontal domain. However, for space constraints, in the following results obtained with a sinusoidal deformation in vertical direction with 3-pixels amplitude and 150-pixels period are reported.
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Figure 4.2. True color composition of the image acquired over the city of Trento by the Quickbird sensor. (a) Original image acquired in July 2006. (b) Image with simulated changes (pointed out with white circles) and sinusoid geometric deformation..

At first the procedure for the extraction of CPs was applied. To this purpose the two images were decomposed through Daubechies-4 stationary wavelet transform. Then the CVA was applied and the conditional density of registration noise was derived according to (4.1) \( T \) was set equal to 100) (see Figure 4.3). In order to extract the CPs a threshold \( T_{RN} = 1 \times 10^{-4} \) was applied to the RN. Figure 4.4 (a) shows the map containing all the extracted CPs. As one can see, CPs are mainly related to areas that show the effects of misregistration, i.e. they mainly refer to border regions of buildings located in the urban area and to crop rows (high frequency in the image). In addition, it is possible to note that the identified CPs do not belong to changed areas, thus confirming the capability of the proposed method to be insensitive to changes often present in multitemporal images.

Figure 4.3. Conditional density of registration noise \( \hat{p}_{RN}(\theta \mid \rho \geq T) \) evaluated on the original data set. (Simulated data set)

The second step was to derive the disparity map. To this purpose a set of displacement values \( \Omega_d \) was defined by rotating and translating the moving image in an interval of \([0;5]\) pixels for both step \( \Delta x \) and \( \Delta y \). Then \( \hat{p}_{RN}(\theta \mid \rho \geq T) \) was evaluated and the \( M_d \) was derived for each displacement vector. Afterwards the maps were divided into splits of dimension 10×10 (note that different values of \( h \) provided very similar results) and for each split \( I \) of each \( M_d \) we evaluated \( AM_d \). Then for each split we compared the values \( AM_d \) and associated to the CPs belonging to the split the displacement \((\Delta x, \Delta y)_d \) that minimized \( AM_d \). The final disparity map was retrieved applying bilinear interpolation to splits that did not contain any CP (see Figure 4.4 (b)). A visual analysis of this map confirms the validity of the displacement estimation, as the areas in which the sinusoid has its peak (both negative and positive) correspond to the lowest and highest values of the displacement (black and white re-
regions). Finally, in the last step the warping of the image was performed according to TPS transformation on the basis of the obtained disparity map. To this purpose, we consider as CPs the first pixels of each split (upper left corner). Please note that different choices in the position of the extracted CPs result in very small differences in the registration results, as all the pixels of each split are associated to the same displacement. Figure 4.5 reports the difference image evaluated before (Figure 4.5(a)) and after (Figure 4.5(b)) the registration process, for a visual analysis of the obtained results. As one can see, in regions where the sinusoid used for the deformation has its peaks, the effects of misregistration are clearly visible in the image before the registration both in urban and rural areas, whereas in the difference image obtained after applying the proposed registration method the effects are very smoothed. This confirms the ability of the method in performing an effective registration. In addition, changes are correctly reported without distortion and are not considered as CPs, proving the effectiveness of the method also when changes are present between the images. Similar results were obtained with different distortions.

In order to retrieve quantitative results, the Root Mean-Square Error (RMSE) and its standard deviation (STD) computed on twenty CPs randomly extracted from the fixed and moving images before and after the registration process, as well as the Mutual Information (MI) values between images have been evaluated and reported in Table 4.1. In addition, a comparison is performed with the results achieved by both the co-registration tool present in the ENVI package (manual extraction of CPs and warping according to a polynomial interpolation), and an automatic technique that automatically extracts CPs according to a minimum square error metric and warps the image through a simple transformation (only scale, rotation and translation are admitted). As for the qualitative analysis, observing the numerical results it is possible to confirm the effectiveness of the proposed automatic registration technique. One can observe that the values of RMSE and MI obtained by the proposed automatic method are very similar to those yielded with the manual approach. It is worth noting that using simulated data, like in this case, it is easier to manually retrieve GCPs than for real cases, as the spectral dynamics of the two considered images are the same. Consequently, through a simple visual analysis it is simple to extract corresponding control points. Differently to what happens with real data (see next section), the results provided by the standard automatic approach are not effective in this case. This is due to the strong non linear deformation modeled in simulated data, which reduce the effectiveness of warping algorithms based on linear transformations.

![Figure 4.4](image.png)

Figure 4.4. (a) Map containing the extracted control points; and (b) disparity map obtained on the basis of the extracted CPs. (Simulated data set)
4.3.2 Real VHR multitemporal data set

To further validate the proposed technique, experiments were carried out on a couple of real VHR multitemporal images. The considered data set is made up of the Quickbird image used in the simulation phase (Figure 4.2 (b)) and of a second image acquired on the same area in October 2005 (Figure 4.2 (c)). As for the simulated data set, in order to register the two images, the procedure described in section 4.2 was applied to the reference and moving images. In particular, the CPs were extracted after computing and thresholding the conditional density of registration noise (see Figure 4.7). Figure 4.6 (b) shows the CPs map obtained thresholding \( \hat{p}_{RN}(\theta | \rho \geq T) \) with \( T_{RN} \) set equal to \( 1.5 \times 10^{-4} \); as for the previous example, the extracted CPs are mainly related to border regions of buildings and to crop rows. Then, the disparity map was generated, adopting the same set parameters of the previous described experiment (i.e. same set of displacement values, same splits). Finally, the moving image was warped according to the TPS transformation. As for the previous experiment, a quantitative analysis was performed in order to evaluate the effectiveness of the proposed method. Table 4.2 reports the numerical results achieved on these real data by the proposed method and the two techniques previously considered. An analysis of the numerical results points out the effectiveness of the proposed automatic technique, which allows one to accurately register the images obtaining RMSE slightly smaller and MI slightly greater than the ones reached by the manual registration technique. Moreover, the proposed method performs better in terms of both RMSE and MI than the automatic technique that uses the MSE as metric and linear transformation. This confirms the effectiveness of both the strategy for CPs extraction and the applied transformation. It is worth noting that the proposed method can achieve a more uniform accuracy on the image thanks to the local analysis carried out according to the disparity map. This is confirmed by the standard deviation values of the RMSE, that for the proposed approach are smaller than those related to other methods considered.
Figure 4.6. (a) True color composition of the image acquired over the city of Trento by the Quickbird sensor in October 2005. (b) map containing the extracted control points. (Real data set)

Figure 4.7. Conditional density of registration noise $\tilde{p}_{RN}(\vartheta | \rho \geq T)$ evaluated on the original data set. (Real data set)

<table>
<thead>
<tr>
<th>Registration method</th>
<th>RMSE (pixels)</th>
<th>STD (pixels)</th>
<th>MI (bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No registration</td>
<td>3.56</td>
<td>1.81</td>
<td>0.564</td>
</tr>
<tr>
<td>Proposed automatic approach</td>
<td>1.38</td>
<td>0.59</td>
<td>0.652</td>
</tr>
<tr>
<td>Manual approach</td>
<td>1.41</td>
<td>0.62</td>
<td>0.646</td>
</tr>
<tr>
<td>Standard automatic approach</td>
<td>1.75</td>
<td>0.98</td>
<td>0.611</td>
</tr>
</tbody>
</table>

4.4. Discussion and conclusion

In this paper a novel method for the registration of VHR remote sensing images has been presented, which is especially effective for change-detection applications. The proposed method automatically extracts CPs that are associated with the most critical effects of the misalignment in image comparison. These points are identified by estimating RN distribution according to a multiscale analysis of the SCVs distribution. CPs are used to derive the disparity map that is exploited for the warping of the moving image through the well-known thin-plate spline transformation method. The proposed method exhibits the following properties: (i) automatic identification of CPs associated with the most critical points of the images where misregistration has a high probability to results in the detection of false changes; (ii) robustness to the presence of changes between the images.

Results obtained on both simulated and real data confirm the validity of the proposed method in identifying effective CPs, in estimating the disparity map and in performing the final co-registration between the considered images.
As future development of this work we plan to: (i) optimize the strategy for the searching of the displacement value; (ii) extend the analysis to other images (and larger images) acquired also by other VHR sensors; and (iii) compare the proposed method with existing more advanced registration methods.
PART II:  
CHANGE-DETECTION METHODS
Chapter 5

5. A context-sensitive technique robust to registration noise for change detection in VHR multispectral images

This chapter presents an automatic context-sensitive technique robust to registration noise (RN) for change detection (CD) in multitemporal very high geometrical resolution (VHR) remote sensing images. Exploiting the properties of RN in VHR images, the proposed technique analyzes the distribution of the spectral change vectors (SCVs) computed according to the change vector analysis (CVA) in a quantized polar domain. The method studies the SCVs falling into each quantization cell at different resolution levels (scales) to automatically identify the effects of RN in the polar domain. This information is jointly exploited with the spatial context information contained in the neighborhood of each pixel for generating the final CD map. The spatial context information is modeled through the definition of adaptive regions homogeneous both in spatial and temporal domain (parcels). Experimental results obtained on real VHR remote sensing multitemporal images confirm the effectiveness of the proposed technique.

5.1. Introduction

Unsupervised change detection plays an important role in many application domains related to the exploitation of multitemporal images. Depending on the considered application, the change-detection problem has different properties and peculiarities, and should satisfy specific constraints. In some domains, the priority constraint is related to the need to guarantee a real time detection of changes (e.g., in video surveillance [85], [86], [87], [88], motion detection [89], [90], etc.). In other applications, the time constraint can be relaxed and the precision of the change-detection result (also at the cost of a high computational complexity) plays the most important role (e.g. remote sensing [9], [91], biomedical applications [92], [93], etc). For some domains, the change-detection problem can require multidimensional (or multichannel) images: this is for instance the case of data simultaneously acquired in different bands of the electromagnetic spectrum (multispectral images) or taken with multimodal acquisition protocols (multimodal images). In this perspective, the change-detection procedure

---

is more complex and should be able to recognize the presence of changes by analyzing multidimensional vectors associated with each pixel of the investigated multitemporal images. Typical applications related to the above-mentioned data are in the remote sensing and the biomedical domains.

In this chapter we focus the attention on unsupervised change-detection techniques for multitemporal and multispectral remote sensing images. In greater detail, we consider very high geometrical resolution multispectral images acquired by the last generation of satellite sensors (e.g. IKONOS, Quickbird, EROS, GeoEye-1, WorldView-2). These sensors can acquire both multispectral and/or panchromatic images with a geometrical resolution on the ground which varies from few meters to 0.41[m] in the best case (at the time of writing). In the literature, several unsupervised change-detection methods for multidimensional remote sensing images have been proposed [11], [15], [17], [18], [21], [94], [95]. These techniques have been successfully employed in many different application domains related to land cover monitoring, like analysis of growth of urban areas, cadastral map updating, risk analysis, damage assessment, etc. However, the most of the available methods are optimized for the analysis of images acquired by medium resolution (MR) and high resolution (HR) sensors, and result ineffective when dealing with images showing submetric or submetric resolution. Therefore it is necessary to develop novel methodologies capable to exploit the properties of VHR images in detecting changes between multitemporal images.

Change-detection techniques developed in other application domains for the specific analysis of VHR images result ineffective when applied to remote sensing images. The main problems are related to the different conditions in which the remote sensing images can be acquired, and in particular to differences in: (i) sunlight and atmospheric conditions; (ii) sensor acquisition geometry [21], [67], [91]; (iii) spectral signatures of vegetation due to seasonal effects. In order to reduce the impact of these conditions on CD maps, pre-processing steps are required as: co-registration, radiometric and geometric corrections, and noise reduction. Among them, co-registration plays a fundamental role and becomes more complex and critical (and therefore intrinsically less accurate), when the geometrical resolution increases. In practice, a perfect alignment between images is impossible as differences in the acquisition view angles and in geometrical distortions cannot be compensated, then causing a significant residual registration noise which sharply impacts on CD [8], [67], [68].

Another important problem in change detection on VHR images concerns the modeling of the spatial context information of the scene. Most of the classical change-detection techniques generally assume spatial independence among pixels, which is not reasonable in high geometrical resolution data. In order to better exploit the spatial correlation among neighboring pixels and to get accurate and reliable CD maps (both in regions corresponding to border or geometrical details and in homogeneous areas), it is necessary to integrate the spectral information with the spatial one and to model the multiscale properties of the scene. In the literature only few techniques capable to exploit the above-mentioned concepts [13], [24], [27], [96] are available.

In order to overcome the aforementioned problems, this chapter presents an adaptive context-sensitive technique, which: i) reduces the impact of registration noise in change detection on VHR multispectral images through a multiscale strategy; ii) considers the spatial dependencies of neighborhood pixels through the definition of multitemporal parcels (i.e. homogeneous region both in space and time domain). The proposed technique is developed in the context of the polar framework for change vector analysis (CVA) introduced in [11] and described in section 2.4 for the analysis of MR and HR multispectral images, and is based on the analysis of the properties of registration noise presented in chapter 3 [81]. The experiments carried out on multitemporal VHR images confirm the validity of the theoretical analysis and the effectiveness of the proposed technique.
The chapter is organized into four sections. The next section illustrates the proposed multiscale and context-based approach for change detection on VHR images. Section 5.3 presents the experimental results obtained on two real multitemporal data sets made up of QuickBird images. Finally, section 5.4 draws the conclusions of this work.

For the notation used in this chapter, please refer to section 2.4, while for the background on the registration noise properties please refer specifically to the multiscale properties retrieved in chapter 3 and in particular to Property 3 (Clusters of dominant registration noise in $A_c$ exhibit significant variations of properties versus the scale (resolution) of the images.) and Property 4 (Clusters associated with changed pixels in $A_c$ exhibit slow varying statistical properties versus the scale (resolution) of the images.) described in section 3.3.

5.2. Methodology

The multiscale properties of registration noise (Property 3 and Property 4) described in section 3.3 are at the basis of the development of the change-detection technique based on the analysis of the behavior of the distribution of SCVs in the polar domain at different scales described in this chapter. As reported in section 3.3, we expect that true significant changes are associated with objects with a non negligible size (this assumption is reasonable and realistic when dealing with VHR images), while misregistration appears in the multispectral difference image with relatively thin structures having different orientations. Therefore, by reducing the resolution of images we implicitly decrease the impact of the registration noise with respect to that on the original scene, while the statistical properties of true changes maintain a good stability. In other words, the lower the geometrical resolution is, the lower the probability of identifying clusters associated with registration noise in the annulus of changed pixels. This means that at low resolution levels in the annulus of changed pixels mainly clusters due to the presence of true changes on the ground can be detected. However, in order to obtain a change-detection map characterized by a good geometrical fidelity, we should work at full resolution. On the basis of these considerations, we propose a change-detection technique that exploits a multiscale decomposition in order to extract information about registration noise, and generates the final change-detection map working at full resolution. In this way we preserve the high geometrical detail content of VHR images. In addition, in order to exploit the specific properties of VHR images, the proposed technique adaptively models also the spatial context information.

The proposed method can be divided into two main phases: (i) registration noise identification; and (ii) context-sensitive decision strategy for the generation of the final change-detection map. The main idea of the developed technique is to detect the regions of the polar framework where the registration noise is dominant according to a multiscale strategy, and to consider the spatial-context information through the definition of multitemporal parcels in order to generate the final change-detection map (see Figure 5.1). In the following details on the two phases are reported.

5.2.1 Registration noise identification

The first phase of the proposed technique aims at identifying the regions related to registration noise in the polar domain. To this purpose, we apply an analysis based on the following three steps: 1) CVA at full resolution (identification at full resolution of regions in the polar domain candidate to include registration noise SCVs, i.e. $A_c$); 2) quantization-based analysis of the SCV distributions at different resolution levels; and 3) adaptive identification of registration noise cells.
A context-sensitive technique robust to registration noise for change detection in VHR multispectral images

Figure 5.1. General architecture of the proposed multiscale and parcel-based change-detection technique.

In the first step the CVA technique is applied to the original images \( X_1 \) and \( X_2 \), and the threshold value \( T \) that separates the circle of no-changed pixels from the annulus of changed pixels is estimated. The value of \( T \) can be retrieved either by a manual trial-and-error procedure or by one of the automatic thresholding algorithms proposed in the literature\[15], \[80]. SCVs in \( C_n \) are labeled as no-changed SCVs, whereas pixels in \( A_c \) should be further analyzed in order to separate SCVs associated with registration noise from pixels of true changes.

To this end, in the second step, \( A_c \) is divided into \( M \) uniformly distributed quantization cells \( q_m \) \((m=1,\ldots,M)\) (\( A_c = \{q_1, q_2, \ldots, q_M\} \)) of fixed shape and size. Each cell is characterized by its extension \( \Delta \rho \) and \( \Delta \vartheta \) in the magnitude and in the direction coordinates respectively (see Figure 5.2). It is worth noting that the choice of the cell size can significantly affect the performance of the quantization-based registration-noise-identification process. The proposed method aims at overcoming this problem by exploiting different cell sizes in the identification of registration noise clusters in \( A_c \) (see the third step of the estimation procedure). Once cells have been defined, the two multitemporal images are decomposed according to a multiscale transformation obtaining two sets of images \( X_{MS} = \{X_0^t, \ldots, X_l^t, \ldots, X_{N-1}^t\} \), where the subscript \( t \) \((t=1,2)\) denotes the acquisition date, and the superscript \( n \) \((n=0,1,\ldots, N-1)\) indicates the resolution level \( (X_0^t = X) \). The multiscale decomposition can be carried out by using different algorithms, like gaussian pyramid decomposition, wavelet transform, recursively upsampled bicubic filter, etc. Images in \( X_{MS} \) show different tradeoffs between registration noise and geometrical detail content. The CVA technique is applied to each corresponding pair \( (X_i^t, X_j^t) \), \( n=1,2,\ldots, N-1 \), of low resolution images in \( X_{MS1} \) and \( X_{MS2} \). Then the distribution of SCVs within each cell is studied at different scales. In particular, for each set of pixels with SCVs falling in a given cell \( q_m \) \((m=1,2,\ldots,M)\) at full resolution, the behavior of the distribution of the same SCVs at resolution level \( N-1 \) (i.e., the lowest considered one) is analyzed in order to identify whether the cell is associated with registration noise or not. It is worth noting that the maximum level of decomposition \( N-1 \) has to be selected according to the size of expected main change structures in the considered images. The main idea of this procedure is to identify cells of registration noise through a comparison.
between the distribution of the magnitude of SCVs at full resolution and at the lowest considered resolution. At this level pixels of registration noise tend to disappear given their properties that usually result in small and thin structures. To this purpose, according to the multiscale properties described in the previous section, the behavior of the mean value of SCVs on the magnitude variable at different resolutions is analyzed. In the proposed method the mean value $\mu^0_{q_m}$ of the magnitude $\rho$ of SCVs that fall within a cell $q_m$ at full resolution (level 0) is compared with the mean value $\mu^{N-1}_{q_m}$ that the same SCVs have at resolution level $N-1$\(^5\). A cell is associated with registration noise ($RN$) or not ($RN_{free}$) according to the following decision rule:

$$q_m \in \begin{cases} RN_{free} & \text{if } |\mu^0_{q_m} - \mu^{N-1}_{q_m}| < K \\ RN & \text{if } |\mu^0_{q_m} - \mu^{N-1}_{q_m}| \geq K \end{cases}$$

(5.1)

where $K$ is a threshold value empirically set as equal to the difference between the mean value of all the SCVs falling in $A_i$ at full resolution and the mean value of the corresponding SCVs at the lowest level, i.e.:

$$K = |\mu^0_{A} - \mu^{N-1}_{A}|$$

(5.2)

It is worth noting that small variations of the threshold value around the automatic retrieved one do not significantly affect the identification of registration noise clusters.

Let $q_{m}^{RN}$ be a generic cell $q_m$ associated with registration noise according to (5.1). A generic SCV $z_{ij}$ is associated with registration noise if it falls within a cell $q_{m}^{RN}$, i.e.

$$z_{ij} \in \begin{cases} RN & \text{if } z_{ij} \in q_{m}^{RN} \\ RN_{free} & \text{otherwise} \end{cases}$$

(5.3)

In this way we locate the SCVs affected by registration noise in the polar domain.

As pointed out previously, an important aspect to be considered is the choice of the quantization cell size. Slightly different results can be obtained with different quantization characterized by cell sizes in different ranges of parameters $\Delta \rho$ and $\Delta \theta$. Therefore in the third step we adopt a strategy

\(^5\) It is worth noting that in order to identify cells of registration noise we do not analyze the behavior of SCVs that fall within the same cell at different resolution levels, but we consider SCVs that at the highest resolution fall within a cell and the same SCVs at the lowest considered level. This approach allows us to follow the low-pass effect of the decomposition filter, which causes a migration of SCVs toward the origin of the polar domain.
capable to take advantage of different cell sizes, in order to make the technique less affected from the choice of these parameters. First of all the annulus of changed pixels is divided \( L \) times into uniformly distributed quantization cells with different size \( \Delta \rho_i \times \Delta \theta_j \), \( l=1, \ldots, L \).

Let us define the set \( Q \) of all the \( L \) considered quantizations as:

\[
Q = \{ Q_l \mid l = 1, \ldots, L \}
\]

(5.4)

\( Q_l \) \( (l=1, \ldots, L) \) is the \( l \)th quantization made up of a set of cells with the same size:

\[
Q_l = \left\{ q_{i, \omega} \mid M_l q'_{i, \omega} = A_l , \ q'_{i, \omega} = \Delta \rho_i \times \Delta \theta_j \right\}
\]

(5.5)

where \( M_l \) indicates the number of cells that results from the quantization process, given \( \Delta \rho_i \) and \( \Delta \theta_j \).

For each quantization \( Q_l \) the previously described procedure is performed in order to obtain labels \( RN \) and \( RNfree \) for each cell of each quantization \( Q_l \), \( l=1, \ldots, L \). Let \( \Theta_{ij} \) be the set of \( L \) labels (one for each \( Q_l \)) associated to \( z_{ij} \) according to (5.3). Labels in \( \Theta_{ij} \) can assume values in \{ \( RN \), \( RNfree \) \}. In order to determine if a spectral change vector \( z_{ij} \) is of registration noise or not, a majority voting rule is applied to \( \Theta_{ij} \). Therefore a spectral change vector \( z_{ij} \) is of registration noise if the most of the labels in \( \Theta_{ij} \) is \( RN \), i.e.,

\[
z_{ij} \in \begin{cases} RN & \text{if } \text{mode}(\Theta_{ij}) = RN \\ RNfree & \text{if } \text{mode}(\Theta_{ij}) = RNfree \end{cases}
\]

(5.6)

where \( \text{mode}(\cdot) \) is the mathematical operator that returns the element that occurs most often in a set of elements. In other words, a generic region of \( A \) covered by cells (one for each \( Q_l \)) that are mostly associated to registration noise according to (5.1) is defined as registration noise region, otherwise it is registration noise free. Actually, this procedure implicitly results in a quantization \( Q_A \) of the annulus of changed pixels made up of regions with different shapes and sizes. Each region is labeled as \( RN \) or \( RNfree \). We refer to these regions as adaptive cells \( q_a (a=1, \ldots, M_a) \), and \( Q_A \) results defined as:

\[
Q_A = \left\{ q_a \mid \text{mode}(\Theta_{ij}) = RN \right\}
\]

(5.7)

Let \( q_{a}^{RN} (a=1, \ldots, M_a) \) be a generic adaptive cell which includes contiguous SCVs in the magnitude-direction domain that have been associated to label \( RN \) according to (5.6). Taking into account this notation, the rule (5.6) can be rewritten as:

\[
z_{ij} \in \begin{cases} RN & \text{if } z_{ij} \in q_{a}^{RN} \\ RNfree & \text{otherwise} \end{cases}
\]

(5.8)

### 5.2.2 Context-sensitive decision strategy for the generation of the final change-detection map

The retrieved information on each adaptive cell is used for properly driving the generation of the final change-detection map according to a context-sensitive parcel-based procedure. Parcels are defined as regions that adaptively characterize the local neighborhood of each pixel in the considered scene and are homogeneous in both temporal images [13], [79]. The adaptive nature of multitemporal parcels allows one to model complex objects in the investigated scene as well as borders of the changed areas and geometrical details. In order to generate multitemporal parcels from the two original images we first compute two segmentation maps \( P(X_1) \) and \( P(X_2) \) applying a segmentation algorithm separately to images \( X_1 \) and \( X_2 \), respectively. In this work a region growing segmentation algorithm was considered, however any different kind of technique can be adopted. Each \( P(X_t) \) represents a partition of image \( X_t \) \( (t=1,2) \) in disjoint regions of spatially contiguous pixels. Each single region in
both partitions satisfies a homogeneity measure $H(.)$ that involves spectral and spatial properties [97], [98]. The desired representation of the spatio-temporal context of the considered scene is obtained merging the two segmentations. The final output is a partition $P(X_1, X_2)$ shared by both considered images made of $N$ regions $p_r$ ($r=1, \ldots, R$) called parcels. The defined multitemporal parcels satisfy the following conditions:

$$H[X_t(p_r)] = true \quad \text{AND} \quad H[X_t(p_k)] = true$$
$$H[X_t(p_r) \cup X_t(p_k)] = false \quad \text{OR} \quad H[X_t(p_r) \cup X_t(p_k)] = false$$

$$\forall \quad r, k = 1, \ldots, R \quad \text{and} \quad r \neq k$$

(5.9)

where $X_t(p_r)$ represent the portion of image $X_t$ ($t=1,2$) covered by parcel $p_r$ ($r=1, \ldots, R$) and $p_r$ and $p_k$ are adjacent.

The spatial-context information associated to each parcel is integrated to the information about presence or absence of registration noise retrieved from the multiscale analysis in the previous phase. Let $Z_r$ be the set of spectral change vectors corresponding to the pixels included in parcel $p_r$, i.e. $Z_r = \{z_{ij} \mid z_{ij} \in p_r\}$. Each SCV in $Z_r$ can assume one out of three labels. Therefore the SCVs (i.e., the pixels) in a generic parcel $p$, can be divided into three subsets: i) $Z_r^{RN}$ which includes SCVs of registration noise labeled according to (5.8); ii) $Z_r^{RNfree}$ which includes SCVs that are not affected by registration noise according to (5.8); and iii) $Z_r^{RNfree}$ which includes SCVs that fall into $C_n$. According to this notation, all the SCVs in a generic parcel $p_r$ (and thus the parcel itself) are classified as changed or no-changed according to the following majority rule:

$$p_r \in \begin{cases} \omega_h \quad \text{if} \quad \frac{|Z_r^{RN}| + |Z_r^{RNfree}|}{|Z_r|} \geq 0.5 \\ \Omega \quad \text{otherwise} \end{cases}$$

(5.10)

where $|.|$ is the mathematical operator that returns the cardinality of sets. In other words a parcel $p_r$ (and therefore all the pixels in it) is labeled as no-changed if the most of the SCVs belonging to it either have been classified as SCVs affected by registration noise according to (5.8) or fall into $C_n$. It is worth noting that the proposed approach allows us to create a relationship between the RN information retrieved in the polar domain (related to spectral change vectors) and the spatial information of the original images (related to pixels and parcels). The final change-detection map is obtained at full resolution, as low resolution components extracted from the multiscale analysis are used only for detecting quantization cells associated with registration noise. Thus the obtained change-detection map adequately models geometrical details present in the analyzed VHR images, reproducing accurately both border and homogeneous changed regions.

5.3. Experimental results

In this section the experimental analysis conducted on real data is presented. First of all the data sets are described, then the multiscale properties presented in section 3.3 are analyzed on the considered data. Finally the proposed multiscale and parcel-based technique is applied to the images and results are discussed.

5.3.1 Data set description

In order to assess the effectiveness of the proposed technique, two multitemporal data sets were considered. In particular, two different portions of two images acquired on the city of Trento (Italy)
by the Quickbird multispectral sensor in October 2005 and July 2006 were analyzed. The Quickbird sensor collects panchromatic images at 0.7 [m] resolution and multispectral images with 4 spectral channels (blue (450-520[nm]), green (520-600[nm]), red (630-690[nm]) and near-IR (760-900[nm])) at 2.8 [m] resolution. In the pre-processing phase the two images were: i) pan-sharpened; ii) radiometrically corrected; and iii) co-registered. In particular, we considered pan-sharpened images as we expect that the pan-sharpening process can improve the results of the change-detection process, as demonstrated in previous work [99]. To this purpose we applied to the images the Gram-Schmidt procedure implemented in the ENVI software package [100] to the panchromatic channel and the four bands of the multispectral images. Concerning radiometric corrections, we simply normalized the images by subtracting from each spectral channel of the two considered images its mean value.

The two different data sets were selected with the following rationale: i) the first data set (Data Set 1), which is made up of images of 984 x 984 pixels, is a small portion of the investigated scene for which we have a complete and detailed knowledge of the changes occurred on the ground. This allowed us to perform a quantitative detailed analysis under completely controlled conditions; ii) the second data set (Data Set 2), which is made up of images of 5000 x 5000 pixels, is related to the largest portions of the two available Quickbird images that correspond to the same area on the ground. These large images allowed us to perform a less detailed quantitative analysis (based on a spatial random sampling as we did not have a complete knowledge of the changes occurred on the ground) but an important qualitative analysis on the effectiveness and robustness of the proposed technique in real operational conditions on large scenes. The registration process was carried out by using a polynomial function of order 2 according to 14 ground control points (GCPs) for the first data set and according to 20 GCPs for the second one, and by applying a nearest neighbor interpolation [100]. In our experiments we did not use more advanced registration techniques and procedures for geometric corrections for better assessing the robustness of the proposed method to the residual registration noise.

Figure 5.3(a) and Figure 5.3(b) show a true color composition of the pansharpened images $X_1$ and $X_2$, respectively, related to the Data Set 1 (984 x 984 pixels). Between the two acquisitions two kinds of changes occurred: (i) simulated changes that consist of new houses introduced on the rural area (continuous circles in Figure 5.3(b)); and (ii) real changes that consist of some roofs rebuilt in the urban area (dashed circles in Figure 5.3(b)). It is worth noting that simulated changes have been introduced in a completely realistic way in order to include a second type of change in the analysis. In particular, simulated buildings have been added to the scene taking their geometrical structures and spectral signatures from other real buildings present in other portions of the available full scene in order to take into account the image dynamic and noise properties. Moreover, between the two dates other spectral changes that depend on differences in the vegetation phenology and have not a semantic meaning are present, due to the different acquisition seasons (i.e., summer and autumn) of the images under investigation. To perform a quantitative assessment of the effectiveness of the proposed method, a reference map (which includes 20602 changed pixels and 968256 no-changed pixels) was defined according to both the available prior knowledge on the considered area and to a visual analysis of images (see Figure 5.3(c)). According to the previous observation, the reference map does not report changes due to seasonal variations of the vegetation phenology. However, if these changes show significant intensity in the magnitude domain, they will appear in the final change-detection map, even if, from a semantic point of view, the related area is not changed.
Figure 5.3. True color composition of Data Set 1 (small images) made up of pansharpened images of the Trento city (Italy) acquired by the Quickbird VHR multispectral sensor in: (a) October 2005; and (b) July 2006 (simulated changes appear in the regions marked with continuous circle, while real changes occurred between the two acquisition dates appear in regions marked with dashed circles). (c) Change-detection reference map.

Figure 5.4(a) and Figure 5.4(b) show the true color compositions of the pansharpened images $X_1$ and $X_2$, respectively, related to the Data Set 2 (5000 x 5000 pixels). Between the two acquisitions different kinds of changes occurred on the ground affecting urban, industrial, rural and forest areas. From a visual analysis it is possible to note: i) differences in some roofs of the urban and industrial areas; ii) differences in the bank of the river due to a reduction of the water level; iii) significant differences due to shadows in the forest area; and iv) differences in the cultivated fields due to different kinds of farming. Considering the extent of the scene and the fact that we have no a priori information on the whole area under investigation, in this case it was not possible to derive a complete reference map. The magnitude image obtained according to (2.2) points out the main spectral differences present between the two dates (Figure 5.4(c)). To perform a quantitative assessment of the effectiveness of the proposed method on these large images, a set of points were randomly collected in the scene and each of them was labeled as changed or non-changed according to a careful visual analysis. In particular, 2300 points were collected (245 labeled as change and 2055 as no-change). It is worth
noting that in this case there are some semantic changes in the crops (i.e. changes in the type of cultivation), which are considered as changes in the reference map and thus in the quantitative analysis. Finally, also in this second data set changes related to different phenology of the vegetation are considered as false alarms, since they have not any semantic meaning.

5.3.2 Results: multiscale properties

To confirm the validity of the fundamentals of the proposed technique, we carried out an analysis on the multiscale properties of registration noise on the considered images. This analysis was conducted only on Data Set 1, as a complete reference map on the investigated area was available only for the small images. The aim of this analysis was to show that the properties derived on simulated data are effective also for real data. To this purpose, as done for simulated data in [81] and reported in this thesis in chapter 3 from the Quickbird multitemporal images \(X_1\) and \(X_2\) we generated images at different scales by applying the Daubechies-4 stationary wavelet transform [73] to the multitemporal images \(X_1\) and \(X_2\). To show the effect of the multiscale decomposition in the polar domain, we applied the

![Figure 5.4. True color composition of Data Set 2 (large images) made up of pansharpened images of the Trento city (Italy) acquired by the Quickbird VHR multispectral sensor in: (a) October 2005 and (b) July 2006; (c) magnitude image.](image)


CVA technique to the original images and to the dataset at lowest resolution. We considered only the red and near infrared spectral channels, as they revealed to be the most effective in emphasizing the changes occurred on the area of interest. Figure 5.5 reports the scatterograms obtained on both the images at full resolution and the images at the fourth level of the decomposition. Comparing these scatterograms (and the other ones obtained at different resolution level, which are not reported for space constraints) it is possible to observe that, decreasing the resolution, clusters associated with changed pixels (see regions marked with continuous circles in Figure 5.5) only reduce their spread, without being completely smoothed out. On the contrary, clusters associated with RN tend to disappear (dashed circles in Figure 5.5 (a)), collapsing within the circle of no-changed pixels (dotted circle in Figure 5.5 (a)). This behavior confirms what expected from the analysis presented in section 3.3, i.e. SCVs of real changes show a quite stable trend, while SCVs associated with registration noise have non stable properties versus the scale. These results were conducted also on other data sets.

![Figure 5.5](image)

Figure 5.5. Scatterograms in the polar coordinate system of (a) the full resolution original difference image, and (b) the low resolution image obtained at level four of the wavelet decomposition. Dotted circle separates $C_n$ from $A_c$, continuous circles indicate sectors of true changes, while dashed circles identify regions of registration noise.

In greater detail, we studied the behavior of the mean values in the magnitude domain of SCVs related to registration noise and to real changes, when the resolution of the images decreases. Figure 5.6 reports the behavior of the mean value of the magnitude of SCVs versus the scale: the mean value of RN clusters rapidly decreases by reducing the scale (continuous line), while the mean value of SCVs associated with true changes slightly varies with the scale (dashed line), decreasing slower than the one of SCVs related to RN.

### 5.3.1 Results: change detection on Data Set 1 (small images)

The effectiveness of the proposed technique was firstly tested on the Data set 1. To this purpose cells of registration noise were identified according to the procedure described in section 5.2.1, and then the final change-detection map was generated according to section 5.2.2. According to the proposed technique, the first step aimed at identifying registration noise. To this purpose the change vector analysis technique was applied to images $X_1$ and $X_2$ and the decision threshold $T$ that separates the annulus of changed pixels from the circle of no-changed pixels was computed.
The Bayes rule for minimum error \[15, 80\] with estimates obtained by the Expectation Maximization (EM) algorithm was used for retrieving a value \(T\) equal to 220. SCVs in \(C_n\) were labeled as no-changed SCVs. Five \((L=5)\) different quantizations \(Q_l\) \((l=1,...,5)\) were considered for the *annulus of changed pixels* with cells of size \(\Delta \rho \times \Delta \theta\), where \(\Delta \rho \in \{100, 200, 300, 400, 500\}\) and \(\Delta \theta = 10^\circ\) (for each \(l=1,..., 5\)). It is worth noting that different values for \(\Delta \rho\) and \(\Delta \theta\) can be selected according to the considered data set. Images \(X_1\) and \(X_2\) were decomposed according to the procedure described in section 5.3.2, and the CVA technique was applied to the full (i.e., level 0) and the lowest (i.e., level four of the wavelet transform) resolution images. Figure 5.5 shows the polar scatterograms obtained for the two mentioned resolution levels.

In order to identify whether a cell \(q_{ln}^l\) \((l=1,..., M_l)\) for a given \(Q_l\) \((l=1,..., 5)\) is of registration noise or not the difference in the mean values of the magnitude of SCVs between the resolution level 0 and 4 was computed. This value was compared with the threshold \(K\) derived according to (5.2) (for \(T\) equal to 220, the value of \(K\) resulted equal to 190). SCVs falling into cells in which the difference resulted to be higher than \(K\) were labeled as belonging to registration noise according to (5.3). At this stage, for comparison purposes, a set of five change-detection maps was generated (one for each considered quantization) by assigning SCVs in \(C_n\) and SCVs of registration noise to the class of no-changed pixels and all the others to the class of changed pixels (see Table 5.1). As one can see, for \(\Delta \rho\) between 200 and 400 similar results were achieved, whereas higher or lower values resulted in slightly worse performance.

In order to reduce the impact of critical values of \(\Delta \rho\) and \(\Delta \theta\) on the changed-detection performance, we applied the proposed technique for adaptively modeling the cell shape and size involving in the decision step all the five quantization intervals. Each SCV was classified as belonging to registration noise or not according to (5.6). Even at this stage, for sake of comparison, a change-detection map was computed by assigning SCVs in \(C_n\) and SCVs of registration noise to the class of no-changed pixels and all the others to the class of changed pixels (see results for the pixel-based proposed technique in Table 5.2). Comparing these results with the ones in Table 5.1 it is possible to conclude that the joint use of quantization cells of different size makes the change-detection process more robust as results obtained with unreliable quantizations values are discarded thanks to the majority decision rule in (5.6).

Finally, the information about adaptive cells of registration noise was used within the parcel-based decision strategy for computing the final change-detection map according to the proposed strategy. To
TABLE 5.1. CHANGE-DETECTION RESULTS OBTAINED ON DATA SET 1 AT A PIXEL LEVEL WITH THE PROPOSED MULTISCALE TECHNIQUE WITHOUT THE ADAPTIVE ANALYSIS OF THE CELL DIMENSION.

<table>
<thead>
<tr>
<th>Cell size (Δρ1 × Δρ2)</th>
<th>False alarms</th>
<th>Missed alarms</th>
<th>Overall error</th>
<th>Overall accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100x10</td>
<td>111279</td>
<td>17356</td>
<td>128635</td>
<td>86.72</td>
</tr>
<tr>
<td>200x10</td>
<td>61252</td>
<td>5123</td>
<td>66375</td>
<td>93.15</td>
</tr>
<tr>
<td>300x10</td>
<td>62867</td>
<td>4728</td>
<td>67595</td>
<td>93.02</td>
</tr>
<tr>
<td>400x10</td>
<td>63091</td>
<td>4644</td>
<td>67735</td>
<td>93.00</td>
</tr>
<tr>
<td>500x10</td>
<td>76614</td>
<td>17905</td>
<td>94519</td>
<td>90.24</td>
</tr>
</tbody>
</table>

this end, multitemporal parcels were generated as described in section 5.2.2 and SCVs in each parcel were labeled according to (5.10). As one can see from Table 5.2, the use of the spatial-context information significantly reduces both false and missed alarms. It is worth noting that the use of spatial-context information retrieved according the parcel-based strategy allows one to obtain a regularized change-detection map without affecting the geometrical details content of the map itself.

TABLE 5.2. CHANGE-DETECTION RESULTS OBTAINED ON DATA SET 1 (SMALL IMAGES) AT BOTH PIXEL AND PARCEL LEVEL BY THE PROPOSED ADAPTIVE AND MULTISCALE TECHNIQUE, THE STANDARD CVA TECHNIQUE AND THE MANUAL APPROACH.

<table>
<thead>
<tr>
<th>Technique</th>
<th>False alarms</th>
<th>Missed alarms</th>
<th>Overall error</th>
<th>Overall accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixel-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>61429</td>
<td>5061</td>
<td>66490</td>
<td>93.13</td>
</tr>
<tr>
<td>Standard CVA</td>
<td>173676</td>
<td>1470</td>
<td>175146</td>
<td>81.91</td>
</tr>
<tr>
<td>Manual (upperbound)</td>
<td>55984</td>
<td>5768</td>
<td>61752</td>
<td>93.62</td>
</tr>
<tr>
<td>Parcel-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>28150</td>
<td>3870</td>
<td>32020</td>
<td>96.69</td>
</tr>
<tr>
<td>Standard CVA</td>
<td>106580</td>
<td>734</td>
<td>107314</td>
<td>88.92</td>
</tr>
<tr>
<td>Manual (upperbound)</td>
<td>23160</td>
<td>4192</td>
<td>27352</td>
<td>97.18</td>
</tr>
</tbody>
</table>

For a further assessment of the effectiveness of the proposed technique, change detection was performed according to the standard pixel-based [15] and parcel-based [79] change vector analysis ignoring the information about registration noise. In both cases (see Table 5.2) it is clear that standard methods are sharply affected by the presence of registration noise, which involves a high number of false alarms mainly located in the high frequency regions of the images. On the contrary, the proposed method significantly reduces false alarms both at pixel (from 17.94% to 6.34%) and at parcel level (from 11.01% to 2.91%), and generates change-detection maps characterized by high accuracy both in homogeneous and border areas. Figure 5.7 allows one a visual comparison between the change-detection map obtained at parcel level with the proposed technique (Figure 5.7 (a)) and the standard CVA (Figure 5.7 (b)).

A final comparison is made with the results achieved according to a manual trial-and-error approach. In this case the final change-detection map is computed assigning SCVs that fall into Cπ to ωn, and applying manual thresholds for isolating within A, SCVs associated with changed pixels from those associated with registration noise on the basis of some prior information.
Two maps were generated. The first considers the spatial-context information arising from multitemporal parcels while the second does not. Results yielded with this procedure can be considered as an upper bound for the proposed technique. Observing Table 5.2, one can conclude that the proposed method performs effectively both at a pixel and at a parcel level, as it exhibits overall accuracies that are close to those obtained by the manual (optimal) approach (i.e., 93.13% vs. 93.62% for the pixel-based case and 96.69% vs. 97.18% for the parcel-based one).

As final remark it is important to notice that the change-detection map derived by the proposed approach presents residual false alarms mainly due to the different acquisition seasons of the considered images (i.e., summer and autumn). This characteristic resulted in significant radiometric differences related to seasonal variations in the crop rows and in the shapes of shadows. The false alarms due to such acquisition conditions can be reduced only considering additional semantic information associated with changes. However, the overall accuracy achieved by the proposed context-sensitive technique robust to registration noise (i.e., 96.69%) due to sharp reduction of false alarms and the high fidelity in the reproduction of changed objects (both in uniform and contour regions) confirms its validity.

### 5.3.2 Results: change detection on Data Set 2 (large images)

In order to study the effectiveness of the proposed method in real operational conditions (where large images are considered), this sub-section reports the results obtained on the Data Set 2. As described for the previous data set, cells of registration noise were identified and then the final change-detection map was generated. In order to identify registration noise, we decomposed the images through the Daubechies-4 stationary wavelet transform and we applied the CVA technique to the images $X_1$ and $X_2$ at full resolution and at the lowest considered level (fourth level of the wavelet transform). Also in this case the threshold value $T$ ($T=320$) that separated $A_c$ from $C_n$ was retrieved according to the Bayes rule for minimum error. Five different quantization $Q_l$ ($l=1,...,5$) of the *annulus of changed pixels* with cells of size $\Delta \rho \times \Delta \Theta$, where $\Delta \rho \in \{100,200,300,400,500\}$ and $\Delta \Theta = 5^\circ$ (for each $l=1,...,5$), were considered. Then the analysis on the difference in the mean values of the SCVs that fall within each cell at full resolution and at low resolution was performed and compared with the
threshold $K$ derived according to (5.2) ($K=98$), in order to label each SCVs as belonging to RN or not according to (5.4). At this point the proposed technique for adaptively modeling the cell shape was applied to the five different considered quantizations $Q$, and the final change-detection map at a pixel level was generated by assigning SCVs in $C_n$ and SCVs of registration noise to the class of no-changed pixels and the others to the class of changes pixels (see results in Table 5.3).

Finally, the contextual information was exploited through the parcel-based proposed strategy and the final change-detection map at a parcel level was generated. Numerical results obtained on the test set described in section 5.3.1 are reported in Table 5.3. As one can observe, also in this case the number of false alarms is significantly reduced in the parcel-based strategy.

As for the Data Set 1, we compared the results obtained with the proposed method with the ones achieved by the standard CVA both at pixel and parcel level ignoring the information about registration noise. Observing Table 5.3, it is clear that in both cases the standard method is sharply affected by a high number of false alarms (mainly due to RN), whereas the proposed method exhibits a significant reduction of them, resulting in an overall change detection accuracy 6% higher than that achieved by the standard method (from 87.07% to 94.56% for the pixel-based case and from 91.25 % to 97.10% for the parcel-based case).

As for the Data Set 2, we compared the results obtained with the proposed method with the standard CVA both at pixel and parcel level. Observing Table 5.3, it is clear that in both cases the standard method is sharply affected by a high number of false alarms (mainly due to RN), whereas the proposed method exhibits a significant reduction of them, resulting in an overall change detection accuracy 6% higher than that achieved by the standard method (from 87.07% to 94.56% for the pixel-based case and from 91.25 % to 97.10% for the parcel-based case).

<table>
<thead>
<tr>
<th>Technique</th>
<th>False alarms</th>
<th>Missed alarms</th>
<th>Overall error</th>
<th>Overall accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixel-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>74</td>
<td>51</td>
<td>125</td>
<td>94.56</td>
</tr>
<tr>
<td>Standard CVA</td>
<td>274</td>
<td>23</td>
<td>297</td>
<td>87.07</td>
</tr>
<tr>
<td>Parcel-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>21</td>
<td>41</td>
<td>62</td>
<td>97.10</td>
</tr>
<tr>
<td>Standard CVA</td>
<td>160</td>
<td>41</td>
<td>201</td>
<td>91.25</td>
</tr>
</tbody>
</table>

Figure 5.8 (a) and Figure 5.8 (b) report the change-detection maps obtained at a parcel level with the proposed method and with the standard CVA, respectively. A visual analysis of them confirms the effectiveness of the parcel-based method in representing correctly both homogeneous and border regions, and shows the sharp reduction of false alarms due to RN with the proposed method, especially in the urban area of the considered scene (upper left part of the image).

Results obtained on the large data set are very similar to the ones obtained on the small one. This proves the effectiveness of the proposed method also on large images which are a typical condition in real operational applications.

5.4. Conclusion

In this chapter we presented a context-sensitive multiscale technique robust to registration noise for change detection on very high geometrical resolution multispectral images.

When dealing with change detection in multitemporal VHR images one of the most significant sources of errors is registration noise. Such kind of noise is due to the impossibility to perfectly align multitemporal images even if accurate co-registration techniques are applied to the data. In order to understand how to reduce the impact of residual misregistration on the change-detection process, in this work we carried out an analysis of the behaviors of registration noise that affect multitemporal VHR data sets.
Chapter 5. A context-sensitive technique robust to registration noise for change detection in VHR multispectral images

Figure 5.8. Change-detection map obtained on Data Set 2 with: (a) proposed multiscale approach with adaptive estimation of the cell dimension at parcel level; and (b) the standard parcel-based CVA. (It is worth noting that the maps represent an area of 5000x5000 pixels and thus many changes are not clearly visible).

This analysis was developed in the context of a polar framework for change vector analysis. It was observed that SCVs that fall into the annulus of changed pixels but are associated with registration noise (and therefore are a possible source of false alarms) exhibit significant variations of statistical properties as the scale is reduced. According to this observation, the proposed approach performs a quantization-based multiscale analysis of SCVs in the magnitude-direction domain in order to identify SCVs associated with registration noise. The retrieved information on registration noise is then exploited in the framework of a parcel-based decision strategy that takes advantage of spatial-context information in defining the final change-detection map. This step is performed at full resolution in order to preserve all the high geometrical detail information characteristic of VHR images.

The qualitative and quantitative analysis of the results obtained on two data sets made up of a small and a large pair of Quickbird images point out that the proposed technique involves a low amount of false alarms in change-detection maps and a high accuracy in modeling both geometrical details and homogeneous areas. In greater detail, the achieved results are significantly better than the ones yielded by standard change-detection techniques. The effectiveness of the proposed technique was also tested on different data sets acquired by different remote sensing sensors (that are not reported for space constraint), which confirmed the conclusion drawn for the presented Quickbird data.

An additional remark concerns the residual false alarms present in the final change-detection map yielded by the proposed technique. These errors are mainly related to radiometric changes induced by seasonal variations which are not relevant to the considered application. Although we did not consider this aspect in this work, such false alarms can be reduced only considering additional semantic information about the kind of changes present on the ground.

It is worth noting that despite the proposed method was developed for VHR remote sensing images (as the impact of misregistration on this kind of data is more relevant), it can be suitable also for the analysis of optical data at lower resolution and, under given conditions, also for other kinds of images.

As a future work we plan to extensively test the proposed method on other multitemporal images acquired by different sensors representing different change-detection problems.
Chapter 6

6. Automatic and unsupervised detection of multiple changes in multitemporal images

The detection of multiple changes (i.e., different kinds of change) in multitemporal remote sensing images both at medium and very high geometrical resolution is a complex problem. When multispectral images having B spectral bands are considered, an effective solution to this problem is to exploit all available spectral channels in the framework of supervised or partially supervised approaches. However, in many real applications it is difficult/impossible to collect ground truth information for either multitemporal or single date images. On the opposite, unsupervised methods available in the literature are not effective in handling the full information present in multispectral and multitemporal images. They usually consider a simplified sub-space of the original feature space having small dimensionality and thus characterized by a possible loss of change information. In this chapter we present a framework for the detection of multiple changes in multitemporal and multispectral remote sensing images both at medium and very high geometrical resolution that allows one to overcome the limits of standard unsupervised methods. The framework is based on: i) a compressed yet efficient 2-dimensional (2D) representation of the change information; and ii) a 2-step automatic decision strategy. The effectiveness of the proposed approach has been tested on two multitemporal and multispectral data sets having different properties. Results obtained on both data sets confirm the effectiveness of the proposed approach.

6.1. Introduction

In the literature, the problem of multiple-change detection (i.e., the detection of different kinds of change) has been usually treated as a problem of explicitly detecting land-cover transitions according to (semi-, partially-) supervised methods [101], [102]. The easiest approach in such cases is Post-Classification Comparison (PCC), where two multitemporal images, acquired over the same area at different times, are independently classified and land-cover transitions are estimated according to a pixel-by-pixel comparison of classification maps [21]. The performance of this approach critically depends on the accuracies of the single classification maps and (under the assumption of independent
In this chapter we propose a framework for the detection of multiple changes in bi-temporal and multispectral remote sensing images, which allows one to overcome the limits of standard unsupervised methods. The framework is based on: i) a compressed yet efficient 2-dimensional (2D) representation of the change information; and ii) a 2-step automatic decision strategy. First the multidimensional feature space of SCVs is compressed into a 2-dimensional feature space without neglecting any available spectral band (and thus possible information about changes). This representation allows one to easily display and understand change information in a polar coordinates system. Second, an automatic 2-step method for separating unchanged from changed patterns, and distinguishing different kinds of change is presented. The first step separates changed from unchanged pixels. The second one takes into account only changed patterns and aims at distinguishing between different kinds of change.

The rest of the chapter is organized into six sections. The next section introduces mathematical notation and summarizes the background behind the proposed framework. Section 6.3 introduces the proposed compressed 2D representation and the characterization of the change information in bitemporal multispectral images. Section 6.4 presents the proposed technique for extracting multiple-
change information and computing the final change-detection map. Section 6.5 illustrates the experimental results obtained on two real multitemporal datasets acquired by Landsat-5 and Quickbird satellites multispectral sensors. Finally, section 6.6 draws the conclusion of this work.

6.2. Notation and background

Let us consider two co-registered multispectral images, $X_1$ and $X_2$ of size $I \times J$ acquired over the same geographical area at different times $t_1$ and $t_2$, respectively. Let $X_{b,t}$ be the image representing the $b$th ($b=1,\ldots,B$) component of the multispectral image $X_t$ ($t=1,2$). As explained in section 2.4, unsupervised change-detection methods usually starts computing the multispectral difference image $X_D$ by subtracting the spectral feature vectors associated with each corresponding spatial position in the two considered images $X_1$ and $X_2$, i.e.,

$$X_D = X_2 - X_1$$

(6.1)

In the past several unsupervised approaches have been developed for exploiting the information present in $X_D$ [17], [21], [94]. The most common and easiest one reduces the $BD$ problem to a 1D problem [15], [35], [110] by considering only the magnitude $\rho$ of spectral change vectors (SCVs). A simple thresholding of the magnitude variable allows one to obtain a change-detection map that highlights the presence/absence of changes [15], [35], [111], however, no information can be retrieved about possible different kinds of change (i.e., the presence of multiple changes).

The above mentioned drawback drove to the definition of more advanced techniques that try to solve the change-detection problem by including all available features in the decision process\(^7\). In this case the detection of changes requires the solution of a complex $BD$ problem, where an unsupervised analysis would imply the application of clustering algorithms to $BD$ vectors [11], [112]. However, in real applications, the data complexity and the noise present in the $BD$ feature space (refer to [11] for further details on this issue) affect the performance of clustering procedure, which in many cases result in change-detection accuracies smaller than those provided by a simple thresholding of the 1D magnitude of SCVs [15], [35]. A further drawback of working in a $BD$ space is that this space is difficult or impossible to visualize when the considered dimensions are more than 2. This implies that the process of understanding the change-detection problem structure when semi-automatic interactive solutions are investigated with the support of an expert can become rather complex.

A possible alternative to solve the $BD$ problem with a limited loss of information is to split it in a set of $\begin{bmatrix} 2 \end{bmatrix}$ 2D problems by considering all possible pairs of spectral channels. The obvious drawback of this approach is the need of defining an effective strategy for combining the $\begin{bmatrix} 2 \end{bmatrix}$ solutions in the final decision step\(^8\). Therefore the most common practice is to select only one out of all the possible 2D problems\(^9\) (i.e., neglecting $B-2$ spectral bands) and to use this sub-optimal representation as the solution to the initial $BD$ change-detection problem [59],[61]. In practice, the two selected spectral channels of $X_D$ are commonly used to represent the change-detection problem in 2D polar coordinates (2D-CVA) according to the magnitude and direction variables, as described in2.4, defined as [see also (2.2)]:

---

\(^7\) The $BD$ feature space could be either the one of the multispectral difference image or an alternative multidimensional representation of it like for examples the one achieved by Principal Component Analysis (PCA).

\(^8\) It is worth noting that in the literature it doesn’t exist a change detection method based on this strategy. The definition of such an approach is out of the goals of the present work.

\(^9\) This is also commonly done in PCA based change detection approaches where (often implicitly) only the first 2 (or few) principal components are selected for the solution of the $BD$ problem[132].
\[
\theta = \tan^{-1} \left( \frac{X_{1,D}}{X_{2,D}} \right) \quad \text{and} \quad \rho = \sqrt{(X_{1,D})^2 + (X_{2,D})^2}
\]  

(6.2)

Independently on the selected channels, the drawback of this strategy is that the change-detection solution is usually affected by a loss of information (except for simple cases) with respect to the original multitemporal and multispectral feature space (or to the BD SCVs feature space). To limit this effect, prior knowledge on the specific considered problem (i.e., on the kinds of change occurred on the ground) could be employed to select the 2 most relevant channels [15],[91]. However, in most of the practical applications, prior information is not available and is not possible to assure that change information is constrained to only two channels (e.g., there are different kinds of change that affect the spectral signatures of the land covers in different bands). Thus the 2D approach can result in poor change-detection performance. Nevertheless, it shows the advantages of being easy to visualize and analyze.

Table 6.1 summarizes advantages and disadvantages of the different representations present in the literature. From its analysis and recalling that different kinds of change have different effects on different features (i.e., all spectral channels are potentially useful for solving the change-detection problem and no channel can be neglected a priori), it emerges therefore the need of defining a framework where the information about multiple changes can be easily managed in a 2 dimensional feature space without completely neglecting any spectral channel (and the information about changes in them). Moreover the framework should integrate effective change-detection techniques able to distinguish multiple changes in an unsupervised and automatic way.

<table>
<thead>
<tr>
<th>Representation</th>
<th>Unsupervised approach to CD</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BD</strong> (<strong>B&gt;2</strong>)</td>
<td>BD clustering.</td>
<td>Information about multiple kinds of change is preserved.</td>
<td>Complex to manage. Change information cannot be to visualized. Clustering techniques are often not effective.</td>
</tr>
<tr>
<td><strong>BD</strong> (<strong>sub-optimal</strong>) (<strong>B&gt;2</strong>)</td>
<td>Solve ( \frac{X}{2} ) 2D problems. Combine ( \frac{X}{2} ) solutions.</td>
<td>Information about multiple kinds of change is preserved.</td>
<td>Sub-optimal detection of changes. The combination of 2D solutions for generating the BD solution requires an additional step. Combination strategies are not available in the literature yet.</td>
</tr>
<tr>
<td><strong>2D</strong></td>
<td>Select 2 out of ( B ) bands. Threshold magnitude and direction variables.</td>
<td>Easy and intuitive to visualize. Different kinds of change can be detected.</td>
<td>Requires prior information about changes for band selection. Depending on selected bands some kinds of change can be lost.</td>
</tr>
<tr>
<td><strong>1D</strong></td>
<td>Threshold the magnitude variable.</td>
<td>Easy to manage and visualize.</td>
<td>Only information about presence/absence of changes can be extracted.</td>
</tr>
</tbody>
</table>
6.3. Proposed compressed representation of the change information

In order to preserve the most of the available information present in the BD feature space and to obtain a feature space easy to visualize and manage from a user point of view, here we propose a transformation that maps the BD feature space into a 2D feature space without the need of any prior information about the specific change-detection problem. The two considered features are: i) the magnitude of spectral change vectors, and ii) a direction variable that models the information about different kinds of change without rejecting any spectral channel. The two features define a space in which the change information can be effectively and intuitively represented and extracted.

6.3.1 Magnitude of Spectral Change Vectors

The first of the considered features is the well known and widely used magnitude $\rho$ of multidimensional spectral change vectors in $X_0$ defined as:

$$
\rho = \sqrt{\sum_{b=1}^{B} (X_{b,0} - X_{b,1})^2}, \quad \rho \in [0, \rho_{\text{max}}]
$$

where $\rho_{\text{max}}$ is the maximum value assumed by the magnitude for the considered image pair. Theoretically $\rho_{\text{max}}$ could tend to infinity, however in practical applications it is bounded by the digital nature of the data.

As widely known \cite{15, 21}, the magnitude carries information about the presence/absence of changes. On this feature changed pixels show a relative high value whereas unchanged pixels show a relatively low value \cite{11, 15, 21, 111}. Despite the magnitude does not carry information about different kinds of change, it represents a valuable and robust variable for distinguishing changed from no-changed pixels. In the literature several automatic and unsupervised approaches to change detection that analyze the magnitude variable are available \cite{17, 18, 21}. Among them the most widely used are automatic threshold selection techniques \cite{15, 17, 111}.

6.3.2 Direction of Spectral Change Vectors

As the magnitude of SCVs does not include any information about different kinds of change, a complementary feature is proposed to distinguish multiple changes. An angle measure $\alpha$ \[\text{alternative to } \theta, \text{ see eq. (6.2)}\] is proposed that effectively compresses the information about different kinds of change to a 1-dimensional variable. $\alpha$ is defined as an angle computed in radians between two multidimensional vectors $t$ and $r$:

$$
\alpha = \arccos \left( \frac{\sum_{b=1}^{B} t_b r_b}{\sqrt{\sum_{b=1}^{B} t_b^2} \sum_{b=1}^{B} r_b^2} \right), \quad \alpha \in [0, \pi]
$$

where $t_b$ and $r_b$ are the $b$th components of BD vectors $t$ and $r$, respectively \cite{113}.

Such kind of measure has been already successfully employed in the context of: i) supervised approaches to geological mapping in high and very high geometrical resolution images \cite{114,115,116}; ii) supervised classification and/or clustering of hyperspectral and multispectral images\cite{117,118}; iii) supervised change detection \cite{119}; iv) spectral unmixing \cite{120,121}; v) target detection in hyperspectral images \cite{122}; and vi) pansharpening quality assessment. In the mentioned applications the angle defined in (6.4) is used as a supervised similarity measure between a given spectral signature $X$ and reference spectra $X_{\text{ref}}$ \[\text{i.e., spectral libraries or end-members stored in a database}\] and is commonly referred to as Spectral Angle Mapper (SAM)\cite{123}. In such cases, equation (6.4) can be rewritten as:
\[ \alpha = \arccos \left( \frac{\sum_{b=1}^{B} (X_{b,D} - X_{b,ref})}{\sqrt{\sum_{b=1}^{B} X_{b,D}^2} \sum_{b=1}^{B} X_{b,ref}^2} \right), \quad \alpha \in [0, \pi] \]  
(6.5)

where \( X_b \) and \( X_{b,ref} \) are the \( b \)th component of BD vectors \( X \) and \( X_{ref} \), respectively.

However, as we are dealing with an unsupervised approach to change detection no libraries for \( X_{ref} \) are available. Therefore in this work we propose an alternative way to use the angular distance measure defined in (6.4). In the BD feature space of the multispectral difference image \( X_D \), we define vector \( t \) as the spectral change vector associated to each spatial position and \( r \) as a BD unit vector \( u \) with elements \( u_b \) \((b=1, \ldots, B)\) all equal to each other. The latter choice is suggested by the absence of prior information about changes occurred on the ground that makes it difficult to establish a relative relevance of spectral channels. Without loss of generality, in order to link \( u_b \) to a physical characteristic of the considered problem we set elements of \( u \) equal to \( \sqrt{B}/B \). Therefore the desired angle variable can be written as:

\[ \alpha = \arccos \left( \frac{\sum_{b=1}^{B} (X_{b,D} - X_{b,ref})}{\sqrt{\sum_{b=1}^{B} X_{b,D}^2} \sum_{b=1}^{B} X_{b,ref}^2} \right) = \arccos \left( \frac{1}{\sqrt{B}} \left( \frac{\sum_{b=1}^{B} X_{b,D}}{\sqrt{\sum_{b=1}^{B} X_{b,D}^2}} \right) \right), \quad \alpha \in [0, \pi] \]  
(6.6)

It is worth noting that if any information is available to establish a relative relevance of the spectral channels, different choices can be made for the elements of \( u \).

**6.3.3 Proposed Compressed Change Vector Analysis**

Following an approach similar to the one in [11], recalled in section 2.4, the properties of the two features defined according to (6.2) and (6.6) can be exploited for defining a compressed polar representation of the change-detection problem represented by the multispectral SCVs in a 2D feature space. We call this feature space as Compressed CVA (C\(^2\)VA) domain. The C\(^2\)VA domain is bounded by the ranges of existence of \( \rho \) and \( \alpha \), i.e.,

\[ C^2\text{VA} = \{ \rho \in [0, \rho_{max}] \text{ and } \alpha \in [0, \pi] \} \]  
(6.7)

Eq. (6.7) represents a semi-circle that includes all SCVs of the considered images (see Figure 6.1). Within this domain, regions of interest can be identified associated to different classes in \( \Omega \). Since no-changed pixels are expected to have a magnitude close to zero, whereas changed pixels are expected to show a magnitude far from zero [11], [15], [21], the C\(^2\)VA domain can be divided into two regions with respect to the magnitude variable. The first region is associated with unchanged pixels, whereas the second one is associated with changed pixels. The two regions can be separated according to the optimal (in the sense of the theoretical Bayesian decision theory) threshold value \( T \) that separates pixels belonging to \( \omega_b \) from pixel belonging to \( \Omega \) (dark and light gray areas in Figure 6.1, respectively) [11], [15].

The first region is the **semicircle SC\(_{n} \)** of no-changed pixels (dark gray area in Figure 6.1) located close to the origin of the C\(^2\)VA domain. This region is defined mathematically as follows

\[ SC_{n} = \{ \rho, \alpha : 0 \leq \rho < T \text{ and } 0 \leq \alpha \leq \pi \} \]  
(6.8)

The second region is the **semi-annulus of changed pixels SC\(_{c} \)** (light gray area in Figure 6.1) located far from the origin of the C\(^2\)VA domain, and is mathematically defined as

\[ SC_{c} = \{ \rho, \alpha : T < \rho \leq \rho_{max} \text{ and } 0 \leq \alpha \leq \pi \} \]  
(6.9)

Let us now consider the information carried out by the direction variable \( \alpha \). As it represents the similarity between each considered SCV and a reference vector, it is expected that different kinds of change will be characterized by different values of \( \alpha \). According to this observation, within the semi-
annulus of changed pixels different annular sectors $S_k$ ($k=1,\ldots,K$) of the semi-annulus $S_{A_c}$ can be detected along $\alpha$, and defined as

$$S_k = \{ \rho, \alpha : \rho \geq T \text{ and } \alpha_{h_k} \leq \alpha < \alpha_{l_k}, \ 0 \leq \alpha_{l_k} < \alpha_{l_2} < \pi \} \quad (6.10)$$

where $\alpha_{l_k}$ and $\alpha_{h_k}$ are the two angular thresholds that bounds the sector $S_k$. Each sector (hatched area in Figure 6.1) can be associated in principle with a specific kind of change $\omega_{c_k} \in \Omega_c$ occurred on the ground.

Despite the applied compression considers all spectral channels, some ambiguity rises from the process of information compression which is mainly due to the simplified representation given by the direction variable. The loss of information may result in similar values of $\alpha$ for different kinds of change. In this situation, each detected sector $S_k$ must be associated to more kinds of change in $\Omega_c$ instead of only one. However, this is a drawback common to other low dimensional representations (i.e., lower than the original one) usually adopted for unsupervised change detection. Nevertheless, the defined 2D feature space has two valuable advantages: i) the ambiguity does not affect the detection of changes but just the possible merging (in some specific cases) of different kinds of change; and ii) it considers in the solution of the change-detection problem all available spectral bands thus avoiding the need of prior information about relevant spectral bands (which is requested for a 2D standard CVA in polar coordinates). Moreover, the 2D representation makes it easy to visualize the change-detection problem for interaction with the end-user.

6.4. Proposed technique for the detection of multiple changes

The proposed 2D representation suggests a change-detection approach based on a 2-step procedure: i) identification of the semicircle $S_{C_n}$ of no-changed pixels and of the semi-annulus $S_{A_c}$ of changed pixels (i.e., separation of changed and unchanged patterns) by the analysis of the distribution of the magnitude variable $\rho$; and ii) identification of annular sectors $S_k$ ($k=1,\ldots,K$) in the semi-annulus $S_{A_c}$ (i.e., detection of different kinds of change within the set of changed patterns identified in the first step) by the analysis of the distribution of the direction variable $\alpha$. It is worth noting that from a theoretical point of view the identification of the different regions in the $C^2$VA domain should be carried out by jointly analyzing $\rho$ and $\alpha$. Nonetheless we simplify the process by analyzing separately $\rho$ and $\alpha$ thus implicitly assuming the independence between them.

### 6.4.1 Separation of changed from unchanged patterns

In the first step changed and unchanged pixels are distinguished from each other according to a well known ad widely used unsupervised technique based on the Expectation-Maximization algorithm[124],[125].
Let $P(\omega_n)$, $P(\Omega_c)$, $p(\rho|\omega_n)$ and $p(\rho|\Omega_c)$ be the prior probabilities and the conditional probability density functions of class $\omega_n$ and meta-class $\Omega_c$, respectively. Let us assume that the distribution of the observed magnitude variable can be expressed as a mixture density distribution, i.e.:

$$p(\rho) = P(\omega_n) p(\rho|\omega_n) + P(\Omega_c) p(\rho|\Omega_c)$$  \hspace{1cm} (6.11)$$

Under simple assumptions it is possible to prove that in the 2D case the magnitude of changed and unchanged classes can be modeled by a Rayleigh and a Rice density function, respectively (see [11] for greater details). However, in the considered case these hypotheses are not satisfied as: i) more than two spectral channels are involved in the calculus; ii) $\Omega_c$ can include in general more than one kind of change; and iii) no assumption is made on the statistical parameters of changed and unchanged pixels in the domain of the multispectral difference image. According to these considerations the assumption that $p(\rho|\omega_n)$ and $p(\rho|\Omega_c)$ follow a Gaussian distribution seems a reasonable and simple approximation. The threshold $T$ that separates class $\omega_n$ and meta-class $\Omega_c$ can be computed according to the Bayes decision theory after retrieving the class prior probabilities $P(\omega_n)$ and $P(\Omega_c)$ and the class statistical parameters (the mean values $\mu_n$ and $\mu_c$ and variances $\sigma_n^2$ and $\sigma_c^2$ in the magnitude domain $\rho$ of change and no-change classes, respectively). As change detection is approached in an unsupervised way, the well know Expectation-Maximization algorithm [124],[125] can be used for estimating these parameters. After initialization, the following iterative equations that allows us to solve the estimation problem under Gaussian assumption can be applied [15]:

$$P^{v+1}(\omega_n) = \frac{1}{H} \sum_{X_{\rho}(i,j) \in X_{\rho}} \frac{P^v(\omega_n) p^v(X_{\rho}(i,j)) |\omega_n)}{p^v(X_{\rho}(i,j))}$$

$$\mu_{v+1}^{\omega_n} = \frac{\sum_{X_{\rho}(i,j) \in X_{\rho}} \frac{P^v(\omega_n) p^v(X_{\rho}(i,j)) |\omega_n)}{p^v(X_{\rho}(i,j))} X_{\rho}(i,j)}{\sum_{X_{\rho}(i,j) \in X_{\rho}} \frac{P^v(\omega_n) p^v(X_{\rho}(i,j)) |\omega_n)}{p^v(X_{\rho}(i,j))}}$$

$$\mu_{v+1}^{\omega_c} = \frac{\sum_{X_{\rho}(i,j) \in X_{\rho}} \frac{P^v(\omega_c) p^v(X_{\rho}(i,j)) |\omega_c)}{p^v(X_{\rho}(i,j))} X_{\rho}(i,j)}{\sum_{X_{\rho}(i,j) \in X_{\rho}} \frac{P^v(\omega_c) p^v(X_{\rho}(i,j)) |\omega_c)}{p^v(X_{\rho}(i,j))}}$$

$$\sigma^2_{\omega_n,v+1} = \frac{\sum_{X_{\rho}(i,j) \in X_{\rho}} \frac{P^v(\omega_n) p^v(X_{\rho}(i,j)) |\omega_n)}{p^v(X_{\rho}(i,j))} [X_{\rho}(i,j) - \mu_{v+1}^{\omega_n}]^2}{\sum_{X_{\rho}(i,j) \in X_{\rho}} \frac{P^v(\omega_n) p^v(X_{\rho}(i,j)) |\omega_n)}{p^v(X_{\rho}(i,j))}}$$

where $X_{\rho}(i,j)$ is the magnitude value of pixel in spatial position $(i,j)$ within the magnitude image $X_{\rho}$. Superscript $s$ indicates the iteration. Initial values for the statistical parameters of both classes are computed as sample mean and variance and relative frequency of pixels within a set of patterns with a high probability to belong to the two classes, respectively. Such sets are built by applying two thresholds for selecting the pixels with very high (meta-class $\Omega_c$) or very low magnitude values (class $\omega_n$) according to the well known properties of the $\rho$ variable [15]. The iterative process stops when the likelihood function reaches a local maximum.

Once class statistical parameters are estimated, the Bayes decision rule can be used for pattern labeling, i.e.,

$$\omega_n = \arg \max_{\omega_i \in \{\omega_n, \Omega_c\}} \{P(\omega_i | X_{\rho}(i,j)) \} = \arg \max_{\omega_i \in \{\omega_n, \Omega_c\}} \{P(\omega_i) p(X_{\rho}(i,j) | \omega_i) \}$$  \hspace{1cm} (6.15)$$

The explicit solution of (6.15) leads to the definition of a Bayesian decision threshold $T$ [15]. Thus each pixel $x(i,j)$ in spatial position $(i,j)$ is assigned to the class of changed or unchanged pixels according to the following decision rule
\[ x(i,j) \in \begin{cases} \omega_k & \text{if } X_{\rho}(i,j) \leq T \\ \Omega & \text{if } X_{\rho}(i,j) > T \end{cases} \]  

\[ x(i,j) \in \begin{cases} \omega_k & \text{if } X_{\rho}(i,j) \leq T \\ \Omega & \text{if } X_{\rho}(i,j) > T \end{cases} \]  

(6.16)

### 6.4.2 Identification of different kinds of change

Once changed pixels have been separated from no-changed ones, the attention is focused on the set of changed pixels only. The aim of this step is to separate the contributions of possible different kinds of change within the meta-class \( \Omega \). This can be done by exploiting the direction variable.

Let \( P(\omega_k \mid \rho \geq T) \) and \( p(\alpha \mid \omega_k, \rho \geq T) \) (\( k=1, \ldots, K \)) be the prior probability and the conditional probability density function of the class \( \omega_k \in \Omega_k \), \( k=1,\ldots, K \), given that changes occurred (i.e., given that the magnitude variable is higher than the threshold \( T \)). Under this hypothesis, the observed direction variable in the semi-annulus of changed pixels can be written as a mixture density distributions:

\[ p(\alpha \mid \rho \geq T) = \sum_{k=1}^{K} P(\omega_k \mid \rho \geq T) p(\alpha \mid \rho \geq T) \]  

(6.17)

The derivation of the analytical expression for the conditional probability density function \( p(\alpha \mid \omega_k, \rho \geq T) \) is a complex task \cite{11} and results in distributions that are difficult to be used in the context of automatic techniques. Thus for simplicity, the statistical distribution of each class of change \( \omega_k \in \Omega_k \), \( k=1,\ldots, K \) is approximated by a Gaussian function. Under this reasonable approximation, the generic class of change \( \omega_k \) can be statistically described with its class prior probability \( P(\omega_k \mid \rho \geq T) \), the mean value (\( \mu_{\omega_k} \)) and the variance value (\( \sigma_{\omega_k}^2 \)) computed along the direction variable \( \alpha \). Once class statistical parameters have been estimated, also in this case the Bayes decision rule can be used for pattern labeling, i.e.,

\[ \omega_k = \arg \max_{\omega \in \Omega_k} \{ P(\omega \mid X_{\alpha}(i,j), \rho \geq T) \} = \arg \max_{\omega \in \Omega_k} \{ P(\omega_k \mid \rho \geq T) p(X_{\alpha}(i,j) \mid \omega_k, \rho \geq T) \} \]  

(6.18)

where \( X_{\alpha}(i,j) \) is the direction value of pixel in spatial position \((i,j)\) within the direction image \( X_{\alpha} \).

Under the Gaussian distribution hypothesis, the statistical parameters of each class \( \omega \in \Omega_k \) can be estimated with the EM algorithm applying the same iterative equations as in (6.12)-(6.14). However, unlike the case of the magnitude variable where a reasonable initial assumption can be done on the position of classes along the magnitude variable (i.e., changed pixels show a high magnitude and no-changed pixels show a low magnitude), along the direction variable no hypotheses can be formulated on the location of the classes associated to different kinds of change. Therefore in this case a K-mean clustering \cite{126} is applied in order to determine in an unsupervised way reasonable initial seeds for the iterative algorithm. The K-mean clustering algorithm requires the definition of the number of expected clusters, i.e., the number \( K \) of expected kinds of change occurred on the ground. This information can be recovered according to: i) some prior knowledge on the considered problem; ii) interactions with the end-user; or iii) methods for validation of clustering results \cite{127}, \cite{128}, \cite{129}, \cite{130}.

The explicit solution of (6.18) leads to the definition in the direction domain of a pair of thresholds \( \alpha_0 \) and \( \alpha_0 \) for each kind of change. Each pixel \( x(i,j) \) that falls to the \( SA_c \) (i.e., \( X_{\rho}(i,j) > T \)) is assigned to one of the detected kinds of change \( \omega_k \in \Omega_k \) according to the following decision rule:

\[ x(i,j) \in \begin{cases} \omega_k & \text{if } \alpha_0 < X_{\alpha}(i,j) \leq \alpha_0 \\ \vdots \\ \omega_0 & \text{if } \alpha_0 < X_{\alpha}(i,j) \leq \alpha_0 \end{cases} \]  

(6.19)
It is worth noting that the proposed technique for the detection of multiple changes can be also applied to the CVA polar framework under the assumption of selecting 2 out of $B$ spectral channels for computing the SCVs \[11\].

### 6.5. Experimental results and discussion

In order to assess the reliability of both the proposed 2D representation in the C$^2$VA domain and the effectiveness of the proposed change-detection technique, several experiments were carried out on two multispectral and multitemporal datasets. The first data set is made up of two images acquired by the Thematic Mapper sensor mounted on the Landsat 5 satellite and represents a 6D problem. The second data set includes two very high geometrical resolution images of an area nearby the city of Trento (Italy) acquired by the multispectral sensor mounted on the Quickbird satellite and represents a 4D problem.

The reliability of the proposed C$^2$VA representation was studied by a comparison with the standard CVA polar framework \[11\]. We briefly recall here that the CVA framework is defined by the magnitude $\rho$ ($\rho \in [0, \rho_{\text{max}}]$) and the direction $\alpha$ ($\alpha \in [0, 2\pi]$) computed by selecting 2 out of $B$ spectral channels according to (2.2) (it is worth stressing that the selection of 2 out of $B$ spectral channels may result in a significant loss of information). Following \[11\], the domain of interest is represented by a circle with outer radius $\rho_{\text{max}}$. Within this domain one can identify: i) a circle of no-changed pixels ($C_n$); and ii) an annulus of changed pixels ($A_c$) separated by a threshold $T$. Within $A_c$, sectors of annuls $S_k$ that correspond to different kinds of change occurred on the ground can be defined bounded by two angular thresholds $\alpha_{1k}$ and $\alpha_{2k}$ (see Figure 2.2). The magnitude $\rho$ and direction variables $\theta$ observed in the CVA polar framework can be described as mixture of Gaussian distributed densities [i.e., $p(\rho)$ and $p(\theta | \rho \geq T)$, respectively], similarly to what done for $\rho$ and $\alpha$ variables in the C$^2$VA domain. Thus, thanks to this similarity, the proposed automatic technique for the detection of multiple changes can be effectively applied also to the CVA polar framework.

In our experiments, for each data set, CVA in polar coordinates is applied to two different pairs of spectral channels: i) one made up of a couple of bands chosen in a random way (this simulates problems in which no prior information on the types of change is available); and ii) one made up of two spectral channels chosen according to some prior knowledge on the considered changes occurred on the ground.

The effectiveness of the proposed framework was evaluated according to: i) a qualitative comparison between the capabilities in representing the change information of the proposed C$^2$VA and the standard 2D CVA; ii) a quantitative analysis of the performance of the proposed technique for the detection of multiple changes (which was conducted according to an available reference map) applied to both the C$^2$VA and 2D CVA, and iii) a comparison of the performance obtained with the proposed automatic and unsupervised method with the ones achieved with a manual trial and error procedure (MTEP), i.e., a procedure that selects the threshold values both along magnitude and direction by minimizing the overall error with respect to the available reference map.

#### 6.5.1 Data set 1: Thematic Mapper images of Landsat-5

The first data set is made up of a couple of images acquired on the Sardinia Island (Italy) in September 1995 and July 1996, respectively, by the Thematic Mapper sensor mounted on the Landsat 5 satellite. This data set is characterized by a spatial resolution of 30m×30m. The selected area is a section (412×300 pixels) of two full scenes including Lake Mulargia. In the pre-processing phase the two images were radiometrically corrected and co-registered in order to make them as more comparable as
possible. As an example of the images used in this experiment, Figure 6.2 (a) and (b) show band 4 of the September and July images, respectively. Between the two acquisition dates three kinds of change occurred ($K=3$): i) an enlargement of an open quarry between the two branches of the lake (bottom right part of the scene, $\omega_1$); ii) a burned area (bottom left part of the scene, $\omega_2$) (this is a simulated change, refer to [11] for further details on how the change has been included in a realistic way); and iii) an enlargement of the lake surface associated to an increase of the water volume of Lake Mulargia (centre of the scene, $\omega_3$). A reference map of the analyzed site was defined according to a detailed visual analysis of the multitemporal images and some prior information. The obtained reference map contains 10180 changed pixels and 113492 unchanged pixels. In greater details, 214 pixels are related to $\omega_1$, 2414 to $\omega_2$ and 7480 to $\omega_3$ (see Figure 6.2 (c)).

First of all we represented the change information in the Compressed CVA ($C^2$VA) domain. To this purpose, according to the procedure described in Section 6.3, we reduced the dimension of the feature space from 6 ($i.e.$, the number of spectral channels of the TM images, excluding the thermal channel) to 2 computing the magnitude of the multispectral difference image according to (6.2) and the angle $\alpha$ according to (6.6). Elements of vector $\alpha$ were all set to $\sqrt{6}/6$. Figure 6.3 (a) shows the scatterogram in the $C^2$VA domain. Figure 6.3 (b) and (c) show the scatterogram in the polar domain obtained by applying CVA to two pairs of spectral channels: i) Figure 6.3 (b) is obtained from the analysis of bands 1 and 3 (which were randomly selected), whereas ii) Figure 6.3 (c) is obtained from the analysis of bands 4 and 7 (which were selected according to prior knowledge about changes related to water and burned areas). In the scatterogram obtained with the proposed representation (Figure 6.3 (a)) three main clusters can be easily identified showing a high magnitude and specific preferential values along $\alpha$. As expected (and confirmed by our experimental analysis) in the other two representations (Figure 6.3 (b) and (c)), only two clusters can be clearly identified with a high magnitude and a preferred direction and therefore only two types of change can be detected. The proposed approach to multiple change detection estimated threshold value $T$ (that separates along $\rho$ pixels belonging to $\omega_1$ from pixels belonging to $\Omega_2$) as equal to 45 when $\rho$ was computed considering all spectral channels ($C^2$VA), whereas it was equal to 35 considering spectral channels 1 and 3, and to 31 considering bands 4 and 7 ($2D$ CVA). As an example, Figure 6.4 reports the distribution of the SCVs along the magnitude variable. In particular, Figure 6.4 (a) shows the real distribution derived from the histogram ($h(\rho)$) of the magnitude of SCVs (grey line) and the distribution estimated as a mixture of Gaussians ($p(\rho)$), while Figure 6.4 (b) shows separately the distributions $P(\omega_1)p(\rho|\omega_1)$ of the class $\omega_1$ (black line) and the distribution $P(\omega_2)p(\rho|\omega_2)$ of the class $\omega_2$ (grey line) estimated along the magnitude variable by the EM algorithm (eq. (6.12)-(6.14)) for the $C^2$VA. The fitting of the two distributions (the estimated and real ones) confirms the good approximation obtained with the Gaussian distributions [Figure 6.4 (a)].

Then we derived the distribution $p(\alpha|\rho \geq T)$ of SCVs along the direction variable considering only patterns labeled as changed. According to section 6.4, threshold values were identified in order to separate contributions from different kinds of change. Here, we inferred the information about $K$ from a visual analysis of the scatterograms (Figure 6.3) and of the histograms along the direction variable of SCVs in the semi-annulus (or annulus for CVA) of changed pixels ($h(\alpha|\rho \geq T)$) (Figure 6.5). In the $C^2$VA domain $K$ was set equal to 3 (three clusters having relatively high magnitude values are present in the scatterograms of Figure 6.3(a); thus, the histograms in Figure 6.5(a) presents 3 main peaks in positions corresponding to the ones of clusters in the scatterogram). Differently, in the two polar CVA representations the value of $K$ was set equal to 2 (see Figure 6.3(b) and (c) and Figure 6.5 (b) and (c)).
As one can see from Figure 6.5, the distribution estimated with the EM algorithm (black line Figure 6.5) matches well the real distribution of SCVs (grey line Figure 6.5), thus confirming the reasonable approximation with a Gaussian distribution. In order to improve the visual quality of Figure 6.5 (and of similar ones in the following) the level corresponding to zero occurrence was moved from the origin to a semicircle/circle (perimeter of the grey semicircle/circle) slightly shifted from the origin of the plot itself. This choice avoids the bias in the visualized information due to the collapse of probability density functions in the origin. The separation of the three different kinds of change is achieved by applying the Bayes decision rule in (6.19). This operation results in the identification of three threshold values and three annular sectors \( S_1, S_2 \) and \( S_3 \) in \( SA \) corresponding to one of the different kinds of change. The first annular sector is defined as \( S_1=\{\rho,\alpha: \rho \geq 45 \text{ and } 0^\circ \leq \alpha \leq 70^\circ\} \). All SCVs that fall into \( S_1 \) are labeled as \( \omega_1 \) and are associated to the change caused by the quarry enlargement. The second annular sector is defined as \( S_2=\{\rho,\alpha: \rho \geq 45 \text{ and } 70^\circ \leq \alpha \leq 142^\circ\} \). All SCVs that fall into \( S_2 \) are labeled as \( \omega_2 \) (i.e., forest fire). Finally, the third annular sector is defined as \( S_3=\{\rho,\alpha: \rho \geq 45 \text{ and } 142^\circ \leq \alpha \leq 180^\circ\} \). All SCVs that fall into \( S_3 \) are labeled as \( \omega_3 \) and are associated to the change related to the enlargement of the lake surface. Concerning the 2D CVA approach the analysis of the first pair of channels (1 and 3), led to the identification of pixels belonging to \( \omega_1 \) (SCVs with \( \theta \in [0^\circ,182^\circ), \rho \geq 35 \)) and pixels belonging to \( \omega_3 \) (SCVs with \( \theta \in [182^\circ,360^\circ) \cup [0^\circ,28^\circ), \rho \geq 31 \)). Considering bands 4 and 7, it is possible to isolate changes due to \( \omega_2 \) (SCVs with \( \theta \in [323^\circ,360^\circ] \cup [0^\circ,28^\circ), \rho \geq 31 \)) and to \( \omega_3 \) (SCVs with
Figure 6.3. Scatterograms obtained by: (a) the proposed 2D C²VA representation; the polar CVA applied to spectral channels (b) 1 and 3, and (c) 4 and 7 (Landsat 5 dataset).

Figure 6.4. (a) $h(\rho)$ (grey line) and $p(\rho)$ (black line) obtained with all spectral channels; and (b) $P(\omega_n)p(\rho|\omega_n)$ (black line) and $P(\Omega_c)p(\rho|\Omega_c)$ (grey line) estimated by the EM algorithm under Gaussian assumption (Landsat 5 dataset).

$\Theta \in [28^\circ, 323^\circ)$, $\rho \geq 31$. A further analysis of all the $\binom{6}{2}$ possible combinations of 2D spectral representations pointed out that it is not possible to identify a pair of spectral channels including information about all mentioned kinds of change (this analysis is not reported for space constraints).
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Figure 6.5. (a) \( p(\alpha | \rho \geq T) \) (black line) and \( h(\alpha | \rho \geq T) \) (grey line) in \( S_A \); (b) \( p(\alpha | \rho \geq T) \) (black line) and \( h(\alpha | \rho \geq T) \) (grey line) in \( A \), when using spectral channels 1 and 3; and (c) \( p(\alpha | \rho \geq T) \) (black line) and \( h(\alpha | \rho \geq T) \) (grey line) in \( A \), when using spectral channels 4 and 7 (Landsat 5 dataset).

Using the derived threshold values (both in magnitude and direction) a change-detection map is computed for each change-detection problem representation. Figure 6.6 (a) shows the change-detection map obtained by isolating the three clusters in \( S_A \), according to (6.19). Each kind of change is clearly identified with a different color (Figure 6.6). Figure 6.6 (b) and (c) show the change-detection maps obtained using the two couples of spectral channels with the CVA. As expected, in these maps only two out of three changes appear (\( \omega_1 \) and \( \omega_3 \), considering spectral channels 1 and 3; and \( \omega_2 \) and \( \omega_3 \), considering bands 4 and 7).

A comparison of these maps with the reference map in Figure 6.2 (c) allows us a quantitative evaluation of performance.

Table 6.2, Table 6.3 and Table 6.4 report the confusion matrices for the three considered cases. As one can see, the overall accuracies computed on the three change detection maps are very similar to each other, and always higher than 96%. However the proposed representation allowed us to retain the main information related to changes and to distinguish all different kinds of change. This is because CVA preserves the most of the information, although it maps a feature space of dimension 6 into one of dimension 2. It is worth stressing that this result is achieved without the need of any prior information about the kinds of change occurred on the ground. On the contrary, the representations obtained considering only couples of spectral channels [11],[15] resulted in total (or partial) loss of change information depending on the considered pair. One can observe that the CD map obtained considering all the spectral channels suffers of a higher impact of noisy components than the other two. This is because the use of all spectral channels not only preserves change information, but also introduces some...
noise. However, according to the previous considerations, the slightly higher amount of false alarms that affects the C²VA change-detection map becomes acceptable from an application point of view, where the possible loss of a kind of change could be more critical.

In order to further assess the effectiveness of the proposed approach a comparison is performed with the results obtained with MTEP. As demonstrated from Table 6.5 the proposed method and MTEP lead to quite similar threshold values and therefore to very close overall accuracies (96.38% versus 96.73%) thus confirming the validity of both the automatic procedure and the selected statistical model for class distribution. Accordingly, the errors of omission and commission among classes have to be ascribed to the overlapping of classes in the considered problem rather than to the proposed method and/or to the selected statistical model\footnote{Similar observations hold for the results achieved for 2D CVA, as well for the ones obtained on the Quickbird data set.}.

It is worth noting that, in absence of any prior information about relevant spectral bands with respect to the considered problem (i.e., no spectral bands can be neglected) the standard unsupervised procedures simply threshold the magnitude variable obtained from all spectral channels (i.e., only first step of the proposed change-detection procedure is applied). The resulting change-detection map is as the one in Figure 6.6 (a) but different kinds of change are not distinguished. It follows that the proposed technique can significantly improve the change information extracted from the considered dataset by allowing the separation of the contributions from different kinds of change.

Figure 6.6. Change-detection maps obtained with the proposed change-detection technique applied to: (a) the proposed C²VA representation; (b) the polar framework (spectral channels 1 and 3); and (c) the polar framework (spectral channels 4 and 7). (Landsat 5 dataset).
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Table 6.2. Change-detection results obtained by the proposed change-detection method based on the C^2VA representation applied to all the spectral channels (Landsat 5 dataset).

<table>
<thead>
<tr>
<th>Estimated Class</th>
<th>True Class</th>
<th>User Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ω_1_1</td>
<td>ω_1_2</td>
</tr>
<tr>
<td>ω_1_1</td>
<td>185</td>
<td>0</td>
</tr>
<tr>
<td>ω_1_2</td>
<td>5</td>
<td>2160</td>
</tr>
<tr>
<td>ω_1_3</td>
<td>19</td>
<td>24</td>
</tr>
<tr>
<td>ω_1_4</td>
<td>5</td>
<td>230</td>
</tr>
</tbody>
</table>

Produced Accuracy: 86.45
Kappa Accuracy: 0.7966
Overall Accuracy: 96.38

Table 6.3. Change-detection results obtained by the proposed change-detection method applied to the polar framework (spectral channels 1 and 3) (Landsat 5 dataset).

<table>
<thead>
<tr>
<th>Estimated Class</th>
<th>True Class</th>
<th>User Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ω_2_1</td>
<td>ω_2_2</td>
</tr>
<tr>
<td>ω_2_1</td>
<td>133</td>
<td>0</td>
</tr>
<tr>
<td>ω_2_2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ω_2_3</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>ω_2_4</td>
<td>71</td>
<td>2414</td>
</tr>
</tbody>
</table>

Produced Accuracy: 62.15
Kappa Accuracy: 0.6747
Overall Accuracy: 96.01

Table 6.4. Change-detection results obtained by the proposed change-detection method applied to the polar framework (spectral channels 4 and 7) (Landsat 5 dataset).

<table>
<thead>
<tr>
<th>Estimated Class</th>
<th>True Class</th>
<th>User Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ω_3_1</td>
<td>ω_3_2</td>
</tr>
<tr>
<td>ω_3_1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ω_3_2</td>
<td>0</td>
<td>2354</td>
</tr>
<tr>
<td>ω_3_3</td>
<td>105</td>
<td>3</td>
</tr>
<tr>
<td>ω_3_4</td>
<td>109</td>
<td>57</td>
</tr>
</tbody>
</table>

Produced Accuracy: 0.00
Kappa Accuracy: 0.8705
Overall Accuracy: 97.83

Table 6.5. Threshold values obtained by the proposed change-detection method and the MTEP on the C^2VA representation applied to all the spectral channels (Landsat 5 dataset).

<table>
<thead>
<tr>
<th>Method</th>
<th>T</th>
<th>α_1</th>
<th>α_2</th>
<th>α_3</th>
<th>α_4</th>
</tr>
</thead>
<tbody>
<tr>
<td>C^2VA</td>
<td>45</td>
<td>0°</td>
<td>70°</td>
<td>142°</td>
<td>180°</td>
</tr>
<tr>
<td>MTEP</td>
<td>50</td>
<td>0°</td>
<td>60°</td>
<td>140°</td>
<td>180°</td>
</tr>
</tbody>
</table>
As a final remark, it is worth noting that the proposed $C^2VA$ representation made it possible to identify a third kind of minority change in the considered data set that was not observed in previous works neither by photointerpreters, nor by automatic techniques based on the exploitation of spectral channels 4 and 7 in the CVA framework. Moreover, despite the possible loss of change information induced by the 2D representations, numerical results allow one to conclude that the proposed automatic technique for the detection of multiple changes is effective when applied to both $C^2VA$ and 2D CVA representations. In all the cases the proposed technique extracted all information about changes that is available in the considered representation.

6.5.2 Data set 2: Quickbird images

Experiments similar to the ones conducted on the Thematic Mapper data set were carried out on a pair of very high geometrical resolution images acquired by the Quickbird sensor in October 2005 and July 2006 on the city of Trento (Italy) (Figure 6.7). In the pre-processing phase the two images were: i) pan-sharpened; ii) radiometrically corrected; and iii) co-registered. In particular, we considered pan-sharpened images as we expect that the pan-sharpening process can improve the results of the change-detection process, as demonstrated in previous work [99]. To this purpose we applied the minimum mean square error (MMSE) pansharpening method [131] to the panchromatic channel and the four bands of the multispectral images. Concerning radiometric corrections, we simply normalized the images by subtracting from each spectral channel of the two considered images its mean value. The registration process was carried out by using a polynomial function of order 2 according to 12 ground control points (GCPs), and by applying a nearest neighbor interpolation [100]. The final data set is made up of images of 992x992 pixels with spatial resolution on the ground of 0.7m. Between the two acquisition dates some changes related to urban and rural areas occurred on the ground. In particular, three different kinds of change can be observed, i.e. $K=3$ (see circles in Figure 6.7): i) changes in the cover of both buildings (i.e., changes in roofs related to saturation problems of the sensor) and crop fields (i.e., new structures built for covering fields) that have the same spectral signature, $\omega_1$; ii) seasonal changes in vegetated areas, both in crop fields and wooded zones, $\omega_2$; and iii) changes along the river bank due to an increase of the water level, $\omega_3$. In order to perform a quantitative analysis on this data set, we defined a sampled ground truth (based on a spatial random sampling as we do not have a complete knowledge of the changes occurred on the ground) containing: 22652 pixels labeled as $\omega_1$, 27660 as $\omega_2$, 6554 as $\omega_3$, and 383396 pixels of no change.

As for the Sardinia data set, we reduced the dimension of the feature space from 4 (the number of the multispectral channels of the Quickbird images) to 2, computing the magnitude of the multispectral difference image according to (6.2) and the angle according to (6.6). In this case $u=\left[\sqrt{4}/4, \sqrt{4}/4, \sqrt{4}/4, \sqrt{4}/4\right]$. Figure 6.8 (a) shows the considered change-detection problem within the proposed $C^2VA$ domain. We compared this plot with the scatterograms obtained by applying the CVA technique to: channels 2 and 3 (Figure 6.8 (b)), which were randomly selected; and channels 3 and 4 (Figure 6.8 (c)), which were selected according to some prior knowledge about changes occurred on the ground.

The threshold value $T$ for $C^2VA$ which separates the $SC_n$ from the $SA_c$ resulted equal to 350. Four main clusters were identified in $SA_c$ in the scatterogram (see dashed circles in Figure 6.8 (a)) and four
modes are present in $h(\alpha|\rho \geq T)$ (see grey line in Figure 6.9 (a)), therefore $K$ was set equal to 4\(^{11}\). The visual analysis of Figure 6.9 (a) points out that estimated distribution $p(\alpha|\rho \geq T)$ (black line) fits quite well the behavior of the real histogram $h(\alpha|\rho \geq T)$ (grey line) confirming the reliability of the Gaussian approximation.

The second step of the thresholding procedure led us to the definition of the following four annular sectors:

\[
S_1 = \{ \rho, \alpha : \rho \geq 350 \text{ and } 0^\circ \leq \alpha < 27^\circ \} \\
S_2 = \{ \rho, \alpha : \rho \geq 350 \text{ and } 27^\circ \leq \alpha < 110^\circ \} \\
S_3 = \{ \rho, \alpha : \rho \geq 350 \text{ and } 110^\circ \leq \alpha < 156^\circ \} \\
S_4 = \{ \rho, \alpha : \rho \geq 350 \text{ and } 156^\circ \leq \alpha \leq 180^\circ \}
\]

Analyzing each sector it is possible to observe that $S_1$, $S_2$ and $S_3$ are associated to: $\omega_{c_1}$, $\omega_{c_2}$, and $\omega_{c_3}$, respectively, whereas $S_4$ is mainly related to the effects of registration noise. This result was expected as registration noise in VHR images significantly affects the change-detection process introducing clusters with a high magnitude and preferred direction that have properties similar to changed pixels [81]. An analysis of this kind of noise within $C^2VA$ domain is out of the purposes of this work. Therefore in the following SCVs that fall in $S_4$ and that are identified as being of registration noise will be neglected from further analysis and classified as unchanged patterns.\(^{12}\)

With regards to the analysis in the polar domain, as for the analysis in the proposed $C^2VA$ domain, we retrieved the threshold value $T$ ($T=350$ when considering bands 2 and 3 and $T=300$ for spectral channels 3 and 4). According to the analysis of both the scatterograms (Figure 6.8 (b) e (c)) and the histograms (Figure 6.9 (b) e (c)), the value of $K$ was set to 2 for the case of bands 2 and 3, and to 4 for bands 3 and 4.

---

\(^{11}\)It is worth noting that also in this case a light grey semi-circle/circle is introduced to slightly shift from the origin of the plot the level corresponding to zero occurrences, thus avoiding a bias in the information visualization.

\(^{12}\)The reader is referred to [88], [124] for further details on this challenging problem and on techniques for reducing its impacts on the change-detection process.
Figure 6.8. Scatterograms obtained by applying: (a) the proposed 2D representation; (b) the polar CVA to spectral channels 2 and 3; and (c) the polar CVA to spectral channels 3 and 4 (Quickbird Dataset).

The second step of the proposed thresholding procedure was applied to distinguish the different contributions to $\Omega$. Concerning the first pair of bands (2 and 3) two sectors were identified, $S_1$ made up of SCVs with $\mathcal{H}[0^\circ,103^\circ]$ and $S_2$ with $\mathcal{H}[103^\circ,360^\circ]$. It is possible to show that $S_1$ is related to changes in building or crop covers spectral channels 2 and 3 it is not possible to extract information about $\omega_2$ and $\omega_3$. The analysis conducted on the second pair of spectral channels results in the definition of 4 sectors, $S_1$ made up of SCVs with $\mathcal{H}[0^\circ,63^\circ)$, $S_2$ with $\mathcal{H}[63^\circ,168^\circ)$, $S_3$ with $\mathcal{H}[168^\circ,253^\circ)$, and $S_4$ with $\mathcal{H}[253^\circ,360^\circ)$. It can be shown that, as for the proposed method, pixels associated to $\omega_1$ fall in $S_1$, pixels belonging to $\omega_2$ fall in $S_2$, pixels belonging to $\omega_3$ fall in $S_3$, and pixels in $S_4$ are associated to registration noise. It is worth stressing that the considered spectral channels were selected according to some prior information about changes, whereas the proposed method achieves similar results (i.e., it detects all kinds of change present in the multitemporal data set) without any prior information.

According to the threshold values estimated with the proposed technique for each of the three representations the change-detection map is generated (see Figure 6.10). A quantitative analysis of the results achieved on the three considered representations for the reference data set is reported in Table 6.6, Table 6.7 and Table 6.8. These tables confirm the qualitative evaluation. The proposed technique for multiple change detection applied to both the $C^2$VA and the CVA (spectral channels 3 and 4) achieved similar results (overall accuracy equal to 95.0% and 95.5% respectively). However, CVA requires prior information about possible kinds of change for selecting spectral channels. Moreover, the proposed multiple-change detection technique permits to identify and separate all different kinds of change, showing good accuracies for all of them (higher than 80% for user accuracy and higher
than 70% for the producer accuracy). On the contrary, the standard CVA on randomly selected spectral channels (i.e., bands 2 and 3) allows us to identify only the changes in building and crop covers. All other kinds of change are undetected.

It is worth noting that some registration noise effects are still visible in the change-detection maps affecting significantly the user accuracy which is always smaller than 83% for all the kinds of change in the three analyzed cases. Advanced change-detection techniques developed for VHR images (i.e., context sensitive or multiscale techniques [13], [132]) could be employed for reducing the effects of the residual registration noise in change-detection maps. These strategies can be easily extended to the proposed C$^2$VA domain. However this is out of the purpose of this work, for which we just consider the comparison of C$^2$VA and CVA at pixel level.

As for the Landsat-5 data set a comparison with MTEP results leads to the conclusion that the proposed procedure as well as the assumption of Gaussian distributed classes are effective and reliable. The presence of mislabeled pixels is therefore due to the complexity of the considered problem.

According to the analysis of results it is possible to conclude that the proposed representation allows us to preserve the information about all the possible kinds of change, even by reducing dimensionality from 4 to 2 (and thus introducing ambiguity in the process). On the contrary, the representation obtained considering only couples of channels may result in a total (or partial) loss of information related to specific changes. This depends on the selected spectral bands and thus on the available prior information. Furthermore, the proposed automatic technique for the detection of multiple changes demonstrated to be successful when applied to both C$^2$VA and 2D CVA representations. In all the cases the proposed technique effectively detected all information about changes available in the considered representation.

![Figure 6.9](image.png)

Figure 6.9. (a) Estimated $p(\alpha|\rho\geq T)$ (black line) and $h(\alpha|\rho\geq T)$ (grey line) in $SA_c$; (b) estimated $p(\beta|\rho\geq T)$ (black line) and $h(\beta|\rho\geq T)$ (grey line) in $A_c$ when using spectral channels 2 and 3; and (c) estimated $p(\beta|\rho\geq T)$ (black line) and $h(\beta|\rho\geq T)$ (grey line) in $A_c$ when using spectral channels 3 and 4 (Quickbird Dataset).
Figure 6.10. Change-detection map obtained with the proposed change-detection technique applied to: (a) the proposed C^2 VA domain data representation; (b) the polar framework (spectral channels 2 and 3); and (c) the polar framework (spectral channels 3 and 4). (Quickbird Dataset)

<table>
<thead>
<tr>
<th>Estimated Class</th>
<th>( \omega_{c1} )</th>
<th>( \omega_{c2} )</th>
<th>( \omega_{c3} )</th>
<th>( \omega_{c4} )</th>
<th>True Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega_{c1} )</td>
<td>18728</td>
<td>823</td>
<td>0</td>
<td>4896</td>
<td>User Accuracy</td>
</tr>
<tr>
<td>( \omega_{c2} )</td>
<td>3479</td>
<td>24948</td>
<td>139</td>
<td>6706</td>
<td>70.73</td>
</tr>
<tr>
<td>( \omega_{c3} )</td>
<td>0</td>
<td>12</td>
<td>5691</td>
<td>2473</td>
<td>69.61</td>
</tr>
<tr>
<td>( \omega_{c4} )</td>
<td>445</td>
<td>1858</td>
<td>722</td>
<td>358671</td>
<td>99.16</td>
</tr>
</tbody>
</table>

Kinds of change:
- No-change
- Roofs and crop fields cover \( \omega_{c1} \)
- Seasonal \( \omega_{c2} \)
- River water level \( \omega_{c3} \)

Table 6.6. Change-detection results obtained by the proposed change-detection method based on the C^2 VA representation applied to all the spectral channels (Quickbird Dataset).

<table>
<thead>
<tr>
<th>Producer Accuracy</th>
<th>Kappa Accuracy</th>
<th>Overall Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>82.68</td>
<td>0.8077</td>
<td>94.98</td>
</tr>
</tbody>
</table>
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**Table 6.7. Change-detection results obtained by the proposed change-detection method applied to the Polar framework (spectral channels 2 and 3) (Quickbird dataset).**

<table>
<thead>
<tr>
<th>True Class</th>
<th>( \omega_1 )</th>
<th>( \omega_2 )</th>
<th>( \omega_3 )</th>
<th>( \omega_4 )</th>
<th>User Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega_1 )</td>
<td>21872</td>
<td>1782</td>
<td>0</td>
<td>6034</td>
<td>73.67</td>
</tr>
<tr>
<td>( \omega_2 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>( \omega_3 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>( \omega_4 )</td>
<td>780</td>
<td>25874</td>
<td>6547</td>
<td>372700</td>
<td>91.82</td>
</tr>
</tbody>
</table>

**Estimated Class**

<table>
<thead>
<tr>
<th>Producer Accuracy</th>
<th>96.56</th>
<th>0.00</th>
<th>0.00</th>
<th>98.41</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kappa Accuracy</td>
<td>0.4944</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall Accuracy</td>
<td>90.58</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 6.8. Change-detection results obtained by the proposed change-detection method applied to the Polar framework (spectral channels 3 and 4) (Quickbird dataset).**

<table>
<thead>
<tr>
<th>True Class</th>
<th>( \omega_1 )</th>
<th>( \omega_2 )</th>
<th>( \omega_3 )</th>
<th>( \omega_4 )</th>
<th>User Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega_1 )</td>
<td>20463</td>
<td>2168</td>
<td>0</td>
<td>5573</td>
<td>72.55</td>
</tr>
<tr>
<td>( \omega_2 )</td>
<td>4</td>
<td>23902</td>
<td>161</td>
<td>4794</td>
<td>82.82</td>
</tr>
<tr>
<td>( \omega_3 )</td>
<td>1</td>
<td>35</td>
<td>4877</td>
<td>2744</td>
<td>63.69</td>
</tr>
<tr>
<td>( \omega_4 )</td>
<td>2184</td>
<td>1538</td>
<td>8</td>
<td>360283</td>
<td>98.98</td>
</tr>
</tbody>
</table>

**Estimated Class**

<table>
<thead>
<tr>
<th>Producer Accuracy</th>
<th>90.34</th>
<th>86.47</th>
<th>96.65</th>
<th>96.49</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kappa Accuracy</td>
<td>0.8226</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall Accuracy</td>
<td>95.52</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6.6. Conclusion

In this chapter an automatic technique for the detection of multiple changes in multitemporal and multispectral remote sensing images has been presented. The proposed method compresses the original BD feature space to be explored for the solution of the change-detection problem (\( B \) is the number of spectral channels acquired by the considered sensor) to a 2D space and applies a 2-step decision strategy for detecting changes. The compression is accomplished by computing the magnitude of spectral change vectors, and the angle (direction) between the spectral difference vector and a reference one. In this way we obtain a 2D representation of the change-detection problem that preserves the relevant information present in all available spectral channels. The change information can be represented according to the two proposed variables in a 2D domain, which is defined as Compressed Change Vector Analysis (\( C^2VA \)) domain. The proposed transformation leads to a 2D representation of the change-detection problem without the need of selecting a pair of spectral channels as usually done in standard approaches. This represents a valuable advantage as spectral channel selection would require some prior knowledge about possible changes occurred on the ground which often is not available or incomplete. Accordingly, missed alarms associated to possible unexpected kinds of change only visible in non-selected spectral bands are reduced.

Qualitative and quantitative results obtained on both Landsat-5 and QuickBird images confirmed the effectiveness of the proposed automatic technique for the detection of multiple changes when applied
to both $C^2$VA and standard 2D CVA. Thus confirming its effectiveness and the reliability of Gaussian approximation for the distribution of the classes (however statistical models different from the Gaussian one could be integrated within the proposed method). Further they point out the better capabilities in representing the change information of the proposed $C^2$VA representation with respect to the standard 2D CVA. In $C^2$VA, although the information is projected from a $BD$ into a 2D space, it is possible to retrieve the main information related to changes and to distinguish all different kinds of change occurred on the ground. When the $C^2$VA representation is used the advantage of identifying all kinds of change by using all spectral channels implies an increase of false alarms due to noisy components.

As a final remark, it is worth noting that in complex change-detection problems some ambiguity may rise from the dimension reduction process, mainly due to the simplified representation of the angle variable. This may result in loss of information about the distribution of different kinds of change. Anyway it is preferable to more standard representations based on the use of couple of spectral channels that often implies a significant loss of information about kinds of change.

As future work we plan to exploit the potentialities of the proposed technique in the context of more complex approaches to change detection like those that exploit multiscale/multiresolution information intrinsically present in VHR images and the ones robust to registration noise, like the one described in chapter 5.
PART III:
PRE-PROCESSING TECHNIQUES FOR OPTIMIZING CHANGE DETECTION
Chapter 7

7. Image transformation for change detection in multispectral images

In this chapter different techniques developed in the literature for image transformation and sources separation are studied and compared in the framework of unsupervised change detection in multitemporal remote sensing images. In particular, we consider Principal Component Analysis (PCA), Independent Component Analysis (ICA), and their relative kernelized versions (i.e. Kernel Principal Component Analysis (KPCA) and Kernel Independent Component Analysis (KICA)). Different architectures for using the above-mentioned techniques in change detection are investigated, and their capability to discriminate true changes from the different sources of noise analyzed. Experimental results obtained on a pair of very high geometrical resolution Quickbird images point out the main properties of the different methods when applied to change detection.

7.1. Introduction

Change-detection techniques aim at identifying two different classes in multitemporal images: the class of changed areas and that of unchanged ones. Usually change-detection algorithms compare two images acquired at different times on the same geographical area by assuming that they are similar to each other except for the presence of changes on the ground. However, this assumption is seldom completely satisfied due to differences in atmospheric and sunlight conditions of acquired images, as well as in the sensor acquisition geometry (especially with very high resolution (VHR) images). In order to overcome these problems, change-detection techniques generally implement pre-processing steps, which include image co-registration, radiometric and geometric corrections, and noise reduction. Depending on the kind of sensors considered for image acquisition and on the related geometrical resolution, these steps can result in different complexity. Nonetheless, in real problems pre-processing is often not sufficient to guarantee the ideal condition in which radiometric changes in corresponding pixels on the multitemporal images are associated with true changes on the ground. Usually, residual components of noise (e.g. due to residual radiometric differences, residual misregistration,

---

etc.) result in false alarms in the change-detection maps, which cannot be easily identified in the phase of post-processing.

In this chapter, we address the aforementioned problem by exploiting data transformation techniques for separating the different sources of noise from real changes in different components to be selectively exploited in the change-detection phase. In particular, we study the effectiveness of PCA and ICA and of their kernelized versions, i.e. KPCA and KICA, respectively, as a preliminary step to change detection. These techniques are integrated in standard change-detection methods and their performances are analyzed on different data sets, thus deriving general conclusions on their effectiveness in change-detection applications.

7.2. Image transformation techniques

Let us consider two multispectral images $X_1$ and $X_2$ acquired on the same geographical area at different times, $t_1$ and $t_2$, respectively. Let $\Omega = \{\omega_0, \Omega_c\}$ be the set of classes to be identified. In particular, $\omega_0$ represents the class of no-changed pixels, while $\Omega_c = \{\omega_1, ..., \omega_K\}$ the set of the $K$ possible classes of changes occurred in the considered area. The main objective of the present work is to define techniques capable to identify the $K$ different kinds of changes and to separate them from sources of noise (e.g. registration noise). To this purpose we analyze the effectiveness of ICA PCA, KICA and KPCA transformation integrated in simple change-detection architectures, and compare their performances with those of the standard change vector analysis (CVA). In the following some background concepts on PCA, ICA, and their kernelized versions KPCA and KICA, respectively, are reported.

7.2.1 PCA and KPCA

A standard transformation approach to isolate changed areas from unchanged areas is that based on the PCA technique [133]. PCA is a linear transformation which exploits image data second order statistics to extract orthogonal components ordered according to decreasing variances. The transformation can be based on eigenvector analysis of the correlation or of the co-variance matrix. The transformed components are globally uncorrelated under Gaussian hypothesis.

In PCA, the basis vectors are obtained by solving the algebraic eigenvalue problem $R^T(XX^T)R = \Lambda$ where $X = [x_1, x_2, ..., x_M]^T$ is the matrix of samples (samples must be centered), $R$ is a matrix of eigenvectors, and $\Lambda$ is the corresponding diagonal matrix of eigenvalues. The projection of data, $C_n = R_n^TX$ from the original $l$ dimensional space to a subspace spanned by $n$ principal eigenvectors is optimal in the mean squared error sense. That is, the reprojection of $C_n$ back into the $p$ dimensional space has minimum reconstruction error.

PCA can be used in change detection either by applying the transformation separately to single date images, or by applying the transformation jointly to the multitemporal images. In many applications, a subset of the resulting transformed components proved to exhibit a more focused representation of the changed areas than the original spectral channels [133]. However PCA is not suitable for separating information sources from sources of noise that are associated with the complexity of many change-detection problems, especially in VHR images [81], acquired by the last generation sensors.

Kernel Principal Component Analysis can be regarded as a generalization of PCA from a linear space to a nonlinear space. In literature, it has been shown to provide a better way of recovering the principal components of the given data. The core idea of KPCA is to project the input space $X \in R^l$ to a potentially higher dimensional feature space $F$, through a non-linear mapping
\( \Phi : \mathbf{x} \in R^l \rightarrow \Phi(\mathbf{x}) \in F \), so that the nonlinear relation in the input space can be analyzed in a linear way in this feature space and then compute the principal components of the mapped data. Instead of considering the given learning problem in input space \( R^l \), one can deal with \( \Phi(x_1), ..., \Phi(x_M) \) in the feature space \( F \) and then finds a linear discriminant function in the feature space \( F \). The use of this kernel trick avoids the need to compute the feature vector in \( F \) explicitly. It is sufficient to calculate the inner product of two vectors in \( F \) with a kernel function \( k(\cdot, \cdot) \) so that: \( \langle \Phi(x_i), \Phi(x_j) \rangle = k(x_i, x_j) \), where \( \langle \cdot, \cdot \rangle \) denotes the inner product. In the literature several kernel functions exist, like Gaussian or polynomial kernels. For a detailed analysis on the algorithm used in this work for retrieving the principal components through the kernel PCA, please refer to [134].

7.2.2 ICA and KICA

A more suitable methodological tool for discriminating sources of noise form true changes (and potentially to distinguish different kinds of change) is the Independent Component Analysis (ICA), which is intrinsically designed for mapping the information sources present in a complex problem in different components. Nonetheless, marginal attention has been devoted to the use of ICA in change detection, without a detailed analysis of its potentialities [135], [136]. The objective of ICA is to extract components with higher-order statistical independence, through a nonlinear transformation function. ICA assumes a statistical model whereby the observed multivariate data are assumed to be linear or nonlinear mixtures of some unknown latent variables. The mixing coefficients are also unknown. The latent variables are non-gaussian and mutually independent and they are called the independent components (sources) of the observed data. In particular, an observed data vector \( \mathbf{X} = \begin{pmatrix} x_1, x_2, ..., x_M \end{pmatrix}^T \) is modeled by ICA as \( \mathbf{X} = \mathbf{A}\mathbf{S} \) where \( \mathbf{S} \) is a latent vector with independent components and \( \mathbf{A} \) is the \( M \times M \) matrix of mixing parameters. Given \( N \) i.i.d. observations of \( \mathbf{X} \), ICA estimates the mixing matrix \( \mathbf{A} \) and recovers the latent vector \( \mathbf{S} \) corresponding to any particular \( \mathbf{X} \). ICA is usually applied by introducing proper contrast functions and iterative procedures capable to optimize them. A considerable portion of open literature is dedicated to define contrast functions associated with the estimation of the mixing matrix \( \mathbf{A} \) by the Maximum Likelihood principle or by minimizing the mutual information between the components. The obtained components \( \mathbf{s} \) are statistically as independent as possible. It is worth noting that the goal of independence is stronger than that of uncorrelatedness which can be obtained on the global data distribution with the PCA technique. It follows that ICA can provide more effective decomposition than PCA, especially for non-Gaussian signals.

As for the Kernel PCA, Kernel ICA is an approach recently introduced in the literature, in which the ICA problem is not solved on the basis of a single nonlinear function, but on an entire reproducing kernel Hilbert space (RKHS) of candidate nonlinear functions [137]. The idea of KICA is to embed the data \( \mathbf{X} \) from input space into a feature space \( F \) using nonlinear mapping and then compute the independent components on the mapped data. In Kernel ICA presented in [137] and used in this work the independent components are derived according to a new kernel measure of independence. Then the \( F \)-correlation is defined as the maximal correlation between the random variables \( f_i(\mathbf{x}) \) and \( f_2(\mathbf{x}) \), where \( f_1 \) and \( f_2 \) range over \( F \):

\[
\rho_F = \max_{f_1, f_2 \in F} \text{corr} \left( f_1(\mathbf{x}), f_2(\mathbf{x}) \right) = \max_{f_1, f_2 \in F} \frac{\text{cov} \left( f_1(\mathbf{x}), f_2(\mathbf{x}) \right)}{\left[ \text{var} f_1(\mathbf{x}) \right]^{1/2} \left[ \text{var} f_2(\mathbf{x}) \right]^{1/2}}
\]  

(7.1)

If the variables \( x_i \) and \( x_j \) are independent, then the \( F \)-correlation is equal to zero. For a detailed description of the algorithm and strategies used for retrieving the independent components through the
kernel ICA, please refer to [137]. Please note that the use of a function space makes it possible to adapt the technique to a variety of sources and thus makes this algorithm more robust to varying source distributions. However, this is obtained at the cost of a significantly increased computational load.

7.3. Change-detection strategies

The proposed architectures exploits a simple change-detection scheme based on multitemporal images comparison and thresholding, after a preliminary phase based on image transformation. The main idea is that through the transformation of the images it is possible to identify and separate changes from other information sources (noise, unchanged areas, etc.). Then, through a simple analysis of the components that contain change information it is possible to identify true changed areas.

Two different transformation strategies were investigated: i) all the spectral channels of the two multitemporal images were jointly transformed; and ii) the multispectral difference image \( X_D \) (obtained by a simple subtraction of corresponding pixels of the same bands at the two dates, i.e. \( X_{t_2} - X_{t_1} \)) was transformed. Concerning the first option, let us denote with \( S^t_i \) the \( i \)-th component extracted through the transformation method \( t \) (with \( t = \{\text{PCA, KPCA, ICA, KICA}\} \)). The number of extracted components corresponds to the total number of the spectral channels of the two multitemporal images. Considering the second strategy, let us denote with \( S^{D,i}_t \) the \( i \)-th component extracted with the four different methods. In this case the number of transformed components is equal to the number of spectral channels of the difference image. In order to extract changed areas from the components obtained with the transformation methods we applied two different procedures: i) identification of relevant single components and thresholding [15]; and ii) application of the Change Vector Analysis (CVA) technique in the polar domain combining pairs of components [11] (see section 2.4). In the first case the most relevant single component \( S^t_i \) (or \( S^{D,i}_t \)) was chosen according to a visual analysis by the user and then the threshold \( T \) that discriminates \( \omega_c \) from \( \omega_n \) was automatically retrieved by the expectation-maximization algorithms and the Bayes rule for minimum error [15]. Then the change-detection map was generated assigning all the pixels with value higher than the retrieved threshold to the class of change and the others to the class of no-changed.

In the second case, two relevant transformed components were chosen by the user and the spectral change vectors (SCVs) were computed according to a vector difference operator. The magnitude \( \rho \) and the direction \( \theta \) variables of the SCVs obtained according to (2.2) were then exploited in the polar framework presented in section 2.4 for defining the change-detection map through the semi-automatic procedure proposed in [11]. In greater detail, the classes of changed and unchanged pixels can be separated by a threshold \( T \) defined along the magnitude variable. In addition, different kinds of changes can be discriminated as SCVs related to them generate different clusters located in different direction ranges far from the origin. It follows that in order to generate the final change-detection map at first the threshold \( T \) in the magnitude domain was chosen in an automatic way (as for the previous approach), then the user manually retrieved the couples of thresholds \( \vartheta_{k_1} \) and \( \vartheta_{k_2} \) in the direction domain for separating the \( K \) kinds of change (please refer to [11] for greater details).

7.4. Experimental results

In order to assess the effectiveness of the proposed methods and to understand which transformation technique is the most suitable for change-detection applications, several experiments were carried out on both medium and VHR multispectral and multitemporal images. For space constraints in the
following we report only the results obtained on VHR images. To this purpose, we consider a portion (733×537 pixels) of two images acquired by the Quickbird sensor on the Trentino area (Italy) in October 2005 and July 2006. In the pre-processing phase the two images were: i) pan-sharpened by applying the Gram–Schmidt procedure; ii) radiometrically corrected; and iii) co-registered. The final data set was made up of two pan-sharpened multitemporal and multispectral images that have a residual misregistration of about 1 pixel on ground control points. Figure 7.1(a) and (b) show a real color composition of the pan-sharpened multispectral images $X_1$ and $X_2$, respectively. Between the two acquisition dates two kinds of changes occurred: i) new houses were built on rural area (white circles in Figure 7.1(b) - $\omega_1$); and ii) some roofs in the industrial and urban area were rebuilt (black circles in Figure 7.1(b) - $\omega_2$). In order to allow one a quantitative evaluation of the effectiveness of the proposed method, a reference map related to the two kinds of changes was defined.

At first PCA, KPCA, ICA, and KICA were separately applied to: i) the original images originating 8 components (as Quickbird images are made up of four spectral channels –blue, green, red and near infrared), and ii) the difference image generating 4 components. Concerning the Kernel PCA, the computational burden required for running the algorithm on the entire images was too high; for this reason we subsampled the original images (and the difference one) and we applied the algorithm on the subsampled data. Then in the post-processing step, in order to retrieve a complete change-detection map we oversampled of a factor of 5 the obtained map. The algorithm was tested with different parameter values (i.e. different kernels, different values of spread $\sigma$ for Gaussian kernels, different orders for polynomial kernels). However, on the considered data set, different combinations involved very similar results. In the following we report only the analysis obtained subsampling the image of a factor 5 and using polynomial kernel of third degree. Concerning the Kernel ICA different algorithms (i.e. the Kernel Canonical Correlation Analysis KCCA, and the Kernel Generalized Variance KGV [137]) were tested with different parameter values (i.e. different kernels, different values of spread $\sigma$ for Gaussian kernels, different orders for polynomial kernels, and different values for regularization parameter) and also in this case different combinations generated very similar results. In the following we report only the analysis conducted using KCCA algorithm with Gaussian kernel having $\sigma$=0.5 and regularization parameter set to 0.002.

All the components were visually analyzed in order to choose the most significant ones. Then the two change-detection strategies described in section 7.3 were applied. In details, according to the first

![Figure 7.1: Real color composition of images of the Trento city (Italy) acquired by the Quickbird VHR multispectral sensor in: (a) October 2005; and (b) July 2006 (changes occurred between the two acquisition dates appear in black and white circles).](image)
strategy, the selected components were thresholded and the change-detection maps were derived. It is worth noting that this results in a single change-detection map for each kind of change (i.e. each component). Concerning the second strategy the CVA was applied to two significant components of PCA, KPCA, ICA and KICA, and thresholds applied to both magnitude and direction of SCVs in order to generate the final change-detection map. This procedure allowed us to obtain a change-detection map in which the two different kinds of changes are reported and isolated from the noise components (which are contained in other ICA and KICA components).

In Figure 7.2 the most significant components for the change-detection process extracted by both Principal and Independent Component Analysis are reported. As one can observe in Figure 7.2 (b) and (d) the first kind of change is emphasized with respect to the other objects present in the area, while in Figure 7.2 (a) and (c) the second kind of change is extracted. Comparing the images extracted by ICA [Figure 7.2 (a) and (b)] with the ones extracted by PCA [Figure 7.2 (c) and (d)] it is simple to note that the components extracted by the Independent Component Analysis isolate better changes occurred on the ground (this is also confirmed from both the qualitative analysis of the change-detection maps obtained and the quantitative analysis reported in Table 7.1). Figure 7.3 reports an example of the change-detection maps obtained with the ICA transformation. The CD maps obtained on the components extracted by the others transformation techniques and through both the two CD algorithms are visually very similar to the ones reported. A quantitative analysis was performed by comparing the obtained change-detection maps with the reference maps. In addition, a comparison with the results obtained by applying the standard CVA technique to the original spectral channels was carried out.

![Figure 7.2](image_url)

Figure 7.2. Some of the component extracted by the considered algorithms applied to the eight original spectral channels of the two multitemporal Quickbird images. (a) 4th component extracted through the ICA; (b) 3rd component extracted through the ICA; (c) 2nd component extracted through the PCA; (d) 6th component extracted through the PCA.
Figure 7.3. Change-detection maps obtained by the ICA components computed on the eight original spectral channels of the Quickbird images. (a) Thresholding of the 6th component; (b) Thresholding of the 1st component; and (c) thresholding of the magnitude of the SCVs obtained from the 1st and the 6th components. And (d) change-detection map obtained through the standard CVA on the original images.

The most significant results are reported in Table 7.1. In particular, the table contains the results (in terms of kappa accuracy) obtained by thresholding the 3rd component for ICA and the 6th component for KICA, PCA and KPCA for extracting the change related to new houses (second column), and the 4th component (ICA, PCA and KPCA) and the 5th (KICA) for identifying the change related to rebuilt roofs (third column). Furthermore, the accuracies obtained by thresholding the magnitude and direction of the SCVs obtained by both components for detecting both kinds of changes are reported (fourth column).

<table>
<thead>
<tr>
<th>Transformation method</th>
<th>$\omega_1$</th>
<th>$\omega_2$</th>
<th>$\omega_1$ and $\omega_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICA</td>
<td>0.774</td>
<td>0.788</td>
<td>0.747</td>
</tr>
<tr>
<td>KICA</td>
<td>0.771</td>
<td>0.795</td>
<td>0.808</td>
</tr>
<tr>
<td>PCA</td>
<td>0.658</td>
<td>0.549</td>
<td>0.733</td>
</tr>
<tr>
<td>KPCA</td>
<td>0.772</td>
<td>0.626</td>
<td>0.738</td>
</tr>
<tr>
<td>CVA standard</td>
<td>-</td>
<td>-</td>
<td>0.493</td>
</tr>
</tbody>
</table>

Comparing the numerical results yielded by ICA and KICA with the ones obtained with PCA and standard CVA, one can observe that ICA and KICA, independently from the change-detection strategy applied, involved change-detection maps with higher accuracies. This is mainly due to a consider-
able reduction of false alarms. With respect to the PCA, the first two techniques show better capabilities in separating the sources associated with true changes from sources of noise. The KPCA achieves results slightly better than the ones obtained by PCA, but still lower than the results of both ICA and KICA. In addition the KPCA requires a subsampling of the original images. Concerning the standard CVA algorithm applied to the original spectral channels, one can observe that false alarms due to different kinds of noise (i.e. registration noise, radiometric variations) cannot be eliminated in the generation of the final change-detection map [see Figure 7.3(d)], even if the spectral channels are accurately selected. It is worth nothing that the proposed techniques based on image transformation followed by simple change-detection algorithms allow one to generate different change-detection maps for different kinds of change [see Figure 7.3(a) and (b)] according to the selected transformed components.

7.5. Conclusion

In this chapter different data transformation techniques (PCA, KPCA, ICA and KICA) have been exploited for change-detection purposes. The capability of each technique to separate the information sources associated with true changes (and to differentiate among different changes) from those associated with noise was investigated. Results obtained on different remote sensing images confirmed the effectiveness of the ICA and the KICA techniques in separating the different sources in the change-detection process. In particular, it is possible to conclude that the ICA resulted in the best tradeoff between complexity and change-detection accuracy, while the PCA obtained the poorest change-detection results. Kernel PCA resulted to perform better than the standard PCA approach, however its performances were still lower than the ones of ICA and KICA. In addition, the computational burden required by this approach was too high with respect to the other proposed transformation strategies. Finally, Kernel ICA achieved results only slightly better that the ICA, but the computational complexity required from this approach is very high compared to the one required by ICA.

As future developments of this work we aim at studying the capabilities of other image transformation techniques, like the one based on Multivariate Alteration Detection (MAD) and the advanced version of it Iterative Reweighted MAD (IRMAD) proposed in[108]. In addition the performances obtained by all the methods on different data sets should be evaluated.
Chapter 8

8. Analysis of the effects of pansharpening in change detection on VHR images

In this chapter we investigate the effects of pansharpening (PS) applied to multispectral (MS) multitemporal images in change-detection (CD) applications. Although CD maps computed from pansharpened data show an enhanced spatial resolution, they can suffer from errors due to artefacts induced by the fusion process. The rationale of our analysis consists in understanding to which extent such artefacts can affect spatially enhanced CD maps. To this end a quantitative analysis is performed which is based on a novel strategy that exploits similarity measures to rank PS methods according to their impact on CD performance. Many multiresolution fusion algorithms are considered and CD results obtained from original MS and from spatially enhanced data are compared.

8.1. Introduction

The ever increasing availability of multitemporal very high geometrical resolution (VHR) remote sensing images results in new potentially relevant applications related to environmental monitoring and land cover management. Most of these applications are associated with the analysis of dynamic phenomena that result in changes on the Earth surface. The effects of these phenomena can be detected developing CD techniques capable to automatically identify changes occurred between two VHR images acquired at different times on the same geographical area. The last generation of VHR multispectral sensors (e.g., the ones mounted on board of Quickbird, Ikonos, World View-2 satellites) can acquire a panchromatic (PAN) image characterized by very high geometrical resolution (0.7m, 1m, 2.5m, respectively) and low spectral resolution (no spectral diversity and low capacity in distinguishing different kind of changes); and a set of MS images with lower spatial resolution (i.e., 2.8m, 4m, 10m), and higher spectral resolution. In order to take advantage of both high geometrical and spectral resolutions in CD, it is common practice to apply a proper pre-processing, namely pansharpening. PS merges the properties of PAN and MS data for spatial detail injection from PAN to MS, resulting in a set of images with both high spectral resolution and enhanced geometrical resolution.

---

However, PS can introduce in the images spatial artifacts and spectral distortions that can affect the accuracy of CD maps. Although several quality indexes have been proposed for evaluating PS methods [10], [138], they are not specifically conceived for CD applications. Only in [139] an analysis that quantifies the impact of PS artifacts on CD in a supervised way is presented.

The aim of this chapter is to analyze the impact of PS on the accuracy of CD investigating whether the improvement in geometrical resolution of CD maps given by PS is significantly affected or not by artifacts introduced by the PS process in an unsupervised way.

To this end five different multiresolution approaches are considered [131], [140], [141], [142] and [143]. A ranking of PS techniques from the most to the less effective for CD is obtained by defining a novel unsupervised objective strategy based on similarity measures for comparing CD maps. In order to avoid the introduction of any bias in the analysis and to better understand the impact of PS on CD, the CD step is performed according to the standard change vector analysis (CVA) technique [11], [15], [17].

The chapter is organized into six sections. Sections 8.2 and 8.3 describe the adopted PS and CD techniques, respectively. The unsupervised approaches based on similarity measures for ranking PS techniques are presented in section 8.4. Section 8.5 illustrates the data set used for the experiments and reports experimental results. Finally, section 8.6 draws the conclusion of this work.

8.2. Pansharpening techniques

Pansharpening techniques exploit the complementary spatial/spectral resolution properties of PAN and MS images for producing spatially-enhanced (or pansharpened) MS observations. Two main methodological approaches can be considered: i) methods based on spatial details injection from the PAN image into the MS image driven by local filtering operations (which are classified as multiresolution analysis (MRA) fusion methods), and ii) methods that perform fusion after applying a multispectral transformation to the original data without any filtering operation of the PAN image (component substitution (CS) algorithms).

In our analysis we considered five techniques for evaluating the impact of PS on CD, which well represent the two main mentioned categories: the first three can be classified as CS algorithms, whereas the last two are based on MRA.

- The Generalized Intensity Hue Saturation (GIHS) fusion method [140] computes a generalized intensity (GI) image by a weighted linear combination of the MS bands and subtracts it from the PAN image. Such difference image is added to each MS band. Its main critical point, due to GI generation, is that the fusion products may exhibit significant spectral distortions. However, it normally injects more spatial details from PAN to MS than the other four methods considered.

- The Gram-Schmidt (GS) spectral sharpening method [141] considers a simulated PAN image at a lower spatial resolution (obtained, for example, by averaging the original MS bands), and applies to it and to the lower spatial resolution spectral bands the Gram-Schmidt transformation, by adopting the simulated PAN image as the first band in the Gram-Schmidt transformation. The first transformed band is substituted by the higher spatial resolution PAN image after histogram matching. Finally, the inverse Gram-Schmidt transformation is applied to the new set of transformed bands to produce the enhanced spatial resolution MS images.

- The Minimum Mean Square Error (MMSE) pansharpening method [131] applies an optimal Generalized Intensity-Hue-Saturation transformation to the MS bands. The weights of the linear combination which provides the generalized intensity image and the gains that regulate the spatial detail injection are calculated in a minimum mean squared error sense.
The Context-Based Decision (CBD) method [142] performs selection of spatial details from PAN by thresholding the local correlation coefficient evaluated between the approximation coefficients of PAN and MS obtained from multiresolution analysis (Laplacian pyramid or undecimated wavelet transform). Space-varying sensors equalization by ratio of local root mean squared values of MS and PAN is also applied.

The Proportional Additive Wavelet to the L component (AWLP) pansharpening method [143] combines a PAN image and an MS image by adding the detail planes of the PAN image to the intensity component of the MS image.

8.3. Adopted change-detection technique

In order to perform the change detection, we considered the Change Vector Analysis (CVA) technique, which is a simple and widely-used unsupervised CD method. CVA has demonstrated its effectiveness in detecting and characterizing different radiometric changes in multitemporal and multispectral images in several application domains[17]. The simplicity of CVA allows us to properly evaluate the effects of pansharpening without any significant bias related to the change-detection technique. CVA is usually applied to multispectral images acquired by passive sensors and involves multidimensional spectral vectors in order to exploit all the available information on the investigated change.

This method has been presented in section 2.4, however in order to make the reading easier, we recall in the following the main concepts of this technique.

Let us consider two radiometrically corrected and co-registered pansharpened images, \( X_1 \) and \( X_2 \) of size \( I \times J \), acquired over the same geographical area at different times, \( t_1 \) and \( t_2 \). Let \( \Omega = \{ \omega_n, \Omega_c \} \) be the set of classes of no-changed and changed pixels to be identified. In greater detail, \( \omega_n \) represents the class of no-changed pixels and \( \Omega_c = \{ \omega_1, \omega_2, \ldots, \omega_K \} \) is a meta-class that gathers all the \( K \) possible classes (kinds) of change occurred in the considered area.

Let \( B \) be the number of spectral channels of \( X_1 \) and \( X_2 \). The CVA technique emphasizes change information computing a MS difference image \( X_D \) by subtracting spectral feature vectors in corresponding spatial position of \( X_1 \) and \( X_2 \). Let \( X_{b,D} \) be the image representing the \( b \)th (\( b=1,\ldots,B \)) component of \( X_D \). The \( B \)-dimensional problem described by \( X_D \) is reduced to a 1-dimensional problem through the magnitude variable, computed as [see also (2.2)]:

\[
\rho = \sqrt{\sum_{b=1}^{B} X_{b,D}^2} = \sqrt{\sum_{b=1}^{B} (X_{b,2} - X_{b,1})^2}
\]  

(8.1)

According to this expression, no-changed pixels present small magnitude values, whereas changed pixels show large values [11, 15]. Let \( x_p(i,j) \) be a generic pixel in spatial position \( (i,j) \) in the magnitude image. The CD map \( Y \) where changed and no-changed pixels are separated can be computed according to the following decision rule:

\[
y(i,j) = \begin{cases} 
\omega_n & \text{if } x_p(i,j) \leq T \\
\omega_c & \text{if } x_p(i,j) > T 
\end{cases}
\]  

(8.2)

where \( y(i,j) \) is the label associated to the pixel at spatial position \( (i,j) \) in \( Y \), and \( T \) is the decision threshold. \( T \) can be defined either manually or automatically [15].

\[\text{More complex techniques would implicitly reduce the impact of pansharpening artifacts on change-detection maps.}\]

As no prior information about the investigated scene is generally available, we propose an unsupervised strategy based on a similarity measure for evaluating the impact of pansharpening techniques on the change detection. In order to properly understand the impact of different pansharpening techniques on change detection, we perform the analysis at different resolution levels: i) the one of the panchromatic image (e.g., 0.7m for Quickbird images); and ii) the one of the multispectral image (e.g., 2.8m for Quickbird images). In the first case the original MS images are fused with the PAN one, while in the latter the original panchromatic and multispectral images are spatially degraded down to a lower resolution before applying pansharpening. This option allows one a comparison between fused products at the resolution of the multispectral images with the original multispectral set.

Let us consider a set of multitemporal pansharpened pairs obtained applying different pansharpening techniques to two multitemporal images acquired over the same geographical area at different times. Pansharpened multitemporal images obtained with the same pansharpening approach are mostly affected by similar PS artifacts, nevertheless differences in artifacts can occur where multitemporal data show radiometric and geometric differences rising from both different acquisition conditions and the presence of changes on the ground. CD performed according to CVA (but also to more advanced techniques) can only partially compensate for such kind of artifacts. Moreover, images obtained with different pansharpening approaches are affected by different artifacts peculiar of the applied pansharpening technique.

As the quality of pansharpened images diminishes (artifacts increases), the change-detection maps quality decreases together with the capability of the adopted CD technique in compensating artifacts effects. If artifacts induced by different pansharpening techniques are independent, low quality change-detection maps obtained from different pansharpened pairs tend to be significantly different to each other and vice versa. According to this observation we propose to use a similarity measure computed among CD maps in order to identify PS techniques that less affect change detection. Such a measure results unbiased and reliable if the effects of artifacts in the CD maps are uncorrelated. It is worth noting that this is true when considering a comprehensive set of pansharpening methods including high-performance (MMSE, CBD, AWLP), and state-of-the-art (GS, GIHS) fusion algorithms which are based on different spatial injection strategies.

The proposed strategy considers $N$ change-detection maps obtained by the CVA on $N$ different pansharpened multitemporal pairs. Let us represent $\Omega_i$ and $\omega_i$ assigned according to (8.2) with $+1$ and $-1$, respectively. For each pair of CD maps $Y_a$ and $Y_b$, with $a,b = 1,\ldots, N$ and $a \neq b$ we compute a measure of similarity $H_{ab}$ of the CD maps on the $I \times J$ pixels of the images as:

$$ H_{ab} = \frac{1}{IJ} \sum_{i=1}^{I} \sum_{j=1}^{J} y_a(i,j) \cdot y_b(i,j) $$

where $y_a(i,j)$ and $y_b(i,j)$ are the labels of the pixel in position $(i,j)$ in the CD maps $Y_a$ and $Y_b$, respectively. As $y_a(i,j)$ and $y_b(i,j)$ can assume values in $\{-1,+1\}$, their product is equal to 1 if $y_a(i,j) = y_b(i,j)$ and to -1 otherwise. Accordingly, the value of the similarity measure $H_{ab}$ is equal to 1 if $Y_a$ and $Y_b$ are identical, and is lower than 1 otherwise. In general, $H_{ab}$ belongs to the interval $[-1,1]$. On the basis of this measure, two different strategies can be implemented: i) comparison of the similarities among CD maps obtained with different PS techniques; ii) comparison of the similarities of change-detection maps with a reference map.
i. **Comparison of the similarities among change-detection maps:** an absolute measure of similarity of each map \( Y_a \) to all the others can be defined by computing the average value of \( H_{ab} \), i.e.,

\[
H_a = \frac{1}{N-1} \sum_{a=1, a \neq b}^{N} H_{ab}
\]  

(8.4)

According to the value of \( H_a \), the \( N \) considered PS techniques can be ranked from the less affecting CD (high average similarity) to the most affecting it (low average similarity). This strategy can be applied either to full-scale pansharpened images as well as to reduced-resolution pansharpened images.

ii. **Comparison of the similarities of CD maps with a reference map:** instead of considering relative reference change-detection maps, an absolute reference \( Y_{\text{ref}} \) can be defined. Two procedures can be considered for defining \( Y_{\text{ref}} \). The first one is based on a supervised method. Thus \( Y_{\text{ref}} \) can be a map built according to available prior information about changes occurred on the ground, or, in the case of the spatially degraded data set, it can be the CD map computed applying the CVA to the original multitemporal MS images (MSmap) which represents an upperbound of CD performance at this resolution as computed from artifacts-free multitemporal data. The second procedure computes \( Y_{\text{ref}} \) by applying a majority voting rule to the set of \( N \) CD maps \( Y_a \) \((a=1,\ldots,N)\) as:

\[
y_{\text{ref}}(i, j) = \begin{cases} 
\Omega, & \text{if } \sum_{a=1}^{N} y_a(i, j) > 0 \\
\omega_b, & \text{if } \sum_{a=1}^{N} y_a(i, j) \leq 0
\end{cases}
\]  

(8.5)

In this case the similarity can be computed by applying (8.3) with \( Y_a = Y_{\text{ref}} \). The rationale of this procedure is to assume that the CD map obtained according to majority voting (MVmap) represents a reliable CD result where the main artifacts are filtered out. This assumption holds when considering PS methods that result in uncorrelated artifacts.

It is worth noting that the statistical significance of the proposed measures increases with the number and the diversity of the considered PS methods.

### 8.5. Experimental results

A multitemporal data set made up of two multispectral and panchromatic Quickbird images acquired on the Trento city (Italy) in October 2005 and July 2006 was considered to evaluate the impact of the different investigated multiresolution fusion techniques on the CD process. In the preprocessing phase images were: i) radiometrically corrected; and ii) co-registered by means of 12 ground control points. Final multispectral images are made up of 380x376 pixels while panchromatic images consist of 1520 x 1504 pixels. Between the acquisition dates some changes related to urban and rural areas occurred on the ground (white circles in Figure 8.1).

In the first experiment we expanded original images according to a simple interpolation by a factor four. As expected, the obtained multitemporal images show a low geometrical details content (see EXP column, Figure 8.2). The corresponding CD map (see Figure 8.2) is unreliable and geometrical details are mostly blurred or lost. According to this observation expanded multitemporal pairs were not further considered.

In the second experiment we applied the five pansharpening methods \((N=5)\) described in section 8.2 to the considered data set and to a degraded version of it in order to obtain two sets of 5 pairs of spatially enhanced multitemporal and multispectral images: i) one at the geometrical resolution of the PAN image (0.7 m), and ii) one at the geometrical resolution of the MS image (2.8 m). Please note that the latter one has been obtained by applying PS to original data spatially degraded by four according to the protocol proposed in [138].
In order to estimate which pansharpened pair resulted in the CD map with the best trade-off between geometrical details content and differences induced by panshrpening artifacts, we exploited the proposed unsupervised strategy. First we applied the CVA technique to multitemporal pairs of fused images at both resolutions and to the original multispectral images. The eleven magnitude images were thresholded according to (8.2). For the considered data set we found that $T=500$ was a reasonable value. This value was used for each magnitude image because small spectral differences due to the adopted PS technique do not significantly alter the statistics of the classes of interest. Fixing the value of $T$ avoids possible bias due to the use of automatic thresholding techniques. The value of $T$, in fact, strictly depends on the considered CD problem and different automatic thresholding techniques can be adopted[15],[17].

In Table 8.1 the similarity measures (8.3) obtained using as reference both the MVmap computed according to (8.5), and the average similarity measure in (8.4) are reported for all pansharpened pairs at both resolutions. For the 2.8m resolution data the similarity measure obtained using as reference the change-detection map computed on the original MS data (MSmap) is also reported (see first column of Table 8.1). If we evaluate the similarity between MVmap and MSmap we retrieve a value equal to 0.965. This value is higher than all the similarities computed by considering the CD maps produced from the different PS pairs, thus confirming the effectiveness of MVmap as reference.

Although CD results are scale dependent, from Table 8.1 one can see that the impact of pansharpening is very similar for the two scales. In particular, the MMSE fusion pansharpening method always attained the best global score, followed by AWLP, whereas GIHS, GS and CBD provided, on average, poorer results. In few cases, PS methods can perform differently at different resolutions, e.g., CBD which provides better results at 2.8m (3rd in ranking) than at 0.7m (5th in ranking). An opposite situation occurs for GIHS: 2nd in ranking at 0.7m, and 4th at 2.8m. Table 8.2 confirms this ranking at 2.8m spatial resolution. Results summarized in Table 8.1 and comments above are confirmed by the qualitative analysis of the change-detection maps at 0.7m resolution (Figure 8.2, 3rd row). As one can observe, the CD map obtained with MMSE pansharpened images shows a better visual quality. In particular, border regions and geometrical details are better modeled. This map, but also the other ones, shows a higher quality than the one obtained from MS images simply interpolated by a factor of four (see EXP column, Figure 8.2), thus confirming that PS improves CD performance.
Figure 8.2. True-color composite of 256x256 details of 0.7m Quickbird data acquired on October 2005 (first row) and July 2006 (second row) for the upscaled and five pansharpened images. CD maps obtained for the upscaled and the five pansharpened multitemporal pairs at 0.7 m of resolution (third row).

TABLE 8.1. ESTIMATED SIMILARITY MEASURES WITH RESPECT TO THE MSMAP AT 2.8 m AND TO THE MVMAP AT 2.8 AND 0.7 m; AVERAGE SIMILARITY MEASURE $H_a$ AT 2.8 AND 0.7 m. HIGHEST SCORES APPEAR IN BOLD TYPE.

<table>
<thead>
<tr>
<th>Geometrical Resolution 2.8m</th>
<th>Geometrical Resolution 0.7m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y_{ref} = MSmap</td>
<td>Y_{ref} = MVmap</td>
</tr>
<tr>
<td>MMSE</td>
<td>0.963</td>
</tr>
<tr>
<td>AWLP</td>
<td>0.961</td>
</tr>
<tr>
<td>GIHS</td>
<td>0.961</td>
</tr>
<tr>
<td>GS</td>
<td>0.960</td>
</tr>
<tr>
<td>CBD</td>
<td>0.960</td>
</tr>
</tbody>
</table>

In order to better understand the CD results, we compared them with the quality of multitemporal pansharpened images measured according to quality indexes such as ERGAS (relative dimensionless global error in synthesis), Q4, and Spectral Angle Mapper (SAM). ERGAS [144] is given by:

$$
ERGAS = 100 \frac{d_i}{d_t} \sqrt{ \frac{1}{B} \sum_{i=0}^{B-1} \left( \frac{RMSE(i)}{\mu(i)} \right)^2 }
$$

where $\frac{d_i}{d_t}$ is the ratio between the pixel sizes of the PAN and MS images (e.g., $\frac{1}{4}$ for Quickbird and Ikonos data), and $\mu(i)$ is the mean of the $i$-th band. ERGAS measures a distortion and thus must be as small as possible. Q4 is the unique image quality index based on quaternion theory for MS images having four spectral bands [10]. The highest value of Q4, attained if and only if the test MS image is equal to the reference, is one. SAM denotes the absolute value of the angle between two spectral vectors. SAM equal to zero denotes absence of spectral distortion, but possible radiometric distortion. SAM is averaged over the whole image to yield a global distortion index.

To evaluate all mentioned indexes reference original bands are required. Therefore pansharpening quality assessment was carried out only on data at the geometrical resolution of the multispectral image (i.e., numerical values are calculated considering fused and original data at 2.8m resolution).
Table 8.2. Quality Indexes of Pansharpened Images at 2.8 m; First (Second) Date on the Left (Right). Best Scores Appear in Bold Type.

<table>
<thead>
<tr>
<th>Method</th>
<th>ERGAS</th>
<th>Q4</th>
<th>SAM</th>
<th>ERGAS</th>
<th>Q4</th>
<th>SAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMSE</td>
<td>3.65</td>
<td>2.80</td>
<td>0.840</td>
<td>0.899</td>
<td>3.85</td>
<td>3.15</td>
</tr>
<tr>
<td>CBD</td>
<td>3.52</td>
<td>2.85</td>
<td>0.851</td>
<td>0.896</td>
<td>3.65</td>
<td>3.24</td>
</tr>
<tr>
<td>AWLP</td>
<td>3.94</td>
<td>2.97</td>
<td>0.843</td>
<td>0.890</td>
<td>4.46</td>
<td>3.47</td>
</tr>
<tr>
<td>GS</td>
<td>4.31</td>
<td>3.75</td>
<td>0.773</td>
<td>0.800</td>
<td>4.19</td>
<td>4.04</td>
</tr>
<tr>
<td>GIHS</td>
<td>4.46</td>
<td>3.65</td>
<td>0.718</td>
<td>0.787</td>
<td>4.52</td>
<td>3.75</td>
</tr>
</tbody>
</table>

A qualitative analysis of Figure 8.2 points out that the MMSE and AWLP methods effectively preserve spectral properties. Fused images obtained by GS and GIHS clearly show over-enhancement in the vegetated regions, which affects CD. The MMSE method and, to a lesser extent, the AWLP algorithm, guarantee a more accurate texture injection, especially in the green wavelength. Quality index values reported in Table 8.2 are in accordance with these observations. Best spatially-averaged results at 2.8m are provided by the CBD and MMSE methods, followed by AWLP, whereas GIHS and GS show a significantly lower performance. It is worth noting that despite the CBD method is characterized by high quality indexes (high global quality of the fused image), it may locally introduce fusion artifacts, i.e. no spatial injection, due to statistical instabilities. When such local inaccuracies appear on image regions where changes occurred, CD performance degrades (see Table 8.1).

Comparing numerical values reported in Table 8.1 and Table 8.2, it appears that pansharpened image pairs characterized by better quality indexes not always result in CD maps with higher similarity measures, as in the case of CBD. Therefore the proposed quality index for CD maps obtained from spatially-enhanced images at 0.7m without any reference data becomes relevant. It is worth noting that the validity of the proposed measure is confirmed by the agreement between similarities computed at full and degraded resolution, where information about original bands can be exploited.

8.6. Conclusion

Although it has been proven that the pansharpened images result in higher quality change-detection maps with respect to images interpolated by a factor four, pansharpening artifacts can significantly impact on the change-detection process. In this chapter a quantitative and qualitative analysis of the effects of different pansharpening methods on change-detection is presented. The impact of PS on CD was analyzed both at degraded and full scale, according to a novel strategy based on similarity measures. At degraded scale, the available reference change-detection maps have been compared to the maps obtained from pairs of pansharpened spatially-degraded multispectral images. At full resolution, which is the most relevant in practical CD applications, spatially-enhanced images have been considered. The two analyses resulted in similar ranking of PS methods from the one that less affect change detection to the one that most affect it, confirming that the proposed technique can be effectively employed for adaptively selecting in an unsupervised way the most reliable pansharpening technique for different data sets and CD problems. Finally, it has been shown that pansharpened image pairs with higher quality indexes not necessarily result in more accurate CD maps, thus proving the usefulness of the proposed approach. Specifically, extreme care should be taken on the choice of the pansharpening algorithm for change detection with a particular attention to PS techniques based on local statistics estimation.
Chapter 9

9. Conclusions

This chapter draws the conclusion of the research activity described in the thesis; in particular, it summarizes and discusses the results obtained and presents an outlook of the possible future developments.

In this thesis we analysed and modelled the main properties of multitemporal VHR remote sensing images in order to derive effective pre-processing techniques and unsupervised change-detection methods. In particular, starting from a deep analysis on the properties of registration noise (RN) in multitemporal VHR images, we derived: (i) a technique for an adaptive estimation of the registration noise distribution; (ii) a technique for the registration of multitemporal images; (iii) a change-detection technique robust to registration noise; (iv) a change-detection strategy for the automatic detection and separation of different kinds of change; and (v) a study on the effects of both image transformation and pansharpening on the results of the change-detection process.

For each considered topic an analysis of the state of the art was conducted, and the limitations of literature techniques were highlighted. Starting from this analysis, novel solutions were theoretically developed, implemented and finally applied to both simulated and real remote sensing data in order to assess their effectiveness.

All these studies and techniques contributed to improve the state of the art on the analysis of multitemporal VHR images, facing and solving relevant problems related to VHR images. In the following a summary of the main conclusion that can be drawn for each of the considered topic is reported.

In chapter 3 the properties of registration noise have been analyzed in the context of a polar framework for CVA. Then, on the basis of the derived properties, a novel method for an adaptive estimation of the statistical distribution of such kind of noise in multitemporal VHR images has been proposed. In this study we have considered images acquired by different sensors and we have analyzed the effects of RN when: i) the misregistration between the two considered images increases and ii) the resolution of the original images decreases. From this analysis, four different properties have been derived, associated both to unchanged and changed pixels. These properties point out that misregistration may significantly affect the accuracy of change detection and show some important effects due to this specific kind of noise on VHR images. It is worth noting that on the basis of the con-
Conclusions

Conducted analysis, we can conclude that the properties of RN in VHR multispectral images are significantly different from those on high or medium resolution images. The analysis of the properties of registration noise resulted also in the definition of an adaptive technique for the estimation of the RN distribution in the polar domain. The proposed technique estimates the conditional density of RN providing valuable information for the design of a change-detection procedure. In order to assess the reliability of the proposed estimation technique we have performed an analysis of the results obtained with the estimation method on a couple of test sites made up of two real multitemporal images acquired by the Quickbird sensor. These results confirm the effectiveness of the proposed technique in identifying and modeling RN also in presence of real multitemporal noisy images acquired under different conditions.

As mentioned before, starting from this work we have derived two important developments: 1) an adaptive registration strategy based on the estimated local behavior of the RN; and 2) an effective change-detection method robust to RN for VHR images.

Concerning the registration strategy, in chapter 4, we have proposed a novel method for the registration of VHR remote sensing images, which is especially effective for applications related to change detection. The proposed method automatically extracts control points (CPs) that are associated with areas in the images that result in the most critical effects of the misalignment in image comparison. These points are identified thanks to the estimation of RN distribution derived in chapter 3. CPs are used to derive a disparity map that is then exploited for the warping of one image on the other. The proposed method exhibits the following properties: (i) capability to automatically identify CPs associated with the most critical points of the images where misregistration has a high probability to result in false alarms; (ii) robustness to the presence of changes between the images. Results obtained on both simulated and real data confirm the validity of the proposed method in identifying effective CPs, in estimating the disparity map and in performing the final co-registration between the considered images.

Chapter 5 presents a context-sensitive multiscale technique robust to registration noise for change detection in VHR images. The technique takes advantages from the analysis of the distribution of RN performed in chapter 3. In details, the proposed method performs a quantization-based multiscale analysis of the Spectral Change Vectors (SCVs) computed according to the Polar Change Vector Analysis (CVA) in the magnitude-direction domain in order to identify SCVs associated with registration noise. The retrieved information on registration noise is then exploited in the framework of a parcel-based decision strategy that takes advantage of spatial-context information in defining the final change-detection map. This step is performed at full resolution in order to preserve all the high geometrical detail information characteristic of VHR images. The qualitative and quantitative analysis of the results obtained on two data sets made up of a small and a large pair of Quickbird images point out that the proposed technique involves a low amount of false alarms in change-detection maps and a high accuracy in modeling both geometrical details and homogeneous areas. In greater detail, the achieved results are significantly better than the ones yielded by standard change-detection techniques. It is worth noting that despite the proposed method has been developed for VHR remote sensing images (where the impact of misregistration is more relevant), it can be suitable also for the analysis of optical data at lower resolution and, under given conditions, also for other kinds of images.

Chapter 6 proposes an automatic technique for the detection of multiple changes in multitemporal images. The proposed method compresses the original multidimensional feature space to a 2D space and applies a 2-step decision strategy for detecting changes. The compression is accomplished by computing the magnitude of spectral change vectors, and the angle (direction) between the spectral
difference vector and a reference one. Then the change information is represented in a 2D domain, which is defined as Compressed Change Vector Analysis (C2VA) domain. The proposed transformation leads to a 2D representation of the change-detection problem without the need of selecting a pair of spectral channels as usually done in standard approaches. This represents a valuable advantage as spectral channel selection would require some prior knowledge about possible changes occurred on the ground (which often is not available or incomplete). After representing the information in the C2VA domain changes are extracted according to a 2-steps procedure: i) changed pixels are separated from no-changed ones according to a standard unsupervised method; and ii) the pixels labeled as being changed are analyzed in order to separate contributions from different kinds of change. Qualitative and quantitative results obtained on both Landsat-5 and Quickbird images confirmed the effectiveness of the proposed automatic technique for the detection of multiple changes when applied to both C2VA and standard CVA. In C2VA, although the information is projected from a multidimensional into a 2D space, it is possible to retrieve the main information related to changes and to distinguish all different kinds of change occurred on the ground. On the contrary, standard representations based on the use of couple of spectral channels often imply loss of information.

Finally in chapters 7 and 8 we have analyzed the effects of some pre-processing techniques on the results of the change-detection process. Chapter 7 presents an analysis of the capability of different data transformation techniques (i.e. ICA, PCA and their kernelized version KICA and KPCA, respectively) to separate the information sources associated with different true changes from those associated with noise. To this purpose, we have applied the different data transformation techniques to the original multitemporal images and have analyzed the transformed component for extracting changes. To this end, we have applied standard change-detection methods (i.e. standard CVA and polar CVA) to the extracted components. Results obtained on different remote sensing images (both VHR and medium resolution images) confirmed the effectiveness of these techniques in separating the different sources in the change-detection process. In particular, it has been possible to conclude that the ICA resulted in the best tradeoff between complexity and change-detection accuracy, while the PCA obtained the poorest change-detection results. The kernelized version (KICA and KPCA) achieved results only slightly better than the ones of their standard version, but the computational complexity required from them is very high compared with the ones required by ICA and PCA.

In chapter 8, a quantitative and qualitative analysis of the effects of different pansharpening (PS) methods on the results of change detection is presented. Although it has been proven that the pansharpened images result in higher quality change-detection maps with respect to images interpolated by a factor of four and although it is necessary to work on PS image in order to obtain change-detection results with higher level of geometrical resolution, the artifacts coming from pansharpening can significantly impact on the change-detection process. For this reason it is important to study the impact of different PS methods to the results of the CD process. The impact of pansharpening on change detection has been analyzed both at degraded and full scale, according to a novel strategy based on similarity measures. At degraded scale, the available reference CD maps have been compared to the maps obtained from pairs of pansharpened spatially-degraded multispectral images. At full resolution, spatially-enhanced images have been considered. The two analyses resulted in similar ranking of PS methods from the one that less affect CD to the one that most affect it, confirming that the proposed strategy based on similarity measures can be effectively employed for adaptively selecting in an unsupervised way the most reliable pansharpening technique for different data sets and change-detection problems. Finally, it has been shown that pansharpened image pairs with higher quality indexes not necessarily result in more accurate CD maps, thus proving the usefulness of the proposed strategy.
As future developments of the research work presented in this dissertation, it would be interesting to: (i) explore other advanced solutions to the registration problem: considering the proposed strategy for the automatic extraction of control points, advanced algorithms for searching the displacement vector (i.e. optimization of the research through genetic algorithms) and for transforming the images should be investigated; (ii) exploit the potentialities of the proposed technique for the identification and separation of different kinds of change in the context of more complex approaches to change detection like those that exploit multiscale/multiresolution information intrinsically present in VHR images and the ones robust to registration noise; (iii) consider techniques being able to extract semantic information associated with changes in order to face the problems of shadows, of seasonal variation of the vegetation phenology, etc (i.e. changes that usually show significant intensity in the magnitude domain, even if, from a semantic point of view, the related area is not changed).
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