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Chapter 1

Introduction

Already in ancient Greece, the pre-Socratic philosophers thought that natural phenom-
ena, although different, were homogeneous, of the same fundamental nature. In their
theories can be found the search for a common reference point (arché) that puts order
in the chaotic multiplicity of phenomena. After Albert Einstein’s theory of gravitation
(General Relativity -GR-) was published in 1915, the search for a unified field the-
ory that combines gravity with electromagnetism began to become serious. It seemed
plausible that there were no other fundamental forces. The main contributors were
Gunnar Nordstrom, Hermann Weyl, Arthur Eddington, Theodor Kaluza, Oskar Klein
(See Theory of Kaluza-Klein, 1921) and most notably the many attempts by Einstein
and his collaborators. No attempt went through. In the first half of the twentieth
century quantum mechanics was consolidated, an instrument capable of overcoming
the inadequacy of classical mechanics to explain phenomena and properties such as
blackbody radiation, the photoelectric effect, the specific heat of solids, the atomic
spectra, the stability of atoms, the Compton effect, .... When in the thirties Fermi
and Yukawa ’s studies led to the discovery of nuclear forces, the quantum formalism
proved to be appropriate for the description of the new phenomena and, in 1967-68,
Sheldon Glashow, Steven Weinberg and Abdus Salam showed how the weak nuclear
force and the electromagnetism were simply different manifestations of the same force
(electroweak). Since then, proposals have been done to include in a single grand uni-
fication theory also the strong nuclear force, and some of them (GTU SU(5) and
SO(10)) have provided testable predictions as the quantization of electric charge. At
classical level there is an extension of the Kaluza-Klein theory on a 11-dimensional
space M4 × S1 × S2 × CP 2. It corresponds to Einstein’s General Relativity with 7
extra dimensions, and considers all four forces as different expressions of a “mega”
gravitational field. The forces are unified at the classical level but, once quantized,
the theory turns out to be inconsistent and therefore unusable. This is because the
nuclear forces have range of 10−15 m for strong force and of 10−18 m for weak force,
distances at which classical physics loses its meaning. Ultimately, it seems that quan-
tum mechanics is compatible with electroweak and strong interactions only if we limit
ourselves to spaces of dimensionality less than or equal to 4. In addition, it is inconsis-
tent with General Relativity for spaces with more of 3 dimensions. For these reasons,
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4 CHAPTER 1. INTRODUCTION

the theory of Kaluza-Klein fails doubly. Really, the incompatibility is not between
general relativity and quantum mechanics in its entirety, but rather between General
Relativity and the method of calculation used in quantum mechanics: perturbative
expansion whose terms, in the cases indicted above, become ∞. To get around this
problem two different approaches have been taken: String Theory and Loop Quantum
Gravity. The first has completely changed the wording of quantum theory, from con-
sidering local interactions, where the phenomena occur at specific points (of Feynman
graphs), to interactions “extended”, where the phenomena are distributed along one
limited dimension (string), open or closed. This system has eliminated the divergences
in the terms of perturbative expansion, but has developed other anomalies, eliminated
only by building up the theory on a space of 11 dimensions. Unfortunately, the extra
dimensions introduce a huge number of arbitrariness, such as the theory can predict
everything and nothing. The scientific community hopes to identify some potential
whose minimum make a selection between these arbitrariness, but we are still far from
such a result. The alternative discussed in this thesis is the Loop Quantum Gravity.
This is simply the union of GR and quantum mechanics, without modifying the basic
axioms of both. It can be made only in spaces of dimensionality equal to 4 and it sur-
renders completely the perturbative expansion. This produces fascinating predictions,
such as the inflation of early universe, and the lack of singularities in the black holes and
in the big bang. It also provides the picture of a “combinatorial” universe, described
by nodes connected by paths, whose only necessary variables are integer numbers as-
sociated with nodes and paths. This last point in particular escapes the string theory
which, whilst losing the locality, is however concentrated within the “very small”. The
Loop Quantum Gravity, by contrast, is able to describe the universe as a whole, and
to deal with transitions between universes of different topology. The downside is that
the calculations are so complex that they are impracticable. Strategies have been de-
veloped to introduce a different perturbative expansion that makes the calculations
feasible, but this introduces important changes to the initial structure of the theory,
in a way that eliminate the beautiful cosmological predictions. Nevertheless, we tried
to calculate the graviton propagator in this new “modified framework”, and the result
is compatible with linearized quantum GR1. For this reason, this framework has not
been abandoned. It also seems that this formalism can easily be extended to include
extra-dimensions and adapted to the unified theory of Kaluza Klein.

This thesis has been developed in an attempt to contribute to the desire for sim-
plification and connection to the essence that has always been in the natural sciences.
In particular, it was given a demonstration of how the ”modified framework” of Loop
Quantum Gravity is derivable from a classical formulation of the GR of Palatini type.
Finally, we give suggestions for extending the model to 11 dimensions, because 11 is
the number suggested by String theory, by the classical theory of Kaluza Klein, and
by the GTU SO(10). Probably the truth lies somewhere in between, maybe an action
of a 4-dimensional brane immersed in a 11-dimensional universe would be the right
compromise between String Theory and Loop Quantum Gravity. A 4-dimensional
brane represents our universe, and any contact with other branes of a much smaller

1This is the theory that describes a non-interacting particle of spin 2. It is the approximation
of general relativity used to describe gravitational waves. Although deriving from a theory that is
incompatible with quantum mechanics, it is instead suitable to the formalism of the latter
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scale put small pieces of it in vibration. Depending on the number of dimensions in
which contact is, the part could be a vibrating string or a two- or three-brane (with
probability decreasing rapidly moving from string to the three-brane). So, we even
lose the distinction between the notions of particles and universes, making the first
totally unnecessary. The action of a 4-brane is equivalent to the action of Loop Quan-
tum Gravity, with the coordinate-fields which assume the role of gauge fields, and
the indexes in the 11-dimensional space that would become similar to the indexes of
internal gauge. This thesis focuses on two specific problems: the calculation of the
graviton propagator in Loop Quantum Gravity and the derivation of the “modified
framework” from the Palatini formulation of GR (Chapter 8). While the first it was
simply supported with a minimum contribution, the second is a problem undertaken
by the student in a completely independent way that, while waiting for more in-depth
audits, has not yet shown any inconsistency and for now can be hailed a success. A
small space is reserved for some inedited consideration undertaken by the student on
the “physical” projector. This operator is intended to project the Hilbert space of
kinematic states in the subspace of physical states. The conclusion of the argument is
simple and somewhat disturbing: the Loop Quantum Gravity is not an unitary theory!
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Chapter 2

Classical Theory

2.1 The ADM formulation

In this section we focus on the classical Hamiltonian metrical formulation of general
relativity due to Arnowitt, Deser and Misner. They start from the Einstein-Hilbert
action for metric tensor fields gµν of lorentzian (s = −1) or euclidean (s = +1)
signature which propagate on a (D + 1)-dimensional manifold M .

1

κ

∫

M

dD+1X
√

|det(g)|R(D+1) (2.1)

Our signature convention is “mostly plus”, that is (−,+, . . . ,+) or (+,+, . . . ,+) in the
lorentzian or euclidean case respectively so that timelike vectors have negative norm
in the lorentzian case. Here µ, ν, ρ, . . . = 0, 1, . . . , D are indices for the components of
spacetime tensors and Xµ are the coordinates of M in local trivializations1. R(D+1) is
the curvature scalar associated with gµν and κ = 8πG where G is Newton’s constant
in units where c = 1. The definition of the Riemann curvature tensor is in terms of
one-forms given by

[∇µ,∇ν ]uρ =(D+1) R σ
µνρ uσ (2.2)

where ∇ denotes the unique torsion free, metric-compatible, covariant differential as-
sociated with gµν . In order to cast (2.1) into canonical form one makes the assumption

1The concept of local trivialization is linked to that of fiber bundle. A fiber bundle over a
differential manifold M with atlas {UI , ϕI} is a quintuple (P,M, π, F,G) consisting of a differentiable
manifold P (called the total space), a differentiable manifold M (called the base space), a differentiable
surjection π : P → M , a differentiable manifold F (called the typical fibre) which is diffeomorphic
to every fibre π−1(x), x ∈ M and a Lie group G (called the structure group) which acts on F on
the left, λ : G × F → F ; (h, f) 7→ λ(h, f) =: λh(f), λh ◦ λh′ = λhh′ , λh−1 = (λh)−1. Furthermore,
for every UI there exist diffeomorphisms φI : UI × F → π−1(UI), called local trivializations, such
that φIx : F → Fx := π−1(x); f 7→ φIx(f) := φI(x, f) is a diffeomorphism for every x ∈ UI . Finally,
we require that there exist maps hIJ : UI ∩ UJ 6= 0 → G, called transition functions, such that for
every x ∈ UI ∩UJ 6= 0 we have φJx = φIx ◦ λhIJ (x). In our case π−1(x) is the tangent space in x, F

is RD+1 and hIJ is the jacobian matrix of the change of coordinates.
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8 CHAPTER 2. CLASSICAL THEORY

that M has the special topology M = R × σ where σ is a fixed three-dimensional,
compact manifold without boundary. By a theorem due to Geroch, if the spacetime
is globally hyperbolic2 then it is necessarily of this kind of topology. Therefore, for
classical physics our assumptions about the topology of M seems to be no restriction
at all, at least in the lorentzian signature case. In quantum gravity, however, dif-
ferent kinds of topologies and, in particular, topology changes are conceivable. Our
philosophy will be first to construct the quantum theory of the gravitational field
based on the classical assumption that M = R × σ and then to lift this restriction
in quantum theory. Having made this assumption, one knows that M foliates into
hypersurfaces Σt := Xt(σ), that is, for each fixed t ∈ R we have an embedding (a
globally injective immersion) Xt : σ → M defined by Xt(x) := X(t, x) where xa,
a, b, c, . . . = 1, 2, . . . , D are local coordinate of σ. Likewise we have a diffeormphism
X : R× σ 7→M ; (t, x) 7→ X(t, x) := Xt(x), in other words, a one-parameter family of
embedding is equivalent to a diffeormorphism. Now, since the action (2.1) is invariant
under all diffeomorphisms of M , the families of embeddings Xt are completely arbi-
trary. A useful parametrization of the embedding and its arbitrariness can be given
throught its deformation vector field

Tµ(X) :=
∂Xµ(t, x)

∂t

∣

∣

∣

∣

∣

X=X(x,t)

=: N(X)nµ(X) +Nµ(X) (2.3)

Here nµ is a unit normal vector to Σt, that is gµνn
µnν = s, gµνn

µXν
,a = 0, and Nµ

is tangential. The coefficents of proportionality N and Nµ respectively are called
lapse function and shift vector field. Notice that implicit information about the metric
gµν has been invoked into (2.3), namely we are dealing with spacelike embeddings
and metrics of the above specified signature. The lapse is nowhere vanishing since
for a foliation T must be timelike everywhere. Moreover, we take it to be positive
everywhere as we want a future directed foliation. We need one more property of n: by
the inverse function theorem, the surface Σt can be defined by an equation of the form
f(X) = t = const.. Thus 0 = limǫ→0[f(Xt(x+ǫb))−f(Xt(x)))]/ǫ = baXν

,a(f,µ)X=Xt(x)

for any tangential vector b of σ in x. It follow that up to a normalization the normal
vector is proportional to an exact one-form, nµ = Ff,µ. We now have the choice to
work either on σ or on its image in M , Σ = X(σ) when developing the tensor calculus
of so-called spatial tensor fields. To work on Σ has the advantage that we can compare

2A spacetime manifold M is said to be globally hyperbolic if the following two conditions hold:
(1) For every pair of points p, q ∈ M , D−(p) ∩ D+(q) is compact. Here D±(σ) is the future (past)
of a subset σ of M , that is, the set of all points which can be reached from σ along future (past)
timelike or null curves. (2) “Causality” holds on M (no closed timelike curves exist). Classically,
a more restrictive and technical assumption is required, named strong causality (no “almost closed”
timelike curves exist); but a recent result [91] shows that causality suffices.

In other words, a manifold M is globally hyperbolic if exists a Cauchy surface for M . If there are
no closed timelike curves then, given σ a spacelike surface, if D+(σ) ∪ σ ∪ D−(σ) = M the entire
manifold, then σ is a Cauchy surface. Any surface of constant t in Minkowski space-time is a Cauchy
surface.

A globally hyperbolic spacetime M is topologically isomorphic to I × σ, for some Cauchy surface
σ and some interval I ⊂ R; the metric structure need not respect this decomposition, however.
Essentially, it means that everything that happens on M is determined by the equations of motion,
together with initial data specified on a surface.
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spatial tensor fields with arbitrary tensor fields restricted to Σ because they are both
tensor fields on this subset of M . Moreover, once we have developed tensor calculus
on Σ we immediately have the one on σ by just pulling back tensor fields on Σ to σ via
the embedding. Consider then the following tensor fields, called the first and second
fundamental form of Σ:

qµν := gµν − snµnν , and Kµν := qρµq
σ
ν∇ρnσ (2.4)

where all indices are moved with respect to gµν . The second form is also said “Extrinsic
Curvature”. Both the tensors in (2.4) are “spatial”, i.e. they vanish when either of
their indices is contracted with nµ. A crucial property of Kµν is its symmetry: we
have K[µν] = qρµq

σ
ν ((∇[ρln(F ))nσ] + F∇[µ∇ν]f) = 0 since ∇ is torsion free. From this

fact one derives another useful differential geometric identity by employing the relation
between the covariant differential and the Lie derivative:

2Kµν = qρµq
σ
ν (2∇(ρnσ))

= qρµq
σ
ν (Lng)ρσ = qρµq

σ
ν (Lnq + sLnn⊗ n)ρσ

= qρµq
σ
ν (Lnq)ρσ = (Lnq)µν (2.5)

since nµLnqµν = −qµνLnnµ = 0. Using nµ = (Tµ −Nµ)/N we can write (2.5) in the
form

2Kµν =
1

N
(LT−Nq)µν − 2nρqρ(µln(N),ν) =

1

N
(LT−Nq)µν (2.6)

Next we would like to construct a covariant differential associated with the metric
qµν . We would like to stress that this metric is non-degenerate as a bjiection between
spatial tensors only and not as a bijection between arbitrary tensors defined on Σ.
Recall that, by definition, a differential ∇ is said to be covariant with respect to a
metric g (of any signature) on a manifold M if it is 1) metric compatible, ∇g = 0 and
2) torsion free, [∇µ,∇ν ]f = 0, ∀C∞(M). According to a classical theorem, these two
condition fix ∇ uniquely in terms of the Christoffel connection which in turn is defined
by its action on one-forms through ∇µuν := ∂µuν − Γρµνuρ. Since the tensor q is a
metric of euclidean signature on Σ we can thus apply these two conditions to q and we
are looking for a covariant differential D on spatial tensor only such that 1) Dµqνρ = 0
and 2) D[µDν]f = 0 for scalars f . Of course the operator D should preserve the set of

spatial tensor fields. It is easy to verify that Dµf := qνµ∇ν f̃ and Dµuν := qρµq
σ
ν∇ρũσ

for uµn
ν = 0 and extended to arbitrary tensors by linearity and Leibniz rule, does

the job and thus, by the above mentioned theorem, is the unique choice. Here f̃ and
ũ denote arbitrary smooth extensions of f and u respectively into a neighbourhood
of Σ in M , necessary in order to perform the ∇ operation. The covariant differential
is independent of that extension as derivatives not tangential to Σ are projected out
by the q tensor and we will drop the tilde again. We now ask what the Riemann

curvature R
(D)σ
µνρ of D is in terms of that of ∇. To answer this question we need the

second covariant differential of a spatial co-vector uρ which when carefully using the
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definition of D is given by

DµDνuρ = qµ
′

µ q
ν′

ν q
ρ′

ρ ∇µ′Dν′uρ′

= qµ
′

µ q
ν′

ν q
ρ′

ρ ∇µ′qν
′′

ν′ q
ρ′′

ρ′ ∇ν′′uρ′′ (2.7)

The outer derivative hits either a q tensor or ∇u, the latter of which will give rise
to a curvature term. Consider then the ∇q terms. Since ∇ is g compatible we have
∇q = s∇n⊗ n = s[(∇n)⊗ n+ n⊗ (∇n)]. Since all of these terms are contracted with
q tensors and q annihilates n, the only terms that survive are proportional to terms
either in the form

(∇µ′nν′)nρ
′′

(∇ν′′uρ′′) = −(∇µ′nν′)(∇ν′′nρ
′′

)uρ′′ (2.8)

where nµuµ = 0 → ∇v(n
µuµ) = 0 was exploited, or of the form (∇µ′nν′)(∇ν′′uρ′).

Concluding, the only terms that survive from ∇q terms can be transformed into terms
proportional to ∇n ⊗∇n or ∇n ⊗∇u where the ∇n factors, since contracted with q
tensors, can be traded for extrinsic curvature terms (use uµ = qνµuν to do that). It
turns out that the terms proportional to ∇u cancel each other when computing the
antisymmetrized second D derivative of u due to the symmetry of K and we are thus
left with the famous Gauss equation

R(D)σ
µνρ uρ : = 2D[µDν]uρ

= [2sKρ[µK
σ
ν] + qµ

′

µ q
ν′

ν q
ρ′

ρ q
σ
σ′R

(D+1)σ′

µ′ν′ρ′ ]uσ

R(D)
µνρσ = 2sKρ[µKν]σ + qµ

′

µ q
ν′

ν q
ρ′

ρ q
σ′

σ R
(D+1)
µ′ν′ρ′σ′ (2.9)

Using this general formula we can specialize to the Riemann curvature scalar which is
our ultimate concern in view of the Einstein-Hilbert action. Employing the standard
abbreviations K := Kµνq

µν and Kµν = qµρqνσKρσ (notice that indices for spatial
tensors can be moved either with q or with g) we obtain

R(D) = R(D)
µνρσq

µρqνσ

= s[K2 −KµνK
µν ] + qµρqνσR(D+1)

µνρσ (2.10)

Equation (2.10) is not yet quite what we want since it is not yet purely expressed in
terms of R(D+1) alone. However, we can eliminate the second term in (2.10) by using

g = q + sn⊗ n and the definition of curvature R
(D+1)
µνρσ nσ = 2∇[µ∇ν]nρ as follows

R(D+1) = R(D+1)
µνρσ gµρgνσ

= qµρqνσR(D+1)
µνρσ + 2sqρµnν [∇µ,∇ν ]nρ

= qµρqνσR(D+1)
µνρσ + 2snν [∇µ,∇ν ]n

µ (2.11)

where in the first step we used the antisymmetry of the Riemann tensor to eliminate
the term quartic in n and in the second step we used again q = g − sn ⊗ n and the
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antisymmetry in the µν indices. Now

nν([∇µ,∇ν ]n
µ) = −(∇µn

ν)(∇νn
µ) + (∇µn

µ)(∇νn
ν) + ∇µ(n

ν∇νn
µ − nµ∇νn

ν)

and using ∇µs = 2nν∇µnν = 0 we have

∇µn
µ = gµν∇νnµ = qµν∇νnµ = K

(∇µn
ν)(∇νn

µ) = gνσgρµ(∇µnσ)(∇νnρ) = qνσqρµ(∇µnσ)(∇νnρ) = KµνK
µν

(2.12)

Combining (2.10), (2.11) and (2.12) we obtain the Codacci equation

R(D+1) = R(D) − s[KµνK
µν −K2] + 2s∇µ(n

ν∇νn
µ − nµ∇νn

ν). (2.13)

Inserting this differential geometric identity back into the action, the third term in
(2.13) is a total differential which we drop for the time being as one can rederive it
later on when making the variational principle well-defined.

At this point it is useful to pull back various quantities to σ. Consider the D spatial
vextor fields on Σt defined by

Xµ
a (X) := Xµ

,a(x, t)|X(x,t)=X (2.14)

Then we have due to nµX
µ
a = 0 that

qab(t, x) := (Xµ
,aX

ν
,bqµν)(X(x, t)) = gµν(X(t, x))Xµ

,a(t, x)X
ν
,b(t, x) (2.15)

and
Kab(t, x) := (Xµ

,aX
ν
,bKµν)(X(x, t)) = (Xµ

,aX
ν
,b∇µnν)(t, x) (2.16)

Using qab and its inverse qab = ǫaa1..aD−1ǫbb1..bD−1qa1b1 ..qaD−1bD−1
/[det((qcd)) (D−1)!]

we can express qµν , q
µν , qνµ as

qµν(X) = [qab(x, t)Xµ
,aX

µ
,b](x, t)|X(x,t)=X

qνµ(X) = gµρ(X)qρν(X)

qµν(X) = gνρ(X)qρµ(X) (2.17)

To verify that this coincides with our previous defintion q = g − sn⊗ n it is sufficient
to check the matrix elements in the basis given by the vector fields n,Xa. Since for
both definitions n is annihilated we just need to verify that (2.17) when contracted
with Xa ⊗Xb reproduces (2.15) which is indeed the case.

Next we define N(x, t) := N(X(x, t)), ~Na(x, t) := qab(x, t)(Xµ
b gµνN

ν)(X(x, t)). Then
it is easy to verify that

Kab(x, t) =
1

2N
(q̇ab − (L ~Nq)ab)(x, t) (2.18)

where q̇ab = L~T qab. We can now pull back the expressions quadratic in Kµν that
appear in (2.13) using (2.17) and find

K(x, t) = (qµνKµν)(X(x, t)) = (qabKab)(x, t)

(KµνK
µν)(x, t) = (KµνKρσq

µρqνσ)(X(x, t)) = (KabKcdq
acqbd)(x, t)

(2.19)
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Likewise we can pull back the curvature scalar R(D). We have

R(D)(x, t) = (R(D)
µνρσq

µρqνσ)(X(x, t))

= (R(D)
µνρσX

µ
aX

ν
bX

ρ
cX

σ
d )(X(x, t))qac(x, t)qbd(x, t) (2.20)

We would like to show that this expression equals the curvature scalar R as defined
in terms of the Christoffel connection for qab. To see this it is sufficient to compute
(Xµ

aDµF )(X(x, t)) = ∂aF (X(x, t)) =: (Daf)(x, t) with f(x, t) := F (X(x, t)) and with
ua(x, t) := (Xµ

a uµ)(X(x, t)), ua(x, t) = qab(x, t)ub(x, t)

(Daub)(x, t) := (Xµ
aX

ν
bDµuν)(X(x, t))

= Xµ
,a(x, t)X

ν
,b(x, t)(∇µuν)(X(x, t))

= (∂aub)(x, t) −Xµ
,abuµ(X(x, t))

−uc(x, t)Γ(D+1)
ρµν (X(x, t))Xρ

,c(x, t)(X
µ
,a(x, t)X

ν
,b(x, t)

= (∂aub)(x, t) − Γ
(D)
cab (x, t)uc(x, t) (2.21)

where in the last step we have used the explicit expressions of the Christoffel connec-
tions Γ(D+1) and Γ(D) in terms of gµν and qab respectively. Now since every tensor
field W is a linear combination of tensor products of one forms and since Dµ satisfies
the Leibniz rule we easily find (Xµ

aX
ν
b ..DµWν..)(X(x, t)) =: (DaWb..)(x, t) where now

Da denotes the uniqe torsion-free covariant differential associated with qab and Wa.. is
the pull-back of Wµ... In particular, we have Xµ

aX
ν
bX

ρ
cDµDνuρ = DaX

µ
b X

ν
cDµuρ =

DaDbuc from which our assertion follows since

(Rabcdud)(x, t) := ([Da, Db]uc)(x, t) = (Xµ
aX

ν
bX

ρ
c [Dµ, Dν ]uρ)(X(x, t))

= (Xµ
aX

ν
bX

ρ
cX

σ
dR

(D)
µνρσ)(X(x, t))ud(x, t)

(2.22)

From now on we will move indices with the metric qab only.
One now expresses the line element in the new system of coordinates x, t using the

quantities qab, N,N
a (we refrain from displaying the arguments of the components of

the metric)

ds2 = gµνdX
µ ⊗ dXν (2.23)

= gµν(X(t, x))[Xµ
,tdt+Xµ

,adx
a] ⊗ [Xν

,tdt+Xν
,bdx

b]

= gµν(X(t, x))[Nnµdt+Xµ
,a(dx

a +Nadt)] ⊗ [Nnνdt+Xν
,b(dx

b +N bdt)]

= [sN2 + qabN
aN b]dt⊗ dt+ qabN

b[dt⊗ dxa + dxa ⊗ dt] + qabdx
a ⊗ dxb

and reads off the components gtt, gta, gab of X∗g in this frame. Since the volume form
Ω(X) :=

√

|det(g)|dD+1X is covariant, i.e., (X∗Ω)(x, t) =
√

|det(X ∗ g)|dtdDx we
just need to compute det(X∗g) = sN2 det(qab) in order to finally cast the action (2.1)
into D + 1 form. The result is (dropping the total differential in (2.13))

S =
1

κ

∫

R

dt

∫

σ

dDx
√

det(q)|N |(R− s[KabK
ab − (Ka

a )2]) (2.24)
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We could drop the absolute sign for N in (2.24) since we took N positive but we will
keep it for the moment to see what happens if we allow arbitrary sign. Notice that
(2.24) vanishes identically for D = 1, indeed in two spacetime dimensions the Einstein
action is proportional to a topological charge, the so-called Euler characteristic of M
and in what follows we concentrate on D > 1.

We now wish to cast this action into canonical form, that is, we would like to
perform the Legendre transform from the Lagrangean density appearing in (2.24) to
the corresponding Hamiltonian density. The action (2.24) depends on the velocities q̇ab
of qab but not on those of N and Na. Therefore we obtain for the conjugate momenta
(use (2.18) and the fact that R does not contain time derivatives)

1

κ
P ab(t, x) :=

δS

δq̇ab(t, x)
= −s |N |

Nκ

√

det(q)[Kab − qab(Kc
c )]

PN (t, x) :=
δS

δṄ(t, x)
= 0

PNa(t, x) :=
δS

δṄa(t, x)
= 0 (2.25)

The Lagrangean in (2.24) is therefore a singular Lagrangean, one cannot solve all
velocities for momenta. We can solve q̇ab in terms of qab, N,N

a and P ab using (2.18)
but this is not possible for Ṅ , Ṅa, rather we have the so-called primary constraints

PN (t, x) = 0 and PNa(t, x) = 0 (2.26)

According to Dirac’s theory, we are supposing to introduce Lagrange multiplier fields
λ(t, x), λa(t, x) for the primary constraints and to perform the Legendre transform as
usual with respect to the remaining velocities which can be solved for. We have

q̇ab = 2NKab + (L ~Nq)ab

q̇abP
ab = (L ~Nq)abP

ab − 2s|N |
√

det(q)[KabK
ab −K2]

PabP
ab = det(q)(KabK

ab + (D − 2)K2)

P 2 := (P aa )2 = (1 −D)2 det(q)K2 (2.27)

and by means of these formulae we obtain the canonical form of the action (2.24)

κS =

∫

R

dt

∫

σ

dDx{q̇abP ab + λPN + λaPNa −

−[q̇ab(P, q,N, ~N)P ab −
√

det(q)|N |(R− s[KabK
ab −K2])(P, q,N, ~N)]}

κS =

∫

R

dt

∫

σ

dDx{q̇abP ab −

−[q̇ab(P, q,N, ~N)P ab + λPN + λaPNa −
−
√

det(q)|N |(R− s[KabK
ab −K2])(P, q,N, ~N)]}

=

∫

R

dt

∫

σ

dDx{q̇abP ab −
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−[(L ~Nq)abP
ab + λPN + λaPNa −

−
√

det(q)|N |(R+ s[KabK
ab −K2])(P, q,N, ~N)]}

=

∫

R

dt

∫

σ

dDx{q̇abP ab −

−[(L ~Nq)abP
ab + λPN + λaPNa +

+|N |(− s
√

det(q)
[PabP

ab − 1

D − 1
P 2] −

√

det(q)R)]}

Upon performing a spatial integration by parts (whose boundary term vanishes since
∂σ = ∅) one can cast it into the following more compact form

S =
1

κ

∫

R

dt

∫

σ

dDx{q̇abP ab − [λPN + λaPNa +NaHa + |N |H]} (2.28)

where

Ha := −2qacDbP
bc

H := −(
s

√

det(q)
[qacqbd −

1

D − 1
qabqcd]P

abP cd +
√

det(q)R) (2.29)

are called the (spatial) Diffeomorphism constraint and Hamiltonian constraint respec-
tively, for reasons which we will derive below.

The geometrical meaning of these quantities is as follows :
At fixed t the fields (qab(t, x), N

a(t, x), N(t, x);P ab(x, t), PNa(t, x), PN (t, x)) label po-
ints (configuration;canonically conjugate momenta) in an infinite dimensional phase
space M (or symplectic manifold). Strictly speaking, we should now specify on what
Banach space this manifold is modelled, however, we will be brief here as we are
primarily not interested in the metric formulation of this section but rather in the
connection formulation of the next section where we will give more details. For the
purpose of this subsection it is sufficient to say that we can choose the model space to
be the direct product of the space T2(σ)×T1(σ)×T0(σ) of smooth symmetric covariant
tensor fileds of rank 2, 1, 0 on σ respectively and the space T̃ 2(σ) × T̃ 1(σ) × T̃ 0(σ) of
smooth symmetric contravariant tensor density fields of weight one and of rank 2, 1, 0
on σ respectively, equipped with some Sobolev norm. (The precise functional analytic
description is somewhat more complicated in case that σ has boundary, but can also
be treated). In particular, one shows that the action (2.28) is differentiable in this
topology.

The phase space carries the strong symplectic structure Ω or Poisson bracket

{P (f2), F2(q)} = κF2(f
2), { ~PN (~f1), ~F1( ~N)} = κ~F1(~f

1), {PN (f), F (N)} = κF (f)
(2.30)

(all other brackets vanishing) where we have defined the following pairing, invariant
under diffeomorphisms of σ, e.g.

T̃ 2(σ) × T2(σ) → R; (F2, f
2) → F 2(f2) :=

∫

σ

dDxF ab2 (x)f2
ab(x) (2.31)
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and similar for the other fields. Physicists use the following short-hand notation for
(2.30)

{P ab(t, x), qcd(t, x′)} = κδa(cδ
b
d)δ

(D)(x, y) . (2.32)

In the language of symplectic geometry, the first term in the action (2.28) is a sym-
plectic potential for the symplectic structure (2.30). We now turn to the meaning of
the term in the square bracket in (2.28), that is, the “Hamiltonian”

κH :=

∫

σ

dDx[λPN + λaPNa +NaHa + |N |H] =: ~PN (~λ) + PN (λ) + ~H( ~N) +H(|N |)
(2.33)

of the action and the associated equations of motion.
The variation of the action with respect to the Lagrange multiplier fields ~λ, λ

reproduces the primary constraints (2.26). If the dynamics of the system is to be
consistent, then these constraints must be preserved under the evolution of the system,
that is, we should have e.g. ṖN (t, x) := {H, PN (t, x)} = 0 for all x ∈ σ, or equivalently,
ṖN (f) := {H, PN (f)} = 0 for all (t-independent) smearing fields f ∈ T0(σ). However,
we do not get zero but rather

{ ~PN (~f),H} = ~H(~f) and {PN (f),H} = H((
N

|N |f) (2.34)

which is supposed to vanish for all f, ~f . Thus, consistency of the equations of motion
ask us to impose the secondary constraints

H(x, t) = 0 and Ha(x, t) = 0 (2.35)

for all x ∈ σ. Since these two functions appear next to the P, PNa in (2.33), in general
relativity the “Hamiltonian” is constrained to vanish! General relativity is an example
of a so-called constrained Hamiltonian system with no true Hamiltonian. The reason
for this will become evident in a moment.

Now one might worry that imposing consistency of the secondary constraints under
evolution results in tertiary constraints etc., but fortunately, this is not the case.
Consider the smeared quantities H(f), ~H(~f), we obtain

{H, ~H(~f)} = ~H(L ~N
~f) −H(L~f |N |)

{H, H(f)} = H(L ~Nf) + ~H( ~W (|N |, f, q)) (2.36)

where ~W (f, f ′, q)a = qab(ff ′,b − f ′f,b). Equations (2.36) are equivalent to the Dirac
algebra:

{ ~H(~f), ~H(~f ′)} = κ ~H(L~f
~f ′)

{ ~H(~f), H(f))} = κH(L~ff)

{H(f), H(f ′))} = κ ~H( ~N(f, f ′, q)) (2.37)

also called the hypersurface deformation algebra. The meaning of (2.34,2.37) is that
the constraint surface M of M, the submanifold of M where the constraints hold,
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is preserved under the motions generated by the constraints. In the terminology of
Dirac, all constraints are of first class (determine coisotropic constraint submanifolds
of M) rather than of second class (determine symplectic constraint submanifolds of
M).

It remains to study the equations of motion of the canonical coordinates on the

phase space themselves. Since ṖN = H |N |
N , ṖNa = Ha, it remains to study those

of N,Na, qab, P
ab. For shift and lapse we obtain Ṅa = λa, Ṅ = λ. Since λa, λ are

arbitrary, unspecified functions we see that also the trajectory of lapse and shift is
completely arbitrary. Moreover, the equations of motion of qab, P

ab are completely
unaffected by the term ~PN (~λ)+PN (λ) in H. It is therefore completely straightforward
to solve the equations of motion as far as N,Na are concerned : Simply treat N,Na

as Lagrange multipliers and drop all terms proportional to PN , PNa from the action
(2.28). The result is the reduced action

S =
1

κ

∫

R

dt

∫

σ

dDx{q̇abP ab − [NaHa + |N |H]} (2.38)

called the Arnowitt – Deser – Misner action. It is straightforward to check that as far
as qab, P

ab are concerned, the actions (2.28) and (2.38) are completely equivalent.
The equations of motion of qab, P

ab then finally allow us to interpret the motions
that the constraints generate on M geometrically. Since the reduced Hamiltonian
(using the same symbol as before)

H =
1

κ

∫

σ

dDx[NaHa + |N |H] (2.39)

is a linear combination of constraints we obtain the equations of motion once we know
the Hamiltonian flow of the functions ~H(~f), H(f) for any ~f, f separately. Denoting,
for any function J on M,

δ~fJ := { ~H(~f), J} and δfJ := {H(f), J} (2.40)

it is easiest to begin with the corresponding equations for J = F2(q) since upon inte-

gration by parts we have ~H(~f) =
∫

dDxP ab(L~fq)ab so that both constraint functions

are simple polynomials in P ab not involving their derivatives. We then readily find

δ~fF2(q) = κF2(L~fq)

δfF2(q) = −2sκ

∫

σ

dDx
Pab − Pqab/(D − 1)

√

det(q)
F ab2 f (2.41)

Using the relations (2.25), (2.18) the second identity in (2.41) can be written as

δ|N |qab = 2NκKab = κ(q̇ab − (L ~Nq)ab)

In order to interprete this quantity, notice that the components of nµ in the frame
t, xa are given by nt = nµX

µ
,t = sN, na = nµX

µ
,a = 0. In order to compute the

contravariant components nµ in that frame we need the corresponding contravariant
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metric components. From (2.23) we find the covariant components to be gtt = sN2 +
qabN

aN b, gta = qabN
b, gab = qab so that the inverse metric has components gtt =

s/N2, gta = −sNa/N2, gab = qab + sNaN b/N2. Thus nt = 1/N, na = −Na/N and
since qat = qtt = 0 we finally obtain

δ|N |F2(q) = κF2(LNnq) (2.42)

which of course we guessed immediately from the D + 1 dimensional identiy (2.6).
Concluding, as far as qab is concerned, Ha generates on all of M diffeomorphisms of
M that preserve Σt while H generates diffeomorphisms of M orthogonal to Σt.

The corresponding computation for P (f2) is harder due to the curvature term
involved inH and due to the fact that the identity corresponding to (2.42) holds only on

shell, that is, when the (vacuum) Einstein equations G
(D+1)
µν := R

(D+1)
µν − gµν

2 R(D+1) =

0 hold. The variation with respect to ~H(~f) = −
∫

σ
dDxqab(L~fP )ab (notice that P ab

carries density weight one to verify this identity) is still easy and yields the expected
result

δ~fP (f2) = κ(L~fP )(f2) (2.43)

We will now describe the essential steps for the analog of (2.42). The ambitious reader
who wants to fill in the missing steps should expect to perform at least one A4 page
of calculation in between each of the subsequent formulae.
We start from formula (2.29). Then

{H(|N |), P ab} =
δH(|N |)
δqab

=
s|N |

√

det(q)
[2(P acP bc − P abP/(D − 1)) − qab

2
(P cdPcd − P 2/(D − 1))]

+
δ

δqab

∫

dDx|N |
√

det(q)R (2.44)

where the second term comes from the
√

det(q)
−1

factor and we used the well-known
formula δ det(q) = det(q)qabδqab. To perform the remaining variation in (2.44) we
write

δ
√

det(q)R = [δ
√

det(q)]R+
√

det(q)[δqab]Rab +
√

det(q)qab[δRab]

use δδab = δ[qacqcb] = 0 in the second variation and can simplify (2.44)

{H(|N |), P ab} =
2s|N |
√

det(q)
[2(P acP bc − P abP/(D − 1)] +

qab|N |H
2

+

+ |N |
√

det(q)(qabR−Rab) +

+

∫

dDx|N |
√

det(q)qcd
δ

δqab
Rcd (2.45)

The final variation is the most difficult one since Rcd contains second derivatives of
qab. Using the explicit expression of Rabcd in terms of the Christoffel connection Γcab
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and observing that, while the connection itself is not a tensor, its variation in fact is
a tensor, we find after careful use of the definition of the covariant derivative

qcdδRcd = qcd[−DcδΓ
e
ed +DeδΓ

e
cd] (2.46)

We now use the explicit expression of Γabc in terms of qab and find

δΓabc =
qad

2
[Dcδqbd +Dbδqcd −Ddδqbc] (2.47)

Next we insert (2.46) and (2.47) into the integral appearing in (2.45) and integrate
by parts two times using the fact that for the divergence of a vector va we have
√

det(q)Dav
a = Da(

√

det(q)va) = ∂a(
√

det(q)va) (no boundary terms due to ∂σ = ∅)
and find

∫

dDx|N |
√

det(q)qcdδRcd =

∫

dDx
√

det(q)qcd[(Dc|N |)δΓeed − (De|N |)δΓecd]

=

∫

dDx
√

det(q)qcdqef [(Dc|N |)(Ddδqef ) − (De|N |)(Dcδqdf )]

=

∫

dDx
√

det(q)[−(DcD
c|N |)qab + (DaDb|N |)]δqab (2.48)

Collecting all contributions we obtain the desired result

{H(|N |), P ab} =
2s|N |
√

det(q)
[2(P acP bc − P abP/(D − 1)] + +

qab|N |H
2

+|N |
√

det(q)(qabR−Rab) +
√

det(q)[−(DcD
c|N |)qab − (DaDb|N |)]

(2.49)

which does not look at all as LNnP ab !
In order to compute LNnP ab we need an identity for LNnKµν = NLnKµν which

we now derive. Using the definition of the Lie derivative in terms of the covariant
derivative ∇µ and using g = q + sn⊗ n one finds first of all

LnKµν = −KKµν + 2KρµK
ρ
ν + [∇ρ(n

ρKµν) + 2sKρ(µnν)∇nn
ρ] (2.50)

Using the Gauss equation (2.9) we find for the Ricci tensor R
(D)
µν the following equation

(use again g = q + sn⊗ n and the defintion of curvature as R = [∇,∇])

R(D+1)
ρσ qρµq

σ
ν −R(D)

µν = s[−KµνK +KµρK
ρ
ν + qρµq

σ
νn

λ[∇ρ,∇λ]nσ] (2.51)

We claim that the term in square brackets on the right hand side of (2.50) equals (−s)
times the sum of the left hand side of (2.51) and the term −s(DµDνN)/N . In order to
prove this we manipulate the commutator of covariant derivatives appearing in (2.51)
making use of the definition of the extrinsic curvature. One finds

qρµq
σ
νn

λ[∇ρ,∇λ]nσ]

= qρµq
σ
νn

λ(∇ρ∇λnσ) +KKµν −∇ρ(n
ρKµν)

−s(∇nn
ρ)nνKµρ − s(∇n(nµn

ρ))(∇ρnν) (2.52)
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Using this identity we find for the sum of the term in square brackets on the right
hand side of (2.50) and s times the sum of the right hand side of (2.51) the expression
(dropping the obvious cancellations)

KµρK
ρ
ν + qρµq

σ
νn

λ(∇ρ∇λnσ) + s[Kρνnµ(∇nn
ρ) − (∇n(nµn

ρ))(∇ρnν)]

= KµρK
ρ
ν + qρµq

σ
νn

λ(∇ρ∇λnσ) + s[nµ(∇nn
ρ){qσρ − δσρ }(∇σnν) − (∇nnµ)(∇nnν)]

= KµρK
ρ
ν + qρµq

σ
ν (∇ρ∇nnσ) − qρµq

σ
ν (∇ρn

λ)(∇λnσ) − s(∇nnµ)(∇nnν)

= +qρµq
σ
ν (∇ρ∇nnσ) − s(∇nnµ)(∇nnν) (2.53)

where in the second step it has been used that the curly bracket vanishes since it is
proportional to nρ and contracted with the spatial vector ∇nn

ρ, in the third step we
moved ∇λ inside a covariant derivative and picked up a correction term and in the
fourth step one realizes that this correction term is just the negative of the first term
using that Kµν = qρµ∇ρnν . Our claim is equivalent to showing that the last line of
(2.53) is indeed given by −s(DµDνN)/N .
To see this notice that if the surface Σt is defined by t(X) = t = const. then 1 = Tµ∇µt.
Since ∇µt is orthogonal to Σt we have nµ = sN∇µt as one verifies by contracting with
Tµ and thus N = 1/(∇nt). Thus

DµN = −N2Dµ(∇nt) = −N2qνµn
ρ(∇ρ∇νt)

= −sN(∇nnν) = −sN∇nnµ (2.54)

where in the first step we interchanged the second derivative due to torsion freeness and
could pull nρ out of the second derivative because the correction term is proportional
to nρ∇nρ = 0 and in the second we have pulled in a factor of N , observed that the
correction is annihilated by the projection, used once more sN∇t = n and finally used
that ∇nnν is already spatial. The second derivative then gives simply

DµDνN = = −s(DµN)∇nnν − sNqρµq
σ
ν∇ρ∇nnσ

= N(∇nnµ)(∇nnν) − sNqρµq
σ
ν∇ρ∇nnσ (2.55)

which is indeed N times (2.53) as claimed. Notice that in (2.55) we cannot replace
N by |N | if N is not everywhere positive so the interpretation that we are driving at
would not hold if we would not set N = |N | everywhere. It is at this point that we
must take N positive in all that follows.
We have thus established the key result

LNnKµν = N(−KKµν + 2KρµK
ρ
ν ) − s[DµDνN

+N(R(D+1)
ρσ qρµq

σ
ν −R(D)

µν )] (2.56)

In order to finish the calculation for LNnPµν we need to know LNn
√

det(q),LNnqµν .
So far we have defined det(q) in the ADM frame only, its generalization to an arbirtrary
frame is given by

det((qµν)(X)) :=
1

D!
[(∇µ0t)(X)ǫµ0..µD ][(∇ν0t)(X)ǫν0..νD ]qµ1ν1(X)..qµDνD

(X) (2.57)
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as one can check by specializing to the ADM coordinates Xµ = t, xa. Here ǫµ0..µD is
the metric independent, totally skew Levi-Civita tensor density of weight one. One
can verify that with this definition we have det(g) = sN2 det(q) by simply expanding
g = q + sn ⊗ n. It is important to see that LT∇µt = LN∇µt = 0 from which then
follows immediately that

LNn
√

det(q) =
1

2

√

det(q)qµνLNnqµν = N
√

det(q)K (2.58)

where (2.6) has been used. Finally, using once more (2.54) we find indeed

LNnqµν = −qµρqνσLNnqρσ = −2NKµν (2.59)

We are now in position to compute the Lie derivative of Pµν = −s
√

det(q)[qµρqνσ −
qµνqρσ]Kρσ. Putting all six contributions carefully together and comparing with (2.49)
one finds the non-trivial result

{H(N), Pµν} =
qµνNH

2
−N

√

det(q)[qµρqνσ − qµνqρσ]R(D+1)
ρσ

+LNnPµν (2.60)

that is, only on the constraint surface and only when the (vacuum) equations of motion
hold, can the Hamiltonian flow of Pµν with respect to H(N) be interpreted as the
action of a diffeomorphism in the direction perpendicular to Σt. Now, using again the
definition of curvature as the commutator of covariant derivatives it is not difficult to
check that

Gµνn
µnν =

sH

2
√

det(q)

Gµνn
µqνρ = − sHρ

2
√

det(q)
(2.61)

so that the constraint equations actually are equivalent to D+ 1 of the Einstein equa-
tions. Since (2.60) contains besides H all the spatial projections of Gµν we see that
our interpretation of {H(N), Pµν} holds only on shell, Gµν = 0.
This finishes our geometric analysis of the Hamiltonian flow of the constraints which
shows that the symmetry group of spacetime diffeomorphisms Diff(M) of Einstein’s
action is faithfully implemented in the canonical framework, although in a not very
manifest way (more precisely, it is only a subset of those symmetries generated by
the Lie algebra of the theory symmetry group). The importance of this result cannot
be stressed enough: It is often said that every (D + 1)− diffeomorphism invariant
quantity should be a Dirac observable since Diff(M) is the symmetry of the Einstein-
Hilbert action. But this would mean that any higher derivative theory (containing
arbitrary scalars built from polynomials of the curvature tensor) would also have the
same Dirac observables, meaning that to be an observable would be theory indepen-
dent. The catch is that (D + 1)dimensional diffeomorphism invariance is not only a
kinematical statement but involves the theory dependent dynamics. The fact that the
motions generated by the constraints can be interpreted as spacetime diffeomorphisms
only on (the theory dependent) shell spells this out in a precise way.
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What do these considerations tell us? The Hamiltonian of general relativity is
not a true Hamiltonian but a linear combination of constraints. Rather than gener-
ating time translations it generates spacetime diffeomorphisms. Since the parameters
of these diffeomorphisms, N,Na are completely arbitrary unspecified functions, the
corresponding motions on the phase space have to be interpreted as gauge transforma-
tions. This is quite similar to the gauge motions generated by the Gauss constraint in
Maxwell theory. The basic variables of the theory, qab, P

ab are not observables of the
theory because they are not gauge invariant. Let us count the number of kinematical
and dynamical (true) degrees of freedom : The basic variables are both symmetric
tensors of rank two and thus have D(D + 1)/2 independent components per spatial
point. There are D + 1 independent constraints so that D + 1 of these phase space
variables can be eliminated. D+ 1 of the remaining degrees of freedom can be gauged
away by a gauge transformation leaving us with D(D+1)−2(D+1) = (D−2)(D+1)
phase space degrees of freedom or (D − 2)(D + 1)/2 configuration space degrees of
freedom per spatial point. For D = 3 we thus recover the two graviton degrees of
freedom.

The further classical analysis of this system could now proceed as follows :
1) One determines a complete set of gauge invariant observables on the constraint sur-
face M and computes the induced symplectic structure Ω on the so reduced symplectic
manifold M̂. Equivalently, one obtains the full set of solutions to the equations of mo-
tion, the set of Cauchy data are then the searched for observables. This programme of
“symplectic reduction” could never be completed due to the complicated appearance
of the Hamiltonian constraint. In fact, until today one does not know any observable
for full general relativity.
2) One fixes a gauge and solves the constraints. Years of research in the field of solv-
ing the Cauchy problem for general relativity reveal that such a procedure works at
most locally, that is, there do not exist, in general, global gauge conditions. This is
reminiscent of the Gribov problem in non-Abelian Yang-Mills theories.

In summary, general relativity can be cast into Hamiltonian form, however, its
equations of motion are complicated non-linear partial differential equations of second
order and very difficult to solve. Nevertheless, the Cauchy problem is well-posed and
the classical theory is consistent up to the point where singularities (e.g. black holes)
appear. This is one instance where it is expected that the classical theory is unable
to describe the system appropriately any longer and that the more exact theory of
quantum gravity must take over in order to remove the singularity. This is expected
to be quite in analogy to the case of the hydrogenium atom whose stability was a
miracle to classical electrodynamics but was easily explained by quantum physics.
Of course, the quantum theory of gravity is expected to be even harder to handle
mathematically than the classical theory, however, as a zeroth step an existence proof
would already be a triumph. Notice that up to date a similar existence proof for, say,
QCD is lacking as well.
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2.2 Estension of the ADM phase space

We would like to consider the phase space described in section 2.1 as the symplectic
reduction of a larger symplectic manifold with coisotropic constraint surface. One de-
fines a so-called co-D-bein field eia on σ where the indices i, j, k, .. take values 1, 2, .., D.
The D-metric is expressed in terms of eia as

qab := δjke
j
ae
k
b . (2.62)

Notice that this relation is invariant under local SO(D) rotations eia → Oije
j
a and

we therefore can view eia, for D = 3, as an su(2)-valued one-form (recall that the
adjoint representation of SU(2) on its Lie algebra is isomorphic with the defining
representation of SO(3) on R3 under the isomorphism R3 → su(2); vi → viτi where
τi is a basis of su(2). This observation makes it already obvious that we have to get
rid of the D(D− 1)/2 rotational degrees of freedom sitting in eia but not in qab. Since
the Cartan-Killing metric of so(D) is just the Euclidean one we will in the sequel drop
the δij and also do not need to care about index positions.

Next we introduce yet another, independent one form Ki
a on σ which for D = 3 we

also consider as su(2) valued and from which the extrinsic curvature is derived as

−2sKab := sgn(det((eia)))K
i
(ae

i
b) . (2.63)

We see immediately that Ki
a cannot be an arbitrary D × D matrix but must satisfy

the constraint

Gab := Kj
[ae

j
b] = 0 (2.64)

since Kab was a symmetric tensor field. With the help of the quantity

Eaj :=
1

(D − 1)!
ǫaa1..aD−1ǫjj1..jD−1

ej1a1
..ejD−1
aD−1

(2.65)

one can equivalently write (2.64) in the form

Gjk := Ka[jE
a
k] = 0 (2.66)

Consider now the following functions on the extended phase space

qab := EjaE
j
b |det((Ecl ))|2/(D−1), P ab := |det((Ecl ))|−2/(D−1)EakE

d
kK

j
[dδ

b
c]E

c
j (2.67)

where Eja is the inverse of Eaj . It is easy to see that when Gjk = 0, the functions (2.67)
precisely reduce to the ADM coordinates. Inserting (2.67) into (2.29) we can also
write the diffeomorphism and Hamiltonian constraint as functions on the extended
phase space which one can check to be explicitly given by

Ha := −Db[K
j
aE

b
j − δbaK

j
cE

c
j ]

H := − s

4
√

det(q)
(Kl

aK
j
b −Kj

aK
l
b)E

a
jE

b
l −

√

det(q)R (2.68)
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where
√

det(q) := |det((Eaj ))|1/(D−1) and qab = EajE
b
j/det(q) by which R = R(q) is

considered as a function of Eaj . Notice that, using (2.63), (2.65), expressions (2.68)
indeed reduce to (2.29) up to terms proportional to Gjk.

Let us equip the extended phase space coordinatized by (Ki
a, E

a
i ) with the sym-

plectic structure (formally, that is without smearing) defined by

{Eaj (x), Ebk(y)} = {Kj
a(x),K

k
b (y)} = 0, {Eai (x),Kj

b (y)} = κδab δ
j
i δ(x, y) (2.69)

We claim now that the symplectic reduction with respect to the constraint Gjk of the
constrained Hamiltonian system subject to the constraints (2.66), (2.67) results pre-
cisely in the ADM phase space of section 2.1 together with the original diffeomorphism
and Hamiltonian constraint.

To prove this statement we first of all define the smeared “rotation constraints”

G(Λ) :=

∫

σ

dDxΛjkKajE
a
k (2.70)

where ΛT = −Λ is an arbitrary antisymmetric matrix, that is, an so(D) valued scalar
on σ. They satisfy the Poisson algebra, using (2.69)

{G(Λ), G(Λ′)} = G([Λ,Λ′]) (2.71)

in other words, G(Λ) generates infinitesimal SO(D) rotations as expected. Since the
functions (2.67) are manifestly SO(D) invariant by inspection they Poisson commute
with G(Λ), that is, they comprise a complete set of rotational invariant Dirac observ-
ables with respect to G(Λ) for any Λ. As the constraints defined in (2.68) are in turn
functions of these, G(Λ) also Poisson commutes with the constraints (2.68) whence
the total system of constraints consisting of (2.70), (2.68) is of first class.

Finally we must check that Poisson brackets among the qab, P
cd, considered as the

functions (2.67) on the extended phase space with symplectic structure (2.69), is equal
to the Poisson brackets of the ADM phase space (2.30, at least when Gjk = 0. Since
qab is a function of Eaj only it is clear that {qab(x), qcd(y)} = 0. Next we have

κ{P ab(x), qcd(y)} = (
1

2
[qa(eqbf) − qabqef ]Ejf )(x){Kj

e(x), (|det(E)|2/(D−1)EkcE
k
d )(y)}

= (
1

2
[qa(eqbf) − qabqef ]Ejf )(x)[

2

D − 1
qcd(x)

{Kj
e(x), |det(E)|(y)}
|det(E)|(x)

+2(det(q)Ek(c(x){Kj
e(x), E

k
d)(y)}]

= ([qa(eqbf) − qabqef ][− 1

D − 1
qcdqef + qe(cqd)f ])(x)δ(x, y)

= δa(cδ
b
d)δ(x, y) (2.72)

where we used δE−1 = −E−1δEE−1, [δ|det(E)|]/|det(E)| = [δ det(E)]/det(E) =
EjaδE

a
j . The final Poisson bracket is the most difficult one. By carefully inserting the

definitions, making use of the relations Eaj = det(e)eaj , E
j
a = eja det(e), eaj = qabejb at
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various steps one finds after two pages of simple but tedious algebraic manipulations
that

{P ab(x), P cd(y)} = −det(e)

8
[qbcGad + qbdGac + qacGbd + qadGbc](x)δ(x, y) (2.73)

where Gab = qacqbdGcd and so (2.73) vanishes only at Gab = 0.
Let us summarize : The functions (2.67) and (2.68) reduce at Gjk = 0 to the

corresponding functions on the ADM phase space, moreover, their Poisson brackets
among each other reduce at Gjk = 0 to those of the ADM phase space. Thus, as far
as rotationally invariant observables are concerned, the only ones we are interested
in, both the ADM system and the extended one are completely equivalent and we
can as well work with the latter. This can be compactly described by saying that
the symplectic reduction with respect to Gjk of the constrained Hamiltonian system
described by the action

S :=
1

κ

∫

R

dt

∫

σ

dDx(K̇j
aE

a
j − [−ΛjkGjk +NaHa +NH]) (2.74)

is given by the system described by the ADM action of section (2.1). Notice that,
in accordance with what we said before, there is no claim that the Hamiltonian flow
of Kj

a, E
a
j with respect to Ha, H is a spacetime diffeomorphism. However, since the

Hamiltonian flow of H,Ha on the constraint surface Gjk = 0 is the same as on the
ADM phase space for the gauge invariant observables qab, P

ab, a representation of
Diff(M) is still given on the constraint surface of Gjk = 0.

Canonical Transformation on the Extended Phase Space

Up to now we could work with arbitrary D ≥ 2, however, what follows works only
for D = 3. First we introduce the notion of the spin connection which is defined as
an extension of the spatial covariant derivative Da from tensors to generalized tensors
with so(D) indices. One defines

Daub..vj := (Daub)..vj + ..+ ub..(Davj) where Davj := ∂avj + Γajkv
k (2.75)

extends by linearity and requires that Da is compatible with eja, that is

Dae
j
b = 0 ⇒ Γajk = −ebk[∂aejb − Γcabe

j
c] (2.76)

Obviously Γa takes values in so(D), that is, (2.76) defines an antisymmetric matrix.
Our aim is now to write the constraint Gjk in such a form that it becomes the

Gauss constraint of an SO(D) gauge theory, that is, we would like to write it in the
form Gjk = (∂aE

a + [Aa, E
a])jk for some so(D) connection A. It is here where D = 3

is singled out : What we have is an object of the form Eaj which transforms in the
defining representation of SO(D) while Eajk transforms in the adjoint representation
of SO(D). It is only for D = 3 that these two are equivalent. Thus from now on we
take D = 3.

The canonical transformation that we have in mind consists of two parts : 1) A
constant Weyl (rescaling) transformation and 2) an affine transformation.
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Constant Weyl Transformation

Observe that for any finite complex number β 6= 0, called the Immirzi parameter,
the following rescaling (Kj

a, E
a
j ) 7→ ((β)Kj

a := βKj
a,

(β)Eaj := Eaj /β) is a canonical
transformation (the Poisson brackets (2.69) are obviously invariant under this map).
We will use the notation K = K(1), E = K(1). In particular, for the rotational con-
straint (which we write in D = 3 in the equivalent form)

Gj = ǫjklKakE
a
l = ǫjkl(

(β)Kk
a )((β)Eal ) (2.77)

is invariant under this rescaling transformation. We will consider the other two con-
straints (2.68) in a moment.

Affine Transformation

We notice from (2.76) that DaE
b
j = 0. In particular, we have

DaE
a
j = [DaE

a]j + Γaj
kEak = ∂aE

a
j + ǫjklΓ

k
aE

a
l = 0 (2.78)

where the square bracket in the first identity means that D acts only on tensorial
indices which is why we could replace D by ∂ as Eaj is an su(2) valued vector den-
sity of weight one. We also used the isomorphism between antisymmetric tensors of
second rank and vectors in Euclidean space to define Γa =: ΓlaTl where (Tl)jk = ǫjlk
are the generators of so(3) in the defining – or, equivalently, of su(2) in the adjoint
representation if the structure constants are chosen to be ǫijk. Next we explicitly solve
the spin connection in terms of Eaj from (2.76) by using the explicit formula for Γabc
and find

Γia =
1

2
ǫijkebk[e

j
a,b − ejb,a + ecje

l
ae
l
c,b] (2.79)

=
1

2
ǫijkEbk[E

j
a,b − Ejb,a + EcjE

l
aE

l
c,b] +

1

4
ǫijkEbk[2E

j
a

(det(E)),b
det(E)

− Ejb
(det(E)),a

det(E)
]

where in the second line we used that det(E) = [det(e)]2 in D = 3. Notice that the
second line in (2.79) explicitly shows that Γja is a homogenous rational function of
degree zero of Eaj and its derivatives. Therefore we arrive at the important conclusion
that

((β)Γja) := Γja(
(β)E) = Γja = Γja(

(1)E) (2.80)

is itself invariant under the rescaling transformation. This is obviously also true for the
Chritoffel connection Γabc since it is a homogenous rational function of degree zero in qab
and its derivatives and qab = det(E)EjaE

j
b 7→ ((β)qab) = β((1)qab). Thus the derivative

Da is, in fact, independent of β and we therefore have in particular Da(
(β)Eaj ) = 0.

We can then write the rotational constraint in the form

Gj = 0 + ǫjkl(
(β)Kk

a )((β)Eal ) = ∂a(
(β)Eaj ) + ǫjkl[Γ

j
a + ((β)Kk

a )]((β)Eal ) =: (β)Da
(β)Eaj
(2.81)
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This equation suggests to introduce the new connection

((β)Aja) := Γja + ((β)Kj
a) (2.82)

This connection could be called the Sen – Ashtekar – Immirzi – Barbero connection
(names in historical order) for the historical reasons mentioned in the beginning of this
section. More precisely the Sen connection arises for β = ±i, Gj = 0, the Ashtekar con-
nection for β = ±i, the Immirzi connection for complex β and the Barbero connection
for real β. For simplicity we will refer to it as the new connection which now replaces
the spin-connection Γja and gives rise to a new derivative (β)Da acting on generalized
tensors as the extension by linearity of the basic rules (β)Davj := ∂avj + ǫjkl(

(β)Aka)vl
and (β)Daub := Daub. Notice that (2.81) has precisely the structure of a Gauss law
constraint for an SU(2) gauge theory although (β)A qualifies as the pull-back to σ by
local sections of a connection on an SU(2) fibre bundle over σ only when β is real.
Henceforth we will call Gj the Gauss constraint.
Given the complicated structure of (2.79) it is quite surprising that the variables
((β)A,(β)E) form a canonically conjugate pair, that is

{(β)Aja(x),
(β)Akb (y)} = {(β)Eaj (x),

(β)Ebk(y)} = 0, {(β)Eaj (x),
(β)Ajb(y)} = κδab δ

k
j δ(x, y)

(2.83)
This is the key feature for why these variables are at all useful in quantum theory :
If we would not have such a simple bracket structure classically then it would be very
hard to find Hilbert space representations that turn these Poisson bracket relations
into canonical commutation relations.
To prove (2.83) by means of (2.69) (which is invariant under replacingK,E by (β)K,(β)E)
we notice that the only non-trivial relation is the first one since {Eaj (x),Γkb (y)} = 0.
That relation is explicitly given as

β[{Γja(x),Kk
b (y)} − {Γkb (y),Kj

a(x)}] = βκ[
δΓja(x)

δEbk(y)
− δΓkb (y)

δEaj (x)
] = 0 (2.84)

which is just the integrability condition for Γja to have a generating potential F . A
promising candidate for F is given by the functional

F =

∫

σ

d3xEaj (x)Γ
a
j (x) (2.85)

since if (2.84) holds we have

δF

δEaj (x)
− Γja(x) =

∫

d3yEbk(y)
δΓkb (y)

δEaj (x)
=

∫

d3yEbk(y)
δΓja(x)

δEbk(y)

=
1

κ
{Γja(x),

∫

d3yKk
b (y)Ebk(y)} = 0 (2.86)

because the function
∫

d3yKk
b (y)Ebk(y) is the canonical generator of constant scale

transformations under which Γja is invariant as already remarked above. To show that
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F is indeed a potential for Γja we demonstrate (2.86) in the form
∫

d3xEaj (x)δΓ
j
a(x) = 0.

Starting from (2.79) we have (using δejae
b
j = δejbe

b
k = 0 repeatedly)

eai δΓ
i
a =

1

2
ǫijk det(e)eai δ(e

b
k[e

j
a,b − ejb,a + ecje

l
ae
l
c,b])

=
1

2
ǫijk det(e)[eai δ(e

b
k(e

j
a,b − ejb,a)) + δ(ebke

c
je
i
c,b) − (δeai )e

c
je
l
ae
b
ke
l
c,b]

=
1

2
ǫijk det(e)[eai δ(e

b
k(e

j
a,b − ejb,a)) + δ(ebke

a
j e
i
a,b) + (δela)e

a
i e
c
je
b
ke
l
c,b]

=
1

2
ǫijk det(e)[δ(eai e

b
k(e

j
a,b − ejb,a) + ebke

a
j e
i
a,b) − (δeai )e

b
k(e

j
a,b − ejb,a) +

+(δela)e
a
i e
c
je
b
ke
l
c,b]

=
1

2
ǫijk det(e)[δ(ebk(e

a
j e
i
a,b + eai e

j
a,b) − eai e

b
ke
j
b,a)) + (δebk)e

a
i e
j
b,a + (δeai )e

b
ke
j
b,a

+(δela)e
a
i e
c
je
b
ke
l
c,b]

= −1

2
ǫabc[ejcδe

j
b,a − (δeja)e

j
c,b]

= −1

2
ǫabc∂a[(δe

j
b)e

j
c] (2.87)

From the first to the second line we pulled eai into the variation of the the third term
of δΓai resulting in a correction proportional to δeia, in the next line we relabelled
the summation index c into a in the third term and traded the variation of eai for
that of ela in the fourth term, in the next line we pulled again eai inside a variation
resulting in altogether six terms, in the next line we collected the total variation terms
and reordered them and in the fourth term we relabelled the summation indices a, b
into b, a and i, k into k, i resulting in a minus sign from the ǫijk, in the next line we
realized that the first two terms are symmetric in i, j which thus drop out due to
the ǫijk and that the eai and ebk variation pieces of the third term cancel against the
fourth and fifth term, in the next line we made use of the relations det(e)ǫijkebje

c
k =

ǫabceia,det(e)ǫijkeai e
b
je
c
k = ǫabc and relabelled j for l and in the last line finally we

relabelled a for b in the second term resulting in a minus sign and allows us to write
the whole thing as a derivative. It follows that

∫

σ

d3xEaj δΓ
j
a = −1

2

∫

σ

d3x∂a(ǫ
abcδejbe

j
c) =

1

2

∫

∂σ

dSaǫ
abcejbδe

j
c (2.88)

which vanishes since ∂σ = ∅. If σ has a boundary such as spatial infinity then the
boundary conditions such as imposing eja to be an even function on the asymptotic
sphere under Cartesian coordinate reflection guarantee vanishing of (2.88) as well.

It remains to write the constraints (2.68) in terms of the variables (β)A,(β)E. To
that end we introduce the curvatures

Rjab := 2∂[aΓ
j
]a + ǫjklΓ

k
aΓ

l
b

(β)F jab := 2∂[a
(β)Ajb] + ǫ

(β)
jklA

k
a

(β)Alb (2.89)
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whose relation with the covariant derivatives is given by [Da, Db]vj = Rabjlv
l =

ǫjklR
k
abv

l and [(β)Da,
(β)Db]vj =(β) Fabjlv

l = ǫjkl
(β)F kabv

l. Let us expand (β)F in
terms of Γ and (β)K

(β)F jab = Rjab + 2βD[aK
j
b] + β2ǫjklK

j
aK

k
b (2.90)

Contracting with (β)E yields

(β)F jab
(β)Ebj =

RjabE
b
j

β
+ 2D[a(K

j
b]E

b
j ) + βKj

aGj (2.91)

where we have used the Gauss constraint in the form (2.77). We claim that the first
term on the right hand side of (2.91) vanishes identically. To see this we first derive
from (2.76), due to torsion freeness of the Christoffel connection in the language of
forms, the algebraic Bianchi identity

dxa ∧ dxbDae
j
b = dej + Γjk ∧ ek = 0

⇒ 0 = −d2ej = dΓjk ∧ ek − Γjl ∧ del = [dΓjk + Γjl ∧ Γlk] ∧ ek = Ωjk ∧ ek
(2.92)

Now Ωjk = Ωi(Ti)jk =: (Ω)jk and we see that

Ω = dΓ + Γ ∧ Γ = dΓi Ti +
1

2
[Tj , Tk]Γ

j ∧ Γk =
1

2
dxa ∧ dxbRiabTi

Thus the Bianchi identity can be rewritten in the form

ǫijkǫ
efcRjefe

k
c = 0 ⇒

1

2
ǫijkǫ

efcRjefe
k
ce
i
a =

1

2
Ebj ǫcabǫ

efcRjae

= RjabE
b
j = 0 (2.93)

as claimed. Now we compare with the first line of (2.68) and thus arrive at the
conclusion

(β)F jab
(β)Ebj = Ha + (β)Kj

aGj (2.94)

Next we contract (2.90) with ǫjkl
(β)Eak

(β)Ebl and find

(β)F jabǫjkl
(β)Eak

(β)Ebl

= det(q)
Rabkle

a
ke
b
l

β2
− 2

EajDaGj

β
+ (Kj

aE
a
j )

2 − (Kj
bE

a
j )(K

k
aE

b
k) (2.95)

Expanding vj = eaj va, va = ejavi, using Dae
j
b = 0 and comparing [Da, Db]vj with

[Da, Db]vc for any vj we find Rabij = Rabcde
c
ie
d
j and so (2.95) can be rewritten as

(β)F jabǫjkl
(β)Eak

(β)Ebl

= −det(q)
R

β2
− 2 (β)EajDaGj + (Kj

aE
a
j )

2 − (Kj
bE

a
j )(K

k
aE

b
k) (2.96)
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and comparing with the second line of (2.68) we conclude

(β)F jabǫjkl
(β)Eak

(β)Ebl + 2 (β)EajDaGj

=
√

det(q)[−
√

det(q)
R

β2
−

(Kj
bE

a
j )(K

k
aE

b
k) − (Kj

aE
a
j )

2

√

det(q)
]

=

√

det(q)

β2
[−
√

det(q)R− β2
(Kj

bE
a
j )(K

k
aE

b
k) − (Kj

aE
a
j )

2

√

det(q)
]

=

√

det(q)

β2
[H + (

s

4
− β2)

(Kj
bE

a
j )(K

k
aE

b
k) − (Kj

aE
a
j )

2

√

det(q)
]

= 4s
√

det(q)[− s

4
√

det(q)
[(Kj

bE
a
j )(K

k
aE

b
k) − (Kj

aE
a
j )

2] − s

4β2

√

det(q)R]

= 4s
√

det(q)[H − (1 +
s

4β2
)
√

det(q)R] (2.97)

We see that the left hand side of (2.97) is proportional to H if and only if β = ±√
s/2,

that is, imaginary (real) for Lorentzian (Euclidean) signature. We prefer, for reasons
that become obvious only in a later section, to solve (2.97) for H as follows

H =
β2

√

det((β)qβ)
[(β)F jabǫjkl

(β)Eak
(β)Ebl + 2 (β)EajDaGj ]

+(β2 − s

4
)
((β)Kj

b
(β)Eaj )(

(β)Kj
a

(β)Eaj ) − ((β)Kj
c

(β)Ecj )
2

√

det((β)qβ)
(2.98)

In formula (2.98) we wrote everything in terms of (β)A,(β)E if we understand (β)K =(β)

A− Γ and we used (β)qab = β−1qab =(β) Eja
(β)Ejb det((β)E).

We notice that both (2.94) and (2.98) still involve the Gauss constraint. Since
the transformation Kj

a 7→(β) Aja, E
a
j 7→(β) Aja is a canonical one, the Poisson brackets

among the set of first class constraints given by Gj , Ha, H are unchanged. Let us
write symbolically Ha = H ′

a + f jaGj , H = H ′ + f jGj where H ′
a, H

′ are the pieces of
Ha, H respectively not proportional to the Gauss constraint. Since Gj generates a
subalgebra of the constraint algebra it follows that the modified system of constraints
given by Gj , H

′
a, H

′ not only defines the same constraint surface of the phase space but
also gives a first class system again, of course, with somewhat modified algebra which
however coincides with the Dirac algebra on the submanifold Gj = 0 of the phase
space. In other words, it is completely equivalent to work with the set of constraints
Gj , H

′
a, H

′ which we write once more, dropping the prime, as

Gj = (β)Da
(β)Eaj = ∂a

(β)Eaj + ǫjkl
(β)Aja

(β)Eaj

Ha = (β)F jab
(β)Ebj

H = [β2 (β)F jab + (β2 − s

4
)ǫjmn

(β)Km
a

(β)Kn
b ]
ǫjkl

(β)Eak
(β)Ebl

√

det((β)qβ3)
(2.99)

For easier comparison with the literature we also write (2.99) in terms of (β)Aja,K
j
a, E

a
j
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which gives

Gj = ((β)DaE
a
j )/β = (∂a (β)Eaj + ǫjkl (β)AjaE

a
j )/β

Ha = ((β)F jabE
b
j )/β

H = [(β)F jab + (β2 − s

4
)ǫjmnK

m
a K

n
b ]
ǫjklE

a
kE

b
l

√

det(q)
(2.100)

At this point we should say that our conventions differ slightly from those in the
literature : There one writes the constraint in terms of K̃j

a := Kj
a/2 and one defines

(β)K̃ := βK̃ = (β)K/2 = (β/2)K and (β)Ã := Γ + βK̃ = Γ + β/2K =(β/2) A at the
price of 2 (β)E being conjugate to (β)Ã instead of (β)E being conjugate to (β)A. Thus
(β)A = (2β)Ã = (β̃)Ã with β̃ = 2β. When writing H in terms of these quantities we
find

H = [(β̃)F jab + (β̃2 − s)ǫjmnK̃
m
a K̃

n
b ]
ǫjklE

a
kE

b
l

√

det(q)
(2.101)

where now β̃2 = s is the preferred value.
Summarizing, we have rewritten the Einstein Hilbert action in the following equivalent
form

S =
1

κ

∫

R

dt

∫

σ

d3x((β)Ȧia
(β)Eai − [ΛiGi +NaVa +NH]) (2.102)

where the appearing constraints are the ones given by either of (2.101), (2.100) or
(2.99).

Several remarks are in order :

• Four-dimensional Interpretation
Let us try to give a four-dimensional meaning to (β)A. To that end we must
complete the 3-bein eai to a 4-bein eµα where µ is a spacetime tensor index and
α = 0, 1, 2, 3 an index for the defining representation of the Lorentz (Euclidean)
group for s = −1(+1). By definition gµνe

µ
αe
ν
β = ηαβ is the flat Minkowski

(Euclidean) metric. Thus eµ0 , e
µ
i are orthogonal vectors and we thus choose eµ0 =

nµ and in the ADM frame with µ = t, a we choose (eµi )µ=a = eai . Using the
defining properties of a tetrad basis and the explicit form of nµ, gµν in the ADM
frame derived earlier, above choices are sufficient to fix the tetrad components
completely to be et0 = 1/N, ea0 = −Na/N, eti = 0, eai . Inversion gives (notice
that e0µ = seµ0 = sgµνe

ν
0 = sgµνn

µ = snµ) e
0
t = N, e0a = 0, eit = Naeia, e

i
a.

Finally we have for qµν = δµν −snµnν = δµν −eµ0e0ν in the ADM frame qtt = 0, qta =
0, qat = Na, qab = δab . Thus we obtain, modulo Gj = 0

Kj
a = −2sebjKab = −2sebjq

µ
a q
ν
b∇µnν = −2ebj(∇aeb)

0 = 2ebj(ωa)
0
αe
α
b

= 2ebj(ωa)
0
ke
k
b = 2(ωa)

0
j (2.103)

where in the second identity the bracket denotes that ∇ only acts on the tenso-
rial index and in the third we used the definition of the four dimensional spin
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connection ∇µe
α
ν = (∇µeν)

α + (ωµ)
α
βe
β
ν = 0. On the other hand we have

(Γa)
j
ke
k
b = −(Daeb)

j = −qµa qνb (∇µeν)
j = −(∇aeb)

j = (ωa)
j
ke
k
b (2.104)

whence ωajk = Γajk. It follows that

(β)Aajk = ωajk − 2βsωa0lǫjkl (2.105)

The Hodge dual of an antisymmetric tensor Tαβ is defined by

∗Tαβ =
1

2
ǫαβγδη

γγ′

ηδδ
′

Tγ′δ′ .

Since ǫ0ijk = ǫijk we can write (2.105) in the form

(β)Aajk = ωajk − 2β ∗ ωajk (2.106)

Now an antisymmetric tensor is called (anti)self-dual provided that ∗Tαβ =
±√

sT and the (anti)self-dual piece of any Tαβ is defined by T± = 1
2 [T ±∗T/√s]

since ∗ ◦ ∗ = s id. An (anti)self-dual tensor therefore has only three linearly
independent components. This case happens for (2.106) provided that either
s = 1, β = ∓1/2 or s = −1, β = ±i/2 and in this case the new connection is just
(twice) the (anti)self-dual piece of the pull-back to σ of the four-dimensional spin-
connection. In all other cases (2.106) is only half of the information needed in
order to build a four-dimensional connection and therefore we do not know how
it transforms under internal boosts. This is, from this perspective, the reason
why one has to gauge fix the boost symmetry of the action

S =

∫

M

tr (F ∧ [∗ − β−1](e ∧ e)),

by the time gauge eαµn
µ = δα0 ), in order to remove the then present second class

constraints and to arrive at the present formulation. Obviously, this is no ob-
stacle, first, since there does exist a four-dimensional interpretation even in that
case as we just showed and more explicitly from (2.69) and, secondly, since we are
not interested in the transformation properties under spacetime diffeomorphisms
and internal Lorentz transformations of non-gauge-invariant objects anyway, al-
though from an aesthetic point of view it would be desirable to have such an
interpretation.

• Reality Conditions
When β is real valued (β)A, (β)E are both real valued and can directly be
interpreted as the canonical pair for the phase space of an SU(2) Yang-Mills
theory. If β is complex then these variables are complex valued. However, they
cannot be arbitrary complex functions on σ but are subject to the following
reality condtions

(β)E/β = (β)E/β, [(β)A− Γ]/β = [(β)A− Γ]/β (2.107)
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where Γ = Γ((β)) is a non-polynomial, not even analytic function. These reality
conditions guarantee that there is no doubling of the number of degrees of free-
dom and one can check explicitly that they are preserved by the Hamiltonian
flow of the constraints provided that Λj , the Lagrange multiplier of the Gauss
constraint, is real valued. Thus, only SU(2) gauge transformations are allowed
but not general SL(2,C) transformations. The reality conditions are difficult to
implement in the quantum theory directly as already mentioned above.

• Simplification of the Hamiltonian Constraint
The original motivation to introduce the new variables was that for the quantiza-
tion of general relativity it seemed mandatory to simplify the algebraic sructure
of the Hamiltonian constraint which for s = −1 requires β = ±i/2 since then
the constraint becomes polynomial after multiplying by a factor proportional to
√

det(q). On the other hand, then the reality conditions become non-polynomial.
Finally, if one wants polynomial reality conditions then one must have β real and
then the Hamiltonian constraint is still complicated. Thus it becomes question-
able what has been gained. The answer is the following : For any choice of β one
can actually make both the Hamiltonian constraint and the reality conditions
polynomial by multiplying by a sufficiently high power of det(q). But the real
question is whether the associated classical functions will become well-defined
operator-valued distributions in quantum theory while keeping background in-
dependence. As we will see in later sections, the Hilbert space that we will choose
does not support any quantum versions of these functions rescaled by powers of
det(q) and there are abstract arguments that suggest that this is a representa-
tion independent statement. The requirement seems to be that the Hamiltonian
constraint is a scalar density of weight one and thus we must keep the factor
of 1/

√

det(q) in (2.100) whatever the choice of β and therefore the motivation
for polynomiality is lost completely. The motivation to have a connection for-
mulation rather than a metric formulation is then that that one can go much
farther in the background independent quantization programme provided that β
is real. For instance, a connection formualtion enables us to employ the powerful
arsenal of techniques that have been developed for the canonical quantization of
Yang-Mills theories, specifically Wilson loop techniques.

• Choice of Fibre Bundle
In the whole exposition so far we have assumed that we have a trivial principal
SU(2) bundle over σ so that we can work with a globally defined connection
potential and globally defined electric field (β)A, (β)E respectively. What about
different bundle choices ?

Our situation is that we are dealing with a principal SU(2) bundle over σ with
pull-backs (β)AI by local sections of a connection and local sections (β)EI of an
associated (under the adjoint representation) vector bundle of two forms and
would like to know whether these bundles are trivial. Since the latter is built out
of the 3-beins we can equivalently look also at the frame bundle of orthonormal
frames in order to decide for triviality. Triviality of the frame bundle is equivalent
to to the triviality of its associated principal bundle and in turn to σ being
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parallelizable. But this is automatically the case for any compact, orientable
three manifold provided that G = SU(2). More generally, in order to prove
that a principal fibre bundle is trivial one has to show that the cocycle hIJ of
transition functions between charts of an atlas of σ is a coboundary, that is,
its (non-Abelian) Čech cohomolgy class is trivial. So far we did not make the
assumption that σ is compact or orientable. If σ is not compact but orientable
then one usually requires that there is a compact subset B of σ such that σ−B
has the topology of the complement of a ball in R3. Then the result holds in B
and trivially in σ−B and thus all over σ. Thus, compactness is not essential. If
σ is not orientable then a smooth nowhere singular frame cannot exist and the
above quaoted result does not hold, there are no smooth 3-bein fields in this case.
In that case we allow non-smooth 3-bein fields, that is, we allow that det(e) has
finite jumps between ±|det(e)| on subsets of σ of Lebesgue measure zero (two
surfaces) due to change of sign of one of the three forms ej . This requires that
one works with a fixed trivialization at the gauge variant level classically. At
the gauge invariant level the dependence on that trivialization disappears, so
there is no problem. More specifically, the constraints H,Ha as well as the
symplectic structure are gauge invariant while Gj is gauge covariant so that we
have independence of the choice of trivialization again on the constraint surface
Gj as expected, we get equivalence with the ADM formulation.. As we will
see, the choice of the bundle will become completely irrelevant anyway in the
quantum theory.

• Orientation
So far we did not need to impose any restriction on the orientation of the eja. How-
ever, from Eaj = eaj det(e) we easily obtain in D = 3 that det(E) = [det(e)]2 =
det(q) > 0. Thus, classically the Eaj are not arbitrary Lie algebra valued vector
densities but rather are subject to the anholonomic constraint

det(E) > 0 (2.108)

One can remove this constraint by multiplying the basic variables by sgn(det(e))
: Eaj :=

√

det(q)eaj ,K
j
a = −2sKabe

b
j (modulo Gj = 0) so that in fact det(E) =

det(q)sgn(det(e)) but then the result (2.87) fails to hold (the symplectic structure
remains, surprisingly, unchanged), one would get instead

∫

d3xEaj δΓ
j
a = −1

2

∫

sgn(det(e))ǫabc∂a(δe
j
be
j
c) =

1

4

∫

d3x∂a[sgn(det(e))]ǫabcδqbc

which is ill-defined since 0 = ǫabcδqbc is multiplied by the distribution ∂a[sgn(det(e))]
unless one makes further assumptions classically such as that this distributional
one form has support on a set of measure zero (motivated by the fact that qab is
smooth.

In view of these considerations we will from now on only consider positive β unless
otherwise specified.
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Chapter 3

Quantum space

3.1 Structure of quantum gravity

From the results in the previous chapter we see that General Relativity can be formu-
lated as the dynamical system defined by the Hamilton-Jacobi equation:

[

(β̃)F ijab + (β̃2 − s)K̃i
aK̃

j
b

] δS[A]

δAia

δS[A]

δAjb
= 0

δS[A]

δAia
=

1

κ
Eai (3.1)

where the functional S[A] is defined on the space G of the 3d SU(2) connections
Aia, and is invariant under internal gauge transformations and 3d diffeomorphisms.
From now we drop the symbols “∼” and “(β̃)”, according with the literature. A
quantization of the theory can be obtained in terms of complex-valued Schrodinger
wave functionals ψ[A] on G. The quantum dynamics is inferred from the classical
dynamics by interpreting S[A] as h̄ times the phase of ψ[A]. Namely, interpreting
the classical Hamilton-Jacobi theory as the Eikonal approximation (i.e. neglecting
the second derivatives of the phase) of a quantum wave equation; semiclassical “wave
packets” will then behave according to classical theory. This can be obtained defining
the quantum dynamics by replacing derivatives of the Hamilton-Jacobi functional S[A]

with derivative operators. The hamiltonian flows of the functions ~H, H, ~G respect to
S[A] contain only first order derivative, so they remain unchanged and simply force
ψ[A] to be invariant under SU(2) gauge transformations and 3d diffeomorphisms.
Equantion (3.1) gives

Hψ[A] =
[

F ijab + (β2 − s)Ki
aK

j
b

] δ

δAia

δ

δAjb
ψ[A] = 0. (3.2)

This is the Wheeler-De Witt or Einstein-Schrodinger equation. It governs the quantum
dynamics of spacetime. In other words, the dynamics is defined by the hamiltonian
operatorH = H[A,−ih̄δ/δA]. More precisely, we want a rigged Hilbert space S ⊂ K ⊂
S′, where S is a suitable space of functional ψ[A]. Partial observables are represented
by self-adjoint operators on K. Their eigenvalues describe the quantization of physical

35
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quantities. The projector P , formally given by

P ∼ δ(H) ∼
∫

[DN ]e−i
∫

d3xN(x)H(x), (3.3)

sends S to the space of solutions of (3.2). Its matrix elements between eigenstates
of partial observables define the transition amplitudes of quantum gravity. These
determine all probabilistic dynamical relations between any measurement that we can
perform. A preferred state in K is |0 >, the eigenstate of the geometry with zero
volume and zero area. The covariant vacuum is given by |0c >= P |0 >. The physical
scalar product (i.e. the scalar product between the physical projections of kinematical
states) can be written as

∑

Γ1,Γ2

ψ1(Γ1)W (Γ1,Γ2)ψ2(Γ2) ψ1(Γ1) =< Γ1|1 > ψ2(Γ2) =< Γ2|2 >, (3.4)

with Γ a suitable basis for the kinematical initial (2) and final (1) states, and

W (Γ1,Γ2) =< 1|P |2 > .

We can rewrite the (3.4) as

< W12|ψ12 >= 〈0|P (|1〉 ⊗ |2〉) (3.5)

in terms of the state ψ12 = ψ̄1ψ2 living on the Hilbert space K12 = K∗
1 × K2. So,

in general, we can consider a state ψ3 which describe the fluctuations of the entire
boundary of a spacetime region. We can write the correlation probability amplitude
associated with a measurement of partial observables on the boundary surface as

< W3|ψ3 > W3 =< 0|P |3 >,
where |3 > will be the eigenstate of the partial observables corresponding to the
measured eigenvalues.

3.2 The kinematical state space K

We limit ourselves here to case where the quantum state space is defined by the
real connections. In this way we avoid technical complication arising from the reality
conditions and we can take advantage of the loop quantization techniques of the lattice
quantum field theory. The downside is a more complicated form of the Hamiltonian
operator.

Let G be the space of the smooth 3d real connections A defined everywhere on a 3d
surface σ, except, possibly, at isolated points. Fix the topology of σ, say to a 3-sphere.
We now define a space S of functional on G. We are now going to make use of the
geometrical interpretation of the field A as a connection. The so(3) Lie algebra is the
same as the su(2) Lie algebra, and it is convenient to view A as an su(2) connection.
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Let τi be a fixed basis in the su(2) Lie Algebra. We choose τi = − i
2σi, where σi are

the Pauli matrices. Write

A(~x) = Aia(~x)τidx
a.

We know that an oriented path γ in σ and a connection A determine a group element
U(A, γ) = P exp

∫

g
A, called the holonomy of the connection along the path. For a

given γ, the holonomy U(γ,A) is a functional on G. Consider an ordered collection Γ
of smooth oriented paths γl with l = 1, . . . , L and a smooth function f(U1, . . . , UL) of
L group elements. A couple (Γ, f) defines a functional of A.

ψΓ,f [A] = f(U(A, γ1), . . . , U(A, γl)). (3.6)

S is defined as the linear space of all functionals ψΓ,f [A], for all Γ and f . We call these
functionals “cilindrical functions”. In a suitable topology, which is not important to
detail here, S is dense in the space of all continuous functionals of A, obviously only
for real connections.

We call Γ an “ordered oriented graph” embedded in σ. We call simply “graph”
an ordered oriented graph up to ordering and orientation, and denote it by the same
letter Γ. Clearly, as far as cylindrical functions are concerned, changing the ordering
and the orientation of a graph is just the same as changing the order of the arguments
of the function f , or replacing arguments with their inverse.

We now define a scalar product on the space S. If two functionals ψΓ,f and ψΓ,g

are defined with the same ordered oriented graph Γ, define

< ψΓ,f |ψΓ,g >=

∫

dU1, . . . ,

∫

dUlf(U1, . . . , Ul)g(U1, . . . , Ul), (3.7)

where dU is the Haar measure on SU(2). Equation (3.7) correspond at the scalar
product of a Yang-Mills theory on the lattice Γ. The extension of this scalar product
to functionals defined on the same graph, but with different ordering or orientation, is
obvious. But also the extensions to functionals defined on different graphs Γ is simple.
In fact, observe that different couples (Γ, f) and (Γ′, f ′) may define the same functional.
For istance, say Γ is the union of the L′ curves in Γ′ and L′′ other curves, and that
f(U1, . . . , UL′ , UL′+1, . . . UL′+L′′) = f ′(U1, . . . , UL′); then, clearly, ψΓ,f = ψΓ′,f ′ . Using
this fact, it is clear that we can rewrite any two given functional ψΓ′,f ′ and ψΓ′′,f ′′ as
functionals ψΓ,f and ψΓ,g having the same graph Γ, where Γ is the union of Γ′ and
Γ′′. Using this fact, (3.7) becomes a definition valid for any two functionals in S:

< ψΓ′,f ′ |ψΓ′′,f ′′ >=< ψΓ,f |ψΓ,g > .

Notice that even if (3.7) is similar to the scalar product of a lattice Yang-Mills theory,
the difference is profound. Here we are dealing with a genuinely continuous theory,
in which the states do not live on a single lattice Γ, but on all possible lattices in σ.
There is no cut-off on the degrees of freedom, as in lattice Yang-Mills theory.
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3.2.1 Loop states and loop transform (1)

An important example of a finite norm state is provided by the case (Γ, f) = (α, tr).
That is, Γ is formed by a single closed curve α, or a “loop”, and f is the trace function
on the group. We can write this state as ψα, or simply in Dirac notation as |α >.
That is,

ψα[A] = ψα,tr[A] =< A|α >= tr U(A,α) = tr Pe

∮

α
A
. (3.8)

The very peculiar properties that these states have in quantum gravity, which will be
illustrated later on, have motivated the entire LQG approach and its name. The norm
of ψa is easily computed from (3.7):

|ψα|2 =

∫

dU |trU |2 = 1. (3.9)

A “multiloop” is a collection [α] = (α1, . . . , αn) of a finite number n of (possibly
overlapping) loops. A “multiloop” state is defined as

ψ[α][A] = ψα1 [A] . . . ψαn
[A] = tr U(A,α1) . . . tr U(A,αn). (3.10)

Multiloop states form a generalized (uncountable) basis for the space of cylindrical
functions and the functional on loop space

ψ[α] =< ψα|ψ > (3.11)

is called “loop transform” of the state ψ[A]. The functional ψ[α] represent the quantum
state as a functional on a space of loops. This formula, called the “loop transform”, is
the formula through which LQG was originally constructed. Using the measure dµ0[A]
induced by the de Haar measure, this can be written as

ψ[α] =

∫

dµ0[A]tr Pe

∮

α
A
ψ[A]. (3.12)

Intuitively, this is a sort of infinite-dimensional Fourier transform from the A space to
the α space.

3.2.2 Kinematical Hilbert space

Define the kinematical Hilbert space K of quantum gravity as the completion of S in
the norm defined by the scalar product (3.7), and S′ as the completion of S in the
weak topology defined by (3.7). This completes the definition of the kinematical rigged
Hilbert space S ⊂ K ⊂ S′.

The main reason for this definition is that the scalar product (3.7) is invariant
under diffeomorphism and local gauge transformations and it is such that real classical
observables become selfadjoint operators. These very strict conditions are the ones that
the scalar product must satisfy in order to give a consistent theory with the correct
classiclal limit. Furthermore, the main feature of this definition is that the loop states
ψα are normalizable. As we shall see later on, loop states are natural ojects in quantum
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gravity. They diagonalize geometric observables and they are solutions of the Wheeler-
DeWitt equations. Hence the kinematics as well as the dynamics select this space of
states as the natural ones in gravity.

The are two objections that can be raised against the definition of K we have given.
First, K, is nonseparable. This objection would be fatal in the context of flat-space
quantum field theory, but it turns out to be harmless in a general-relativistic context,
because of diffeomorphism invariance. Indeed, the “excessive size” of the nonseparable
Hilbert space will turn out to be just gauge. It will be sufficient to factor away the
diffeomorphism gauge to obtain a separable Hilbert space Kdiff .

Second, loop states are normalizable in lattice Yang-Mills theory, but they are non-
normalizable in continuous Yang-Mills theory. By analogy, one might object that they
should not be normalizable states in continuous quantum gravity either. As we shall
see, however, this analogy is misleading, again precisely because of the great structural
difference between a diffeomorphism-invariant QFT and a QFT on a background. As
we shall see, in continuous Yang-Mills theory a loop describes an unphysical excitation
that has infinitesimal transversal physical size. In gravity, on the other hand, a loop
state describes a physical excitation that has finite (planckian) transversal physical
size. This will be clear in the subsection (3.2.6).

3.2.3 Boundary Hilbert space

There are two natural ways of defining the boundary space K. We can either define
K = K∗⊗K and describe the quantum geometry of a spacetime region bounded by an
initial and a final surface; or simply define K = K interpreting the closed connected
surface σ as the boundary of a finite 4d spacetime region.

The space K has a rich and beautiful structure. We mentioned here only a few
aspects of this structure which are important for what follows.

• Graph subspace: The cylindrical functions with support on a given graph Γ form
a finite-dimensional subspace K̃Γ of K. By definition, K̃Γ = L2[SU(2)L], where
L is the number of paths in Γ. The space K̃Γ is the (uncostrained) Hilbert space
of a lattice gauge theory with spatial lattice Γ. If the graph Γ is contained in the
graph Γ′, the Hilbert space K̃Γ is a proper subspace of the Hilbert space K̃Γ′ .
This nested structure of Hilbert spaces is called a projective family of Hilbert
spaces. K can be definite to be the projective limit of this family.

• An orthonormal basis: The tool for finding a basis in K is the Peter-Weyl the-
orem, which states that a basis on the Hilbert space of L2 functions on SU(2)
is given by the matrix elements of the irreducible representations of the group.
Irreducible representations of SU(2) are labelled by half-integer spin j. Call Hj

the Hilbert space on which the representation j is defined and vα its vectors.
Write the matrix elements of the representation j, which lives in H∗

j ⊗ Hj , as

R
(j)α
β (U) =< U |j, α, β > . (3.13)
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For each graph Γ choose an ordering and an orientation. Then a basis

|Γ, jl, αl, βl >= |Γ, j1, . . . , jL, α1, . . . , αL, β1, . . . , βL > (3.14)

in K̃Γ is simply obtained by tensoring the basis (3.13). That is,

< A|Γ, jl, αl, βl >= R
(j1)α1

β1
(U(A, γ1)) . . . R

(jL)αl

βL
(U(A, γL)). (3.15)

This set of vectors in K is not a basis because the same vector appears in K̃Γ

and K̃Γ′ if Γ is contained in the graph Γ′. However is very easy to get rid of
the redundancy, because all K̃Γ belong to the trivial representation of the paths
that are in Γ′ but not in Γ. Therefore, an orthonormal basis of K is simply given
by the states |Γ, jl, αl, βl > defined in (3.14) where the spins jl = 1

2 , 1,
3
2 , 2, . . .

never take the value zero.

• Proper graph subspaces. For each graph Γ, the proper graph subapsce KΓ is
the subset of K̃Γ spanned by the basis state with jl > 0. It is easy to see that
all proper subspaces KΓ are ortogonal to each other, and they span K; we can
write this as

K =
⊕

Γ

KΓ.

The “null” graph Γ = 0 is included in the sum; the corresponding Hilbert space is
the one dimensional space spanned by the state ψ[A] = 1. This state is denoted
|0 >; thus < A|0 >= 1.

• ∗K as an L2 space. We have defined K as the completion of S in the scalar
product defined by the bilinear form (3.7). Can this space be viewed as a space
of square integrable functionals in some measure? The answer is yes, and it
involves a beautiful mathematical construction that we will not describe here,
since it is not needed for what follows. Very briefly, K ∼ L2[A, dµ0], where A
is an extension of the space of the smooth connection. The extension includes
distributional connections. The measure dµ0 is defined on this space and is
called the Ashtekar-Lewandowski measure. The construction is analogous to the

definition of the gaussian measure dµG[φ] ∼ e−
∫

dxdyφ(x)G(x,y)φ(y)[dφ], which, as
is well known, needs to be defined on a space of distributions φ(x). The space
A has the beautiful property of being the Gelfand spectrum of the abelian C∗

algebra formed by the smooth holonomies of the connection A.

3.2.4 Invariances of the scalar product

The kinematical state space S ⊂ K ⊂ S′ carries a natural representation of local
SU(2), and Diff(σ), simply realized by the transformations of the argument A. The
scalar product defined above is invariant under these transformations. Therefore K
carries a unitary representation of local SU(2) and Diff(σ). Let us look at this in
some detail.
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Under (smooth) local SU(2) gauge transformations λ : σ → SU(2) the connection
A transform inhomogeneously like a gauge potential, i.e.,

A→ Aλ = λAλ−1 + λdλ−1. (3.16)

This transformation of A induces a natural representation of local gauge transforma-
tions ψ(A) → ψ(Aλ−1) on K. Despite the inhomogeneous transformation rule (3.16)
of the connection, the holonomy transforms homogeneously as

U [A, γ] → U [Aλ, γ] = λ(xγf )U [A, γ]λ−1(xγi ), (3.17)

where xγi , x
γ
f ∈ σ are the initial and final points of the path γ. For a given (Γ, f)

define:

fλ(U1, . . . , UL) = f(λ(xγ1f )U1λ
−1(xγ1i ), . . . , λ(xγL

f )ULλ
−1(xγL

i )).

It is easy to see that the transformation of the quantum states is

ψΓ,f (A) → [UλψΓ,f ](A) = ψΓ,f (Aλ−1) = ψΓ,f
λ−1 (A). (3.18)

Since the Haar measure is invariant under right and left group transformations, it
follows immediately that (3.7) is invariant. From (3.18) and from their definition it is
easy to see that basis states |Γ, jl, αl, βl > transform as

Uλ|Γ, jl, αl, βl > = R
(j1)α1

α′
1

(λ−1(xf1))R
(j1)β

′
1

β1
(γ(xi1)) . . .

R
(jL)αL

α′
L

(λ−1(xfL
))R

(jL)β′
L

βL
(γ(xiL))

|Γ, jl, α′
l, β

′
l > (3.19)

where il and fl are the points where the link l begins and ends.
Consider now maps φ : σ → σ that are continuous, invertible, and such that the

map and its inverse are smooth everywhere, except, possibly, at a finite number of
isolated points. Call these maps “extended diffeomorphisms”. Call the group formed
by these maps Diff∗. Under an extended diffeomorphism, the transformation of the
connection is well defined (recall A ∈ G is defined everywhere on σ except on a finite
number of isolated points.): A transforms as a one-form,

A→ φ∗A.

Hence, S carries the representation Uφ of Diff∗ defined by Uφψ(A) = ψ((φ∗)−1A).
The holonomy transforms as

U [A, γ] → U [φ∗A, γ] = U [A, φ−1γ],

where (φγ)(s) ≡ (φ(γ(s))). That is, dragging A by a diffeomorphism φ is equivalent
to dragging the curve γ. (Notice that if φ is not a proper diffeomorphism, the curve
φγ may fail to be smooth, at a finite number of points at most.) In turn, a cylindrical
function ψΓ,f [A] is sent to a cylindrical function ψφΓ,f [A], namely one which is based
on the shifted graph. Since the right-hand side of (3.7) does not depend explicitly on
the graph, the diffeomorphism invariance of the inner product is immediate.
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3.2.5 Internal gauge invariance. The space K0

We define K0 as the space of states in K invariant under local SU(2) gauge trans-
formations. We call S0 the gauge-invariant subspace of S and S′

0 its dual. It is not
difficult to see that K0 is a proper subspace of K. Examples of finite norm SU(2)
invariant states are provided by the loop states defined in section (3.2.1). In fact we
will see that multiloop states are sufficient to span K0. In the first years of the de-
velopment of LQG, multiloop states were used as a basis for K0.; however, this basis
is overcomplete, and this fact complicates the formalism. Nowadays we have a much
better control of K0, thanks to the introduction of the spin-network states, which can
be seen as finite linear combinations of multiloop states forming a genuine orthonor-
mal basis. As we shall see in the next subsection, diffeomorphism invariance connect
the quantum gravity spin-network basis to the Penrose’s old “spin-network” idea that
quantum states of the geometry can be described as abstract graphs carrying spins.

Denote “nodes” the end points of the oriented curves in Γ. Without loss of gen-
erality, assume that each set of curves Γ is formed by curves γ that, if they overlap
at all, overlap only at nodes. Viewed in this way, Γ is in fact a graph immersed in
the manifold, that is, a collection of nodes n, which are points in σ, joined by links l,
which are curves in σ. The “outgoing multiplicity” mout of a node is the number of
links that begin at the node. The “ingoing multiplicity” min of a node is the number
of links that end at the node. The multiplicity, or valence m = mout +min of a node
is the sum of the two.

Given a graph Γ, for which an ordering and an orientation have been chosen, let
jl be an assignement of an irreducible representation, different from the trivial one,
to each link l. Let in be an assignment of an intertwiner in to each node n. The
intertwiner in associated with a node is beetween the representations associated with
the links adjacent to the node. The triplet S = (Γ, jl, in) is called a “spin network
embedded in σ”. A choice of jl and in is called a “coloring” of the links, and the
nodes, respectively.

Consider a spin-network S = (Γ, jl, in), with L links and N nodes. The state
|Γ, jl, αl, βl > has L indices αl and L indices βl. TheN intertwiners in have, altogether,
precisely a set of indices dual to these. The contraction of the two

|S >=
∑

αl,βl

v
β1...βn1

i1 α1...αn1
v
βn1+1...βn2

i2 αn1+1...αn2
. . . v

βnN−1+1...βL

iN αnN−1+1...αL
|Γ, jl, αl, βl >

(3.20)
defines the spin network state |S >. The pattern of the contraction of the indices is
dictated by the topology of the graph itself: the index αl (resp. βl) of the link l is
contracted with the corresponding index of the intertwiner vin of the node n where
the link l starts (resp. ends). The gauge invariance of this state follows immediately
from the transformation properties (3.19) of the basis states and the invariance of the
intertwiners. As a functional of the connection, this state is

ψS [A] =< A|S >≡
(

⊗

l

R(jl)(U [A, γl])

)

·
(

⊗

n

in

)

. (3.21)
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The raised dot notation indicates the contraction between dual spaces: on the left,
the tensor product of the matrices lives in the space ⊗l(H∗

jl
⊗Hjl). On the right, the

tensor product of all intertwiners lives precisely in the dual of this space.
Let us now enunciate the main fact concerning the spin network states: the ensam-

ble of the spin network states |S > form an orthonormal basis in K0. Orthonormality
can be checked by a direct calculation. The basis is labeled by spin networks, namely
graphs Γ and colorings (j, l, in). Some comments. First, we have assumed the spins
jl to be all different from zero (a spin network containing a link l with jl = 0 is iden-
tified with the spin network obtained by removing the link l). Second, this result is
a simple consequence of the Peter-Weyl theorem, namely of the fact that the states
|Γ, jl, αl, βl > form a basis in K, and the very definition of the intertwiners. Third, the
spin network basis is not unique, as it depends on the (arbitrary) choice of a basis in
each space of intertwiners at each node. Notice also that, in the basis |Γ, jl, αl, βl >,
the label Γ runs over all nonoriented and nonordered graphs. However, for the defini-
tion of the coloring, an orientation and an ordering has to be chosen for each Γ. The
space S0 is the space of the finite linear combinations of spin network states, which is
dense in K0, and S′

0 is its dual.

3.2.6 Diffeomorphism invariance. The space Kdiff

Let we now to the second and far more crucial invariance: 3d diffeomorphism invari-
ance. We have to find the diffeomorphism-invariant states. The spin network states
|S > are not invariant under diffeomorphisms. A diffeomorphism moves the graph
around on the (image induced by the atlas from the) manifold, and therefore changes
the states. Notice, however, that a diffeomorphism may change more than the graph
of a spin network, that is, the equation Uφ|Γ, jl, in >= |(φΓ), jl, in > is not always
correct. In particular, a diffeomorphism that leaves the graph Γ invariant may still
affect a spin network state |Γ, jl, in >. This is because, for each graph, the definition of
the spin network state requires the choice of an orientation and ordering of the links,
and these can be changed by a diffeomorphism. Here is an example. Let Γ be an
“eyeglasses” graph formed by two loops α and β in the j = 1/2 representation connect
by a path γ in the j = 1 representation. The space of the intertwiners at each node
is one-dimensional, but this does not imply that there is no choice to be made for the
basis, since if i is a normalized intertwiner, so is −i. With one choice, the state is

ψS [A] = (U(A,α))ABσi
B
A(R(1)(U(A, γ)))ijσ

jD

C(U(A, β))CD

Using elementary SU(2) representation theory (it will be clear in the next chapter)
this can be rewritten (up to a normalization factor) as

ψS [A] ∼ tr U(A,αγβγ−1) − tr U(A,αγβ−1γ−1).

Now consider a diffeomorphism φ that turns the loop β around, namely it reverse its
orientation, while leaving α and γ as they are. Clearly this diffeomorphism will send
the two terms of the last equation into each other, giving:

UφψS [A] = −ψS [A],
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while φΓ = Γ.
Given an oriented and ordered graph Γ, there is a finite discrete group GΓ of maps

gk, such as the one of the example, that change its order or orientation and that can
be obtained as a diffeomorphism. The elements gk of this group act on KΓ.

A moment of reflection will convince that the diff-invariant states are not in K0,
they are in S′

0. We are therefore in the common situation in which the solutions of
a quantum equation must be searched in the extension of the Hilbert space, and the
scalar product must be appropriately extended to the space of the solutions. The
elements of S′

0 are linear functionals Φ on the functionals ψ ∈ S0. The requirement
of diff invariance makes sense in S′

0 because the action of the diffeomorphism group is
well defined in S′

0 by duality

(UφΦ)(ψ) ≡ Φ(Uφ−1ψ).

Therefore a diff-invariant element Φ of S′
0 is a linear functional such that

Φ(Uφψ) ≡ Φ(ψ).

The space Kdiff is the space of these diff-invariant elements of S′
0. Remarkably, we

have a quite good understanding of this space, whose elements can be viewed as the
quantum states of physical space.

We now define a map Pdiff : S0 → S′
0, and show that the image of this map is

precisely Kdiff . Let the state Pdiffψ be the element of S′
0 defined by

(Pdiffψ)(ψ′) =
∑

ψ′′=Uφψ

< ψ′′|ψ′ > . (3.22)

The sum is over all states ψ′′ in S0 for which there exist a φ ∈ Diff∗ such that
φ′′ = Uφψ. The key point is that this sum is always finite, and therefore well defined.
To see this, notice that since ψ and ψ′ are in S0, they can be expanded in a finite linear
combination of spin network states. If a diffeomorphism changes the graph of a spin
network state ψS , then it takes it to a state orthogonal to itself. If it doesn’t change
the graph, then either it leaves the state invariant, so that no multiplicity appears in
(3.22), or it changes the ordering or the orientation of the links; but these are discrete
operations , giving at most a discrete multiplicity in the sum in (3.22). Therefore, the
sum in (3.22) is always well defined. Clearly Pdiffψ is diff invariant. Furthermore, it is
not difficult to convince oneself that the functionals of the form (3.22) span the space
of the diff-invariant states. Therefore, the image of Pdiff is Kdiff . States related by
a diffeomorphism are projected by Pdiff to the same element of Kdiff :

PdiffψS = Pdiff (UφψS).

Finally, the scalar product on Kdiff is naturally defined by

< PdiffψS , PdiffψS′ >Kdiff
≡ (PdiffψS)(ψS′)

This completely defines Kdiff . Equivalently, Kdiff is defined by the bilinear form
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< ψ,ψ′ >Kdiff
≡< ψ|Pdiff |ψ′ >≡

∑

ψ′′=φψ

< ψ′′, ψ′ >

in S0.
To understand the structure of Kdiff , consider the action of Pdiff on the states

of the spin network basis. To this aim, observe that a diffeomorsphism send a spin
network state |S > to an orthogonal state, or to a state obtained by a change in the
order or the orientation of the links. Denote gk|Sk > the states that are obtained
from |S > by a change of orientation or ordering, and that can be obtained via a
diffeomorphism, as in the example above. The maps gk form the finite discrete group
GΓ, therefore the range of the discrete index k is finite. Then it is easy to see that

< S|Pdiff |S′ >=

{

0 if Γ 6= φΓ′
∑

k < Sk|gk|S′ > if Γ = φΓ′

}

. (3.23)

An equivalence class K of unoriented graphs Γ under diffeomorphisms is called a
“knot”. Knots without nodes have been widely studied by the branch of mathematics
called knot theory, with the aim of classifying them. Knots with nodes have also been
studied in knot theory, but to a lesser extent. From the first line of (3.23) we see that
two spin-networks S and S′ define orthogonal states in Kdiff unless they are knotted
in the same way. That is, unless they are defined on graphs Γ and Γ′ belonging to the
same knot class K. We call KK the subspace of Kdiff spanned by basis states labeled
by the knot K. That is,

KK = PdiffKΓ

for any Γ ∈ K.
The states in KK are then undistinguished only by the coloring of links and nodes,

like the abstract graphs of the Penrose’s idea. As observed before, the colorings are not
necessarily orthonormal, due to the nontrivial action of the discrete symmetry group
Gγ . To find an orthonormal basis in KK we have therefore to further diagonalize
the quadratic form defined by the second line of (3.23). Denote |s >= |K, c > the
resulting states. The discrete label c is called the coloring of the knot K. Up to the
complications due to the discrete simmetry GΓ, it corresponds to the coloring of the
links and the nodes of Γ. The states |s >= |K, c > are called spin-knot states, or
s-knot states.

The key property of knots is that they form a discrete set. Therefore, the label K
is discrete. It follows that Kdiff admits a discrete orthonormal basis |s >= |K, c >.
Thus, Kdiff is a separable Hilbert space. The “excessive size” of the kinematical
Hilbert space K, reflected in its nonseparability, turns out to be just a gauge artifact.
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Chapter 4

Loop states and loop
transform (2): Geometry
Eigenvalues

We describe here a way to define a (overcomplete) basis for the space of Gauge-invariant
states, starting from multiloops. In this framework we calculate the eigenvalues of the
quantum operators corresponding to the classical Area and Volume. In the next sub-
section we compare the two basis that we call respectively ‘basis from representations’
and ‘basis from multiloops’.

4.1 Loop variables in classical GR

Summarizing what has been seen in the previous chapter, we consider a three-dimen-
sional manifold σ and two real (smooth) SO(3) fields Aia(x) and Eai (x) on σ. We use
a, b, . . . = 1, 2, 3 for (abstract) spatial indices and i, j, . . . = 1, 2, 3 for internal SO(3)
indices. We indicate coordinates on σ with x. The relation between these fields and
conventional metric gravitational variables is as follows: Eai (x) is the (densitized) in-
verse triad, related to the three-dimensional metric gab(x) of the constant-time surface
by

g gab = Eai E
b
i , (4.1)

where g is the determinant of gab; and

Aia(x) = Γia(x) + βKi
a(x), (4.2)

where Γia(x) is the SU(2) spin connection associated to the triad and Ki
a(x) is the

extrinsic curvature of the three surface (up to indices’ position).
It is useful for what follows to consider the dimensional character of the field with

care. We set the dimension of the fields as follow:

[gab] = L2, [Eai ] = L2,

47
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[Aia] = dimensionless. (4.3)

The popular choice of taking the metric dimensionless is not very sensible in GR.
It forces coordinates to have dimensions of a length; but the freedom of arbitrary
transformations on the coordinates is hardly compatible with dimensional coordinates.
Coordinates, for instance, can be angles, and assigning to angles dimension of a length
makes no sense. The Einstein action can be rewritten as

S =
1

κ

∫

d4x
√
g R

=
1

κ

∫

dx0

∫

d3x

[

− 1

β
ȦiaE

a
i + Ȧi0Gi +NaHa +NH

]

, (4.4)

where we have set

κ =
16πGN
c3

(4.5)

GN being Newton’s gravitational constant, and Gi, Ha, H the Gauss, diffeomorphism
and Hamiltonian constraints 1. It follows that the momentum canonically conjugate
to Aia is

pai (x) =
δS

δȦia(x)
= − 1

βκ
Eai . (4.6)

and therefore the fundamental Poisson bracket of the Hamiltonian theory is

{Aia(x), Ebj (y)} = βκ δbaδ
i
jδ

3(x, y) (4.7)

The spinorial version of the variables is given in terms of the Pauli matrices σi, i =
1, 2, 3, or the su(2) generators τi = − i

2 σi, by

Ea(x) = −i Eai (x) σi = 2Eai (x) τi (4.8)

Aa(x) = − i

2
Aia(x) σi = Aia(x) τi . . (4.9)

Aa(x) and Ea(x) are 2× 2 complex matrices. We use upper case indices A,B... = 1, 2
for the spinor space on which the Pauli matrices act. Thus, the components of the
gravitational fields are AaA

B(x) and EaA
B(x). In order to construct the loop variables,

we start from some definitions.

Segment. A segment γ is a continuous and piecewise smooth map from the closed
interval [0, 1] into σ. We write: γ : s 7−→ γa(s).

Loop. A loop α is a segment such that αa(0) = αa(1). Equivalently, it is a continu-
ous, piecewise smooth, map from the circle S1 into σ.

Free Loop Algebra. We consider (formal) linear combinations Φ of (formal) prod-
ucts of loops, as in:

Φ = c0 +
∑

i

ci [αi] +
∑

jk

cjk [αj ][αk] + . . . , (4.10)

1Here we have written Ȧ0 in place of Λ. This is what result starting from the four dimensional
theory in terms of SO(4) or SO(1, 3) connection and tetrad.
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where the c’s are arbitrary complex number and the α’s are loops; we denote the
space of such objects as the Free Loop Algebra Af [L].

Multiloop. We denote the monomials in Af [L], namely the elements of the form
Φ = [α1]...[αn] as multiloops. We indicate multiloops by a Greek letter, in the
same manner as (single) loops: [α] = [α1]...[αn] .

We can now define the fundamental loop variables. Given a loop α and the points
s1, s2, . . . , sn ∈ α we define:

T [α] = −Tr[Uα], (4.11)

T a[α](s) = −Tr[Uα(s, s)Ea(s)] (4.12)

and, in general

T a1a2 [α](s1, s2) = −Tr[Uα(s1, s2)E
a2(s2)Uα(s2, s1)E

a1(s1)], (4.13)

T a1...aN [α](s1, . . . , sN ) = −Tr[Uα(s1, sN )EaN (sN )Uα(sN , sN−1) . . .

. . . Uα(s2, s1)E
a1(s1)]. (4.14)

The function T [α] defined in (4.11) for a single loop, can be defined over the whole
free loop algebra Af [L]: given the generic element Φ ∈ Af [L] in (4.10), we pose

T [Φ] = −2c0 +
∑

i

ci T [αi] +
∑

ij

cij T [αi] T [αj ] + . . . (4.15)

The reason for the −2 in the first term is the following. We may think of the first term
of the sum as corresponding to the “point loop”, or a loop whose image is a point. For
this loop, the exponent in the corresponding holonomy is zero, so the holonomy is the
identity (in sl(2, C), namely in 2d) and T is therefore −2. We have

Tr[Uα]Tr[Uβ ] − Tr[UαUβ ] − Tr[UαUβ−1 ] = 0, (4.16)

T [α] T [β] + T [α#sβ] + T [α#sβ
−1] = 0, (4.17)

T [ [α][β] ] + T [α#sβ] + T [α#sβ
−1] = 0. (4.18)

We recall here, for later use, the retracing identity. For all loops α and segments γ,
we have

T [α] = T [α ◦ γ ◦ γ−1]. (4.19)

The Poisson bracket algebra of these loop variables is easily computed. We give here
the Poisson bracket of the T variables of order 0 and 1.

{T [α], T [γ]} = 0, (4.20)

{T a[α](s), T [γ]} = −βκ ∆a[γ, s] · 1

2

{

T [α#sγ] − T [α#sγ
−1]
}

, (4.21)

where we have defined:

∆a[γ, s] =

∫

β

dτ γ̇a(τ)δ3[γ(τ), s]. (4.22)
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4.2 The loop representation of quantum gravity

We now define the loop representation of quantum gravity as a linear representation
of the Poisson algebra of the T variables. First, we define the carrier space of the
representation. To this aim, we consider the linear subspace K of the free loop algebra
defined by

K = {Φ ∈ Af [L] | T [Φ] = 0}, (4.23)

and we define the carrier space V of the representation by

V = Af [L]/K. (4.24)

In other words, the state space of the loop representation is defined as the space of the
equivalence classes of linear combinations of multiloops, under the equivalence defined
by the Mandelstam relations

Φ ∼ Ψ if T [Φ] = T [Ψ], (4.25)

namely by the equality of the corresponding holonomies2. We denote the equivalence
classes defined in his way, namely the elements of the quantum state space of the theory
as Mandelstam classes, and we indicate them in Dirac notation as 〈Φ|. Clearly, the
multiloop states 〈α| span (actually, overspan) the state space V. Later we will define
a scalar product on V, and promote it to a Hilbert space. The reason for preferring
a bra notation over a ket notation is just historical at this point. We recall that the
loop representation was originally defined in terms of kets |ψ〉 in the dual of V. These
are represented on the (overcomplete) basis 〈α| by loop functionals

ψ(α) = 〈α|ψ〉. (4.26)

The principal consequences of the Mandelstam relations are the following.

1. The element 〈α| does not depends on the orientation of α: [α] ∼ [α−1].

2. The element 〈α| does not depend on the parameterization of α: [α] ∼ [β] if βa(τ) =
αa(f(τ)).

3. Retracing: if γ is a segment starting in a point of α then.

[α ◦ γ ◦ γ−1] ∼ [α]. (4.27)

4. Binor identity:
[α] · [γ] ∼ −[α#sγ] − [α#sγ

−1]. (4.28)

It has been conjectured that all Mandelstam relations can be derived by repeated use
of these identities. We expect that the methods described below may allow to prove
this conjecture, but we do not discuss this issue here.

2T [Φ] is a function on configuration space, namely a function over the space of smooth connections.
Equality between functions means of course having the same value for any value of the independent
variable; here, for all (smooth) connections.
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Next, we define the quantum operators corresponding to the T -variables as linear
operators on V. These form a representation of the loop variables Poisson algebra.
We define the loop operators as acting on the bra states 〈Φ| from the right. (Since
they act on the right, they define, more precisely, an anti-representation of the Poisson
algebra.) We define the T̂ [α] operator by

〈

c0 +
∑

i

ci [αi] +
∑

ij

cij [αi][αj ] + . . .

∣

∣

∣

∣

T̂ [α] =

=

〈

c0[α] +
∑

i

ci [αi][α] +
∑

ij

cij [αi][αj ][α] + . . .

∣

∣

∣

∣

. (4.29)

Next, we define the T̂ a[α](s) operator. This is a derivative operator (i.e. it satisfies
Leibniz rule) over the free loop algebra such that

〈[γ]|T̂ a[α](s) = −il20∆
a[γ, s]

1

2

(

〈[α#sγ]| − 〈[α#sγ
−1]|

)

, (4.30)

where we have introduced the elementary length l0 by

l20 = βh̄κ =
16πh̄βGN

c3
= 16π l2Planck. (4.31)

The definition extends on the entire free loop algebra by Leibniz rule and linearity.
The two operators commute with the Mandelstam relations and are therefore well
defined on V.

Notice that the factor ∆a[γ, s] in (4.30) depends on the orientation of the loop
γ: it changes sign if the orientation of γ is reversed. So does the difference in the
parentheses, therefore the r.h.s of (4.30) is independent from the orientation of γ, as
the l.h.s.. On the other hand, both the r.h.s and the l.h.s of (4.30) change sign if we
reverse the orientation of α.

The action of the T̂ a[α](s) operator on a state 〈[β]| can be visualized graphically.
The graphical action is denoted a “grasp”, and it can be described as follows: i. Disjoin
the two edges of the loop β and the two edges of the loop α, that enter the intersection
point s. ii. Pairwise join the four open ends of α and β in the two possible alternative
ways. This defines two new states. Consider the difference between these two states
(arbitrarily choosing one of the two as positive). iii. Multiply this difference by the
factor −il20 ∆a[β, s], where the direction of β (which determines the sign of ∆a[β, s]) is
determined as follows: it is the direction induced on β by α (which is oriented) in the
term chosen as positive. A moment of reflection shows that the definition is consistent,
and independent from the choice of the positive term. An explicit computation shows
that the operators defined realize a linear representation of the Poisson algebra of
the corresponding classical observables. The grasping rule generalizes to higher order
T -variables.

The action of T̂ a1...an [α](s1, . . . , sn), over a single loop-state [β] is given as fol-
lows. First the result vanishes unless β crosses all the n points si. If it does, the
action of T̂ a1...an [α](s1, . . . , sn) is given by the simultaneous grasp on all intersection
points. This action produces 2n terms. These terms are summed algebraically with
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alternate signs, and the result is multiplied by a factor −il20 ∆a[β, s1] for each grasp,
where the sign of each coefficient ∆a[β, si] is determined assuming that β is oriented
consistently with α in the term chosen as positive. Again, a moment of reflection
shows that the definition is consistent, and independent from the choice of the positive
terms. The generalization to arbitrary states, using linearity and the Leibnitz rule, is
straightforward. This concludes the construction of the linear ingredients of the loop
representation.

4.3 Loop states and recoupling theory

A quantum state 〈Φ| in the state space V is a Mandelstam equivalence class of elements
of the form (4.10). We now show that because of the equivalence relation, these states
obey the formal identities that define the Temperley-Lieb-Kauffman recoupling theory
described in Ref.[8]. This fact yields two results. First, we can write a basis in V. This
basis is constructed in the next section. Second, recoupling theory becomes a powerful
calculus in loop quantum gravity.

Consider the element Φ, given in (4.10), of the vector space Af [L]. We need some
definitions.

Graph of a state. We denote the union in σ of the images of all the loops in the
r.h.s of (4.10) as the “graph of Φ”, and we indicate it as ΓΦ.

Vertex. We denote the points i where ΓΦ fails to be a smooth submanifold of σ as
“vertices”.

Edge. We denote the lines e of the graph connecting the vertices as “edges”.

Valence. We say that a vertex i has valence n, or is n-valent, if n edges are adjacent
to it. A vertex can have any positive integer valence, including 1 and 2.

Clearly, Φ is not uniquely determined by its graph ΓΦ. If our only information about
a state is its graph, then we do not know how the state is decomposed into multiloops,
nor how many single loops run along each edge, nor how the single loops are rooted
through the vertices. We now introduce a graphical technique to represent this missing
information. The technique is based on the idea of “blowing up” the graph -as if viewed
through an infinite magnifying glass- and representing the additional information in
terms of “planar” tangles on the blown up graph. As we will see, these tangles obey
recoupling theory.

First, draw a graph isomorphic to ΓΦ in the sense of graph theory (that is, the
isomorphism preserves only adjacency relations between vertices and edges), on a two
dimensional surface. As usual in graph theory, we must distinguish points representing
vertices from accidental intersections between edges generated by the fact that we are
representing a non-planar graph on a plane. Denote these accidental intersections as
“false intersections”. Next, replace each vertex (not the false intersections) by (the
interior of) a circle in the plane, and each edge by a ribbon connecting two circles.
(At false intersections, ribbons bridge each other without merging.) In this way, we
construct a “thickened out” graph: a two-dimensional oriented surface which (loosely
speaking) has the topology of the graph ΓΦ times the [0, 1] interval.
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Ribbon-net. We call this two-dimensional surface the “ribbon-net” (or simply the
ribbon) of the graph ΓΦ, and we denote it as RΦ. Notice that the graph ΓΦ is
embedded in σ, while its ribbon-net RΦ is not.

Now we can represent the missing information needed to reconstruct Φ from ΓΦ as (a
formal linear combination of) tangles drawn on the surface RΦ. First, we represent
each multiloop in (4.10) by means of a closed line over RΦ:

Planar (representation of a) multiloop. For each loop αi in a given multiloop
α we draw a loop αi over the ribbon-net RΦ, wrapping around RΦ in the same
way in which αi wraps around ΓΦ. We denote the drawing (over RΦ) of all the
loops of a multiloop as “the planar representation” of the multiloop α, or simply
as the “planar multiloop”. We indicate it as Pα.

For technical reasons, we allow edges and vertices of the ribbon-net to be empty of
loops as well. Thus, we identify a ribbon-net containing a planar multiloop, with
a second one obtained from the first by adding edges and vertices empty of loops.
Finally:

Planar (representation of a) state. Every state 〈Φ| is a formal linear combina-
tion of multiloops: 〈Φ| =

∑

j cj [αj ] (up to equivalence). We denote the corre-
sponding formal linear combination PΦ =

∑

j cj Pαj
of planar multiloops on the

ribbon-net RΦ (up to equivalence), as a planar representation of 〈Φ|.
We have split the information contained in Φ in two parts: Φ determines a graph

ΓΦ embedded in σ and a planar state PΦ. PΦ is a linear combinations of drawings of
loops over a surface (the ribbon-net RΦ) and codes the information on which loops
are present and how they are rooted through intersections. This information is purely
combinatorial . On the other hand, ΓΦ contains the information on how the loops are
embedded into σ.

Notice that a multiloop determines its planar representation only up to smooth
planar deformations of the lines within the circles and the ribbons of the ribbon-net.
In other words, we can arbitrarily deform the lines within each circle and within each
ribbon, without changing Φ. In particular, the lines of the planar representation will
intersect in points of RΦ, and we can disentangle them. Under- and over-crossings of
loops within RΦ are not distinguished. Let us come to the key observation on which the
possibility of using recoupling theory relies. Consider an element Φ of the free vector
algebra. For simplicity, let us momentarily assume that Φ is formed by a single loop
Φ = [α] (which may self-intersect and run over itself). Thus Φ = (Γα, Pα). Consider
an intersection of two lines (two segments of Pα) in RΦ. Break the two lines meeting
at this intersection, and pairwise rejoin the four legs, in the two alternative possible
ways, as in Figure 4.1.

We obtain two new loops on RΦ, which we denote as P[β] and P[γ]. Consider the
element Ψ of the free vector algebra uniquely determined by the graph ΓΨ = ΓΦ, and
by the linear combination of planar representations PΨ = −Pβ −Pγ . Notice that Ψ is
different than Φ as an element of the free vector algebra; however, the two are in the
same Mandelstam equivalence class because of the binor relation (4.28), and therefore
they define the same element of the quantum state space V. Namely 〈Ψ| = 〈Φ|. We
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Figure 4.1: The binor identity.

say that two planar representations PΦ and PΨ are “equivalent” if 〈Ψ| = 〈Φ|. Thus,
in dealing with planar representations of a quantum state 〈Φ|, we can freely use the
identity



JJ = − − � �� �
(4.32)

on PΦ without changing the quantum state. This identity is the key axiom of recoupling
theory.

An easy to derive consequence is that every closed line entirely contained within a
circle, or within a ribbon, can be replaced by a factor d = −2. Furthermore, it is easy
to see that the retracing identity (4.27) implies that the loops of PΦ can be arbitrarily
deformed within the entire ribbon-net, without changing the state 〈Φ|. In particular,
every loop contractible in RΦ can be replaced by a factor d = −2. This is the second
axiom of recoupling theory.

Thus PΦ can be interpreted as a linear combination of tangles in the sense of
reference [8]. The tangles obey the axioms of recoupling theory. They are confined
inside the oriented surface RΦ with has a highly nontrivial topology. This is the key
result of this section.

An immediate consequence of the result is that we can write a basis in V following
[8]. Given a state 〈Ψ|, and its ribbon-net RΦ, we can use (4.32) to eliminate all
intersections from the Pα of each multiloop. Next, we can retrace each single line that
returns over itself, and eliminate every loop contractible in RΦ. We obtain parallel
lines without intersections along each ribbon and routings without intersections at
each vertex. No further use of the retracing or binor identity is then possible without
altering this form. This procedure defines a basis of independent states, labeled by the
graph, the number of lines along each edge, and elementary routings at each node. An
elementary routing is a planar rooting of loops through the vertex of the ribbon-net,
having no intersections. This basis is not very practical for calculations. In the next
section, we use the technology of [8] to define a more useful basis.
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4.4 The spin network basis

The representation (ΓΦ, PΦ) of a state 〈Φ| can be expanded in terms of a “virtual”
trivalent representation as follows.

Virtual graph. To every graph Γ, we can associate a trivalent graph Γv as fol-
lows. For each n-valent vertex v of Γ, (arbitrarily) label the adjacent edges
as e0...e(n−1), and disjoin them from v. Then, replace v with n − 2 trivalent
vertices N1...Nn−2, denoted “virtual” vertices. Join the virtual vertices with
n− 3 “virtual” edges E2...En−2, where Ei joins Ni−1 and Ni. Prolong the edges
e1...e(n−2) to reach the corresponding virtual vertices N1...Nn−2, and the edges
e0 and e(n−1) to reach the virtual vertices N1 and Nn−2. Denote the resulting
trivalent graph Γv as the virtual graph associated to Γ (for the chosen ordering
of edges).

Virtual ribbon-net. We denote the ribbon-net of ΓvΦ as the virtual ribbon-net RvΦ
of Φ. We view it as a subset of RΦ, namely we view the virtual circles N1...Nn−2

and the virtual ribbons E2...En−2 as drawn inside the circle c representing v.
This circle c indicates that the virtual vertices N1...Nn−2 correspond all to the
same point of σ. (Thus, a virtual ribbon-net is a trivalent ribbon-net with strings
of adjacent intersections specified.)

Virtual representation. Finally, deform PΦ so that it lies entirely inside RvΦ. We
indicate the deformed PΦ as P vΦ, and call it the “virtual” planar representation of
Φ. The virtual representation P vΦ of a state is not unique, due to the arbitrariness
of assigning the ordering e0 . . . e(n−1) to the edges of n-valent intersections.

The above construction is more difficult to describe in words than to visualize, and is
illustrated in Figure 4.2.

Figure 4.2: Construction of “virtual” vertices and “virtual” strips over an n-valent
vertex.

Consider now deformations of the tangle P vΦ within RvΦ –a subset of the defor-
mations within the full RΦ. We can move all intersections of deform P vΦ away from
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the vertices (to the virtual or real ribbons), leaving trivalent vertices free from in-
tersections. Next, we can use the binor relation to remove all intersections from the
ribbons, leaving non-intersecting tangles with n inputs and n outputs along each single
ribbon e. As described in Sec 2.2 of [8], tangles of this kind can be described as ele-

ments of the (tangle-theoretic) Temperley-Lieb algebras T
(e)
n . A basis of this algebra

is obtained by using the Jones-Wenzl projectors Π
(e)
n , which are just normalized anti-

symmetrizers. More precisely, given the multiloop Pα with n lines along the ribbon e,

call P
(p)
α , p = 1...n! the multiloops obtained by all possible permutations p in the way

the n lines entering e are connected to the n outgoing lines, and |p| the parity of the
permutation, then

Π(e)
n Pα =

1

n!

∑

p

(−1)|p| P (p)
α . (4.33)

It follows from the completeness of the Jones-Wenzel projectors that a basis for all
planar loops over a given RvΦ is given by the linear combination of loops in which the
lines along each (virtual and real) edge are fully antisymmetrized. We can therefore
expand every state in states in which lines are fully antisymmetrized along each ribbon.
A state in which the lines along each (virtual or real) ribbon are fully antisymmetrized
is a spin network state.

A spin network state is characterized by a graph Γ in σ, by the assignment of
an ordering to the edges adjacent to each vertex, and by the number pe of (antisym-
metrized) lines in each virtual or real edge e. We denote the integer pe as the “color”
of the corresponding edge e of Γv. We will use also the “spin” je of the edge, defined as
half its color: je = 1

2pe . At each vertex, the colors p1, p2 and p3 of the three adjacent
edges satisfy a compatibility condition: there must exist three positive integers a, b
and c (the number of lines rooted through each pair of edges) such that

p1 = a+ b, p2 = b+ c, p3 = c+ a, (4.34)

It is easy to see that this condition is equivalent to the Clebsh-Gordon condition that
each of the three su(2) representations of spin ji = 1/2 pi is contained in the tensor
product of the other two. This construction is equivalent to the construction from
representations. We can freely move the antisymmetrizers near the nodes. In this
way every ribbon contains p equal holonomies in the 1/2 representation. Because
the equality of the holonomies, they can be seen as completely symmetrized. The
symmetrization of p elements of SU(2) in the fundamental representation is the p/2
representation of SU(2). Every node, with the nearest antisymmetrizers, defines an
intertwiner between the p1/2, p2/2, p3/2 representations.

The spin network states form a basis in V. The basis elements are given as follows.
For every graph Γ embedded in σ, choose an ordering of the edges at each node. This
choice associates an oriented trivalent virtual graph Γv (non-embedded) to every Γ.

Spin network. A spin network S is given by a graph ΓS in σ, and by a compatible
coloring {pe} of the associated oriented trivalent virtual graph Γv. Thus S =
(ΓS , {pe}).

Spin network state. For every spin network S, the spin network quantum state
〈S| = (ΓS , PS) is the element of V determined by the graph ΓS and by the linear
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combination PS of planar multiloops obtained as follows. Draw pe lines on each
ribbon e of the ribbon-net RvS ; connect lines at intersections without crossings;

this gives a planar multiloop P
(0)
S ; then

PS =
∏

e∈Γ

Π(e)
pe
P

(0)
S . (4.35)

We can then represent a spin network state as a colored trivalent graph over the
ribbon-net RvS (with a single edge along each ribbon). We give here the formula that
allows one to express the basis elements of a 4-valent intersection in terms of the basis
elements of a different trivalent expansion. Using the recoupling theorem of [8] (pg.
60), we have immediately

a

b

d

c

�
@ �

@

jr r =
∑

i

{

a b i
c d j

}

a

b

d

c

�

@�

@
irr (4.36)

where the quantities

{

a b i
c d j

}

are su(2) six-j symbols (normalized as in [8]).

4.4.1 The Action of the operators in the spin-network basis

We now describe how the T̂ operators act on the spin network states. From Eq. (4.29),
the operator T̂ [α], acting on a state 〈Φ| simply adds a loop to 〈Φ|. Consider the graph
Γ formed by the union (in σ) of the graphs of Φ and α. Since we admit empty edges,
we can represent Φ over the ribbon-net R associated to Γ. In this representation, the
action of T̂ [α] consists in adding the draw of α over R. Using the expression for the
Jones-Wenzl projectors in [8] (pg. 96), one can expand the non-antisymmetrized lines,
if any, in combinations of antisymmetrized ones.

Higher order loop operators are expressed in terms of the elementary grasp opera-
tion, Eq. (4.30). The ribbon construction allows us to represent the grasp operation in
a simpler form. Indeed, one easily sees that Eq. (4.30) is equivalent to the following:
acting on an edge with color 1, the grasp creates two virtual trivalent vertices (inside
the same circle, corresponding to the intersection point) – one on the spin-network
state and one on the loop of the operator. The two vertices are joined by a virtual
strip of color 2, and the overall multiplicative factor is determined as follows. The sign
of the tangent of γ in ∆a[γ, s] is determined by the orientation of γ consistent with
the positive-terms of the loop expansion of the spin network. The equivalence between
the old definition of the grasp and the new one is illustrated in Figure 4.3.

A straightforward computation, using Leibnitz rule, shows that acting on an edge
with color p, the grasp has the very same action, with the multiplicative factor mul-
tiplied by p. Finally, notice that the two antisymmetrized loops form a (virtual) spin
network edge of color 2. Therefore, we can express the action of the grasp in the spin
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Figure 4.3: Action of the grasp.

network basis by the following equation

(4.37)

This simple form of the action of the loop operators on the spin-network basis is
the reason that enables us to use recoupling-theory in actual calculations involving
quantum gravity operators. Notice that it is the ribbon-net construction that allows
us to “open up” the intersection point and represent it by means of two vertices (one
over α and one over γ) and a (“zero length”) edge connecting the two vertices. These
two vertices and this edge are all in the same point of the three-manifold σ.

Higher order loop operators act similarly, as sketched in Figure 4.4.

Figure 4.4: Representation of the n grasp of the T a1...an [α](s1, . . . , sn) operator.

4.5 The area operator

A surface Σ in σ is an embedding of a 2-dimensional manifold Σ, with coordinates
σu = (σ1, σ2), u, v = 1, 2, into σ. We write S : Σ −→ σ, σu −→ xa(σ). The metric
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and the normal one form on Σ are given by

gΣ = S⋆ g, gΣ
uv =

∂xa

∂σu
∂xb

∂σv
gab; (4.38)

na =
1

2
ǫuvǫabc

∂xb

∂σu
∂xc

∂σv
. (4.39)

The area of Σ is

A[Σ] =

∫

Σ

d2σ
√

det gΣ

=

∫

Σ

d2σ

√

1

2
ǫuūǫvv̄gΣ

uvg
Σ
ūv̄ =

∫

Σ

d2σ
√

nanbEaiEbi , (4.40)

where we have used

ǫuūǫvv̄gΣ
uvg

Σ
ūv̄ = ǫuūǫvv̄

∂xa

∂σu
∂xb

∂σv
gab

∂xā

∂σū
∂xb̄

∂σv̄
gāb̄,

ǫuū
∂xa

∂σu
∂xā

∂σū
=

1

2
ǫuū

∂xa
′

∂σu
∂xā

′

∂σū
ǫa′ā′cǫ

aāc = ncǫ
aāc,

ggcc̄ =
1

2
ǫaācǫbb̄c̄gabgāb̄.

We want to construct the quantum area operator Â[Σ], namely a function of the loop
representation operators whose classical limit is A[Σ]. Following conventional quantum
field theoretical techniques, we deal with operator products by defining Â[Σ] as a limit
of regularized operators Âǫ[Σ] that do not contain operator products. The difficulty in
the present context is to find a regularization that does not break general covariance.
This can be achieved by a geometrical regularization.

We begin by constructing a classical regularized expression for the area, namely a
one parameter family of classical functions of the loop variables Aǫ[Σ] which converges
to the area as ǫ approaches zero. Consider a small region Σǫ of the surface Σ, whose
coordinate area goes to zero with ǫ2. For every s in Σ, the smoothness of the classical
fields implies that Ea(s) = Ea(xI) +O(ǫ), where xI is an arbitrary fixed point in Σǫ.
Also, Uα(s, t) BA = 1 B

A +O(ǫ) for any s, t ∈ Σǫ and α a (coordinate straight) segment
joining s and t. It follows that to zeroth order in ǫ

T ab[αst](s, t) = −Tr
[

Ea(s)Uα(s, t)Eb(t)Uα(t, s)
]

= 2Eai(xI)E
b
i (xI).

(4.41)

Using this, we can write

ǫ4na(xI)nb(xI)E
ai(xI)E

b
i (xI) =

1

2

∫

Σǫ

d2σ na(σ)

∫

Σǫ

d2τ nb(τ) T ab[αστ ](σ, τ) +

+O(ǫ), (4.42)

where αστ is, say, a (coordinate) circular loop with the two points σ and τ on antipodal
points. Next, consider the area of the full surface Σ. By the very definition of Riemann
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integral, (4.40) can be written as

A[Σ] =

∫

Σ

d2σ
√

nanbEaiEbi

= lim
N→∞
ǫ→0

∑

Iǫ

ǫ2
√

na(xI)nb(xI)Eai(xI)Ebi (xI) (4.43)

where, following Riemann, we have partitioned the surface Σ in N small surfaces ΣIǫ

of coordinate area ǫ2 and xI is an arbitrary point in ΣIǫ
. The convergence of the limit

to the integral, and its independence from the details of the construction, are assured
by the Riemann theorem for all bounded smooth fields. Inserting (4.42) in (4.43), we
obtain the desired regularized expression for the classical area, suitable to be promoted
to a quantum loop operator

A[Σ] = lim
ǫ→0

Aǫ[Σ] , (4.44)

Aǫ[Σ] =
∑

Iǫ

√

A2
Iǫ

, (4.45)

A2
Iǫ

=
1

2

∫

ΣIǫ⊗ΣIǫ

d2σd2τ na(σ)nb(τ) T ab[αστ ](σ, τ). (4.46)

Notice that the powers of the regulator ǫ in (4.42) and (4.43) combine nicely, so that
ǫ appears in (4.44) only in the integration domains.

We are now ready to define the area operator:

Â[Σ] = lim
ǫ→0

Âǫ[Σ], (4.47)

Aǫ[Σ] =
∑

Iǫ

√

Â2
Iǫ
, (4.48)

Â2
Iǫ

=
1

2

∫

ΣIǫ⊗ΣIǫ

d2σd2τ na(σ)nb(τ) T̂ ab[αστ ](σ, τ). (4.49)

The meaning of the limit in (4.47) needs to be specified. The specification of the
topology in which the limit is taken is an integral part of the definition of the operator.
As it is usual for limits involved in the regularization of quantum field theoretical
operators, the limit cannot be taken in the Hilbert space topology where, in general, it
does not exist. The limit must be taken in a topology that “remembers” the topology
in which the corresponding classical limit (4.44) is taken. This is easy to do in the
present context. We say that a sequence of (multi) loops αǫ converges to α if αǫ
converges pointwise to α; we say that a sequence of quantum states 〈αǫ| converges
to the state 〈α| if αǫ → α for at least one αǫ in (the equivalence class) 〈αǫ| (∀ǫ) and
one α ∈ 〈α|. This definition extends immediately to general states 〈Φ| by linearity,
and defines a topology on the state space, and the corresponding operator topology:
Ôǫ → Ô iff 〈Φ|Ôǫ → 〈Φ|Ô, ∀〈Φ|. Notice that the above is equivalent to say that 〈Φǫ|
converges to 〈Φ| if T [Φǫ] converges pointwise to T [Φ].

An important consequence of the use of this topology is the following. Let 〈Φǫ|
converge to 〈Φ|. Then the graphs ΓΦǫ

converge to ΓΦ in the topology of σ. In other
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words, given a δ-neighborhood of ΓΦ, there exists an ǫ such that ΓΦ′
ǫ

is included in
the δ-neighborhood for all ǫ′ < ǫ. Visually, we can imagine that the ribbon-nets RΦǫ

“merge” into the ribbon-net RΦ as ǫ approaches zero. In addition, the representations
PΦǫ

go to PΦǫ
, up to equivalence. This fact allows us to separate the study of a

limit in two steps. First, we study the graph of the limit state. In this process, the
representations PΦǫ

are merged into the ribbon-net R of the limit state. Second, we
can use recoupling theory on R, in order to express the limit representation in terms
of the spin network basis.

We now study the action of the area operator Â[Σ] given in (4.47) on a spin network
state 〈S|. Namely, we compute 〈S|Â[Σ]. Let S ∩ Σ be the set of the points i in the
intersection of ΓS and Σ. In other words, we label by an index i the points where the
spin network graph ΓS and the surface Σ intersect. Generically S ∩ Σ is numerable,
and does not include vertices of S. Here we disregard spin networks that have a vertex
lying on Σ or a continuous number of intersection points with Σ. It was pointed out
by A. Ashtekar that spin networks with a vertex and one -or more- of its adjacent
edges lying on Σ are eigenstates of the area with eigenvalues that are not included in
the spectrum of the operator derived below3.

For small enough ǫ, each intersection i will lie inside a distinct ΣIǫ
surface.4 Let

us call Σiǫ the surface containing the intersection i (at every fixed ǫ), and ei the edge
through the intersection i. Notice that 〈S|Â2

ΣIǫ
vanishes for all surfaces Iǫ except the

ones containing intersections. Thus the sum over surfaces
∑

Iǫ
reduces to a sum over

intersections. Bringing the limit inside the sum and the square root, we can write

〈S|Â[Σ] =
∑

i∈{S∩Σ}
〈S|
√

Â2
i (4.50)

Â2
i = lim

ǫ→0
Â2
iǫ (4.51)

For finite ǫ, the state 〈S|Â2
iǫ

has support on the union of the graphs of S and the
graph of the loop αστ in the argument of the operator (4.49). But the last converges
to a point on ΓS as ǫ goes to zero. Therefore

lim
ǫ→0

Γ〈S|Â2
iǫ

= ΓS . (4.52)

The operator Â[Σ] does not affect the graph of 〈S|. Next, we have to compute the
planar representation of Γ〈S|Â[Σ], which is a tangle on R〈S|Â[Σ], namely a tangle on

RS . By equation (4.50), this is given by a sum of terms, one for each i ∈ {S ∩ Σ}.
Consider one of these terms. By definition of the T̂ loop operators and of the grasp

3Note added: the complete spectrum of the area has been obtained in the meanwhile in [7], and
then reobtained in [5] using the methods developed in this paper.

4The (perhaps cavilling) issue that an intersection may fall on the boundary between two Iǫ
surfaces has been raised. This eventuality, however, does not generate difficulties for the following
reason. The integrals we are using are not Lebesgue integrals, because, due to the presence of the
δ’s, regions of zero measure of the integration domain cannot be neglected – nor doubly counted.
Therefore in selecting the partition of Σ in the Iǫ surfaces one must include each boundary in one
and only one of the two surfaces (which are therefore partially open and partially closed). Boundary
points are then normal points that fall inside one and only one integration domain.
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operation (Section 3), this is obtained by inserting two trivalent intersections on the
spin network edge ei (inside its ribbon), connected by a new edge of color 2. This
is because the circle Γαστ

has converged to a point on ei; in turn, this point is then
expanded inside the ribbon as a degenerate loop following back and forward a segment
connecting the two intersections. By indicating the representation of the spin network
simply by means of its ei edge, we thus have

〈∣

∣

pe
∣

∣ Â2
iǫ =

1

2

∫

Σiǫ⊗Σiǫ

d2σd2τ na(σ)nb(τ)
〈∣

∣

pe
∣

∣ T̂ ab[αστ ](σ, τ) (4.53)

= − l
4
0

2

∫

Σiǫ⊗Σiǫ

d2σd2τ na(σ)∆a[βe, σ]nb(τ)∆
b[βe, τ ] p

2
e

〈

s
s

pe

pe

pe �
�2
∣

∣

∣

∣

∣

∣

∣

,

where we have already taken the limit (inside the integral) in the state enclosed in the
brackets 〈 |. Notice that this does not depend on the integration variables anymore,
because the loop it contains does not represent the grasped loop for a finite ǫ, but the a
ribbon expansion of the limit state. Notice also that the two integrals are independent,
and equal. Thus, we can write

〈∣

∣

pe
∣

∣ Â2
iǫ = − l

4
0

2

(

∫

ΣIǫ

d2σ na(σ)∆a[βe, σ]

)2

p2
e

〈

s
s

pe

pe

pe �
�2
∣

∣

∣

∣

∣

∣

∣

(4.54)

The parenthesis is easy to compute. Using (4.22), it becomes the analytic form of the
intersection number between the edge and the surface

∫

Σiǫ

d2σ na(σ)∆a[βe, σ] =

∫

Σiǫ

d2σ na(σ)

∫

βe

dτ β̇ae (τ)δ
3[βe(τ), s] = ± 1,

(4.55)

where the sign, which depends on the relative orientation of the loop and the surface,
becomes then irrelevant because of the square. Thus

〈∣

∣

pe
∣

∣ Â2
i = − l

4
0

2
p2
e

〈

s
s

pe

pe

pe �
�2
∣

∣

∣

∣

∣

∣

∣

, (4.56)

where we have trivially taken the limit (4.51), since there is no residual dependence
on ǫ. We have now to express the tangle inside the bracket in terms of (an edge of) a
spin network state. But tangles inside ribbons satisfy recoupling theory, and we can
therefore use the relative formulas, obtaining

〈∣

∣

pe
∣

∣ Â2
iǫ = = l40

pe
2

(pe
2

+ 1
)

〈∣

∣

pe
∣

∣. (4.57)

The square root in (4.50) is now easy to take because the operator Â2
i is diagonal.

〈∣

∣

pe
∣

∣ Âi =
〈∣

∣

pe
∣

∣

√

Â2
i = =

√

l40
pe
2

(pe
2

+ 1
)

〈∣

∣

pe
∣

∣. (4.58)



4.6. THE VOLUME OPERATOR 63

Inserting in the sum (4.50), and shifting from color to spin notation, we obtain the
final result

〈S| Â[Σ] =



l20
∑

i∈{S∩Σ}

√

ji(ji + 1)



 〈S| (4.59)

where ji is the spin of the edge crossing Σ in i. This result shows that the spin network
states (with a finite number of intersection points with the surface and no vertices
on the surface) are eigenstates of the area operator. The corresponding spectrum is
labeled by multiplets ~j = (j1, ..., jn) of positive half integers, with arbitrary n, and
given by

A~j [Σ] = l20
∑

i

√

ji(ji + 1). (4.60)

4.6 The Volume Operator

Consider a three dimensional region R. The volume of R is given by

V [R] =

∫

R
d3x
√

det g =

∫

R
d3x

√

1

3!

∣

∣

∣

∣

ǫabcǫijkEaiEbjEck
∣

∣

∣

∣

, (4.61)

In order to construct a regularized form of this expression, consider the three index
(three hands) loop variable:

T abc[α](s, t, r) = −Tr[Ea(s)Uα(s, t) Eb(t)Uα(t, r)Ec(r)Uα(r, s)]. (4.62)

In the limit of the loop [α] shrinking to a point x we have:

T abc[α](s, t, r) → 2ǫijkE
aiEbjEck = 2 ǫabcdet(E). (4.63)

Fix an arbitrary chart of M , and consider a small cubic region RI of coordinate volume
ǫ3. Let xI be an arbitrary but fixed point in RI . Since classical fields are smooth we
have E(s) = E(xI) + O(ǫ) for every s ∈ RI , and Uα(s, t) BA = 1 B

A + O(ǫ) for any
s, t ∈ RI and straight segment α joining s and t. Consider the quantity

WI =
1

16 3!ǫ6

∫

∂RI

d2σ

∫

∂RI

d2τ

∫

∂RI

d2ρ
∣

∣ na(σ) nb(τ) nc(ρ)T abc[αστρ](σ, τ, ρ)
∣

∣ ,

(4.64)

where αστρ is a triangular loop joining the points σ, τ and ρ. Because of (4.63), we
have, to lowest order in ǫ

WI =
1

8 3!ǫ6
∣

∣det(E(xI)
∣

∣

∫

∂RI

d2σ

∫

∂RI

d2τ

∫

∂RI

d2ρ ·
∣

∣na(σ)nb(τ)nc(ρ)ǫ
abc
∣

∣

=
∣

∣det(E(xI))
∣

∣ , (4.65)

Thus, WI is a non-local quantity that approximates det g(xI) for small ǫ. Using the
Riemann theorem as in the case of the area, we can then write the volume V [R] of the
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region R as follows. For every ǫ, we partition of R in cubes RIǫ
of coordinate volume

ǫ3. Then

V [R] = lim
ǫ→0

Vǫ[R]; (4.66)

Vǫ[R] =
∑

Iǫ

ǫ3W
1/2
Iǫ

. (4.67)

4.6.1 Quantum volume operator

We have then immediately a definition of the quantum volume operator:

V̂ [R] = lim
ǫ→0

V̂ǫ[R]; (4.68)

V̂ǫ[R] =
∑

Iǫ

ǫ3Ŵ
1/2
Iǫ

; (4.69)

ŴIǫ
=

1

16 3!ǫ6

∫

∂RI

d2σ

∫

∂RI

d2τ

∫

∂RI

d2ρ ·
∣

∣na(σ)nb(τ)nc(ρ)T̂ abc[αστρ](σ, τ, ρ)
∣

∣.

(4.70)

Notice the crucial cancellation of the ǫ6 factor. We refer to the previous section on
the area operator for the discussion on the meaning of the limit and the split of the
action of the operator in the computation of the graph and the representation. We
will discuss the meaning of the square root later.

Let us now begin to compute the action of this operator on a spin network state.
The three surface integrals on the surface of the cube and the line integrals along the
loops combine –as in the case of the area– to give three intersection numbers, which
select three intersection points between the spin network and the boundary of the cube.
In these three points, which we denote as r, s and t, the loop αστρ of the operator
grasps the spin network.

Notice that the integration domain of the (three) surface integrals is a six dimen-
sional space –the space of the possible positions of three points on the surface of a
cube. Let us denote this integration domain as D6. The absolute value in (4.70) plays
a crucial role here: contributions from different points of D6 have to be taken in their
absolute value, while contributions from the same point of D6 have to be summed al-
gebraically before taking the absolute value. The position of each hand of the operator
is integrated over the surface, and therefore each hand grasps each of the three points
r, s and t, producing 33 distinct terms. However, because of the absolute value, a term
in which two hands grasp the same point, say r, vanishes. This happens because the
result of the grasp is symmetric, but the operator is antisymmetric, in the two hands
– as follows from the antisymmetry of the trace of three sigma matrices. Thus, only
terms in which each hand grasps a distinct point give non vanishing contributions.
For each triple of points of intersection between spin network and cube’s surface r, s
and t, there are 3! ways in which the three hands can grasp the three points. These
3! terms have alternating signs because of the antisymmetry of the operator, but the
absolute value prevents the sum from vanishing, and yields the same contribution for
each of the 3! terms.
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If there are only two intersection points between the boundary of the cube and
the spin network, then there are always two hands grasping in the same point; con-
tributions have to be summed before taking the absolute value, and thus they cancel.
Thus, the sum in (4.69) reduces to a sum over the cubes Iiǫ whose boundary has at
least three distinct intersections with the spin network, and the surface integration
reduces to a sum over the triple-graspings in distinct points. For ǫ small enough, the
only cubes whose surface has at least three intersections with the spin network are
the cubes containing a vertex i of the spin network . Therefore, the sum over cubes
reduces to a sum over the vertices i ∈ {S ∩R} of the spin network, contained inside
R. Let us denote by Iiǫ the cube containing the vertex i. We then have

〈S|V̂ [R] = lim
ǫ→0

∑

i∈{S∩V}
ǫ3〈S|

√

∣

∣

∣
ŴIi

ǫ

∣

∣

∣

〈S|ŴIi
ǫ

=
il60

16 3!ǫ6

∑

s,t,r

〈

S#̃s,t,rαs,t,r

∣

∣

∣
, (4.71)

where s, t and r are three distinct intersections between the spin network and the

boundary of the box, and we have indicated by
〈

S#̃s#̃t#̃rαstr

∣

∣

∣
the result of the

triple grasp of the three hands operator with loop αstr on S.

Let us compute one of the terms above, corresponding to a given triple of grasps,
over an n-valent intersections. First of all, in the limit ǫ → 0 the operator does not
change the graph of the quantum state, for the same reason the area operator doesn’t.
Thus, the computation reduces to a combinatorial computation of the action of the
operator on the representation of the planar state, involving recoupling theory.

Let us represent a spin network state simply by means of the portion of its virtual
net containing the vertex on which the operator is acting. We have

〈

P0 �

P1

P2
@

i1

�i2 i3r r · · ·
. . .

@in−2

in−1

rr Pn−3
�

Pn−2

Pn−1@

∣

∣

∣

∣

∣

ŴIi
ǫ

= (4.72)

=
il60

16 3!

∑

r=0,...,n−1

t=0,...,n−1

s=0,...,n−1

∫

∂VI⊗∂VI⊗∂VI

d2σd2τd2ρ
∣

∣

∣
na(σ)∆a[γ, σ] nb(τ)∆

b[γ, τ ] nc(ρ)∆
c[γ, ρ]

∣

∣

∣

·
〈

P0 �

P1

P2
@

i1

�i2 i3r r · · ·
. . .

@in−2

in−1

rr Pn−3
�

Pn−2

Pn−1@

∣

∣

∣

∣

∣

∣

∣Ŵ
(n)
[rts]

∣

∣

∣

where Ŵ
(n)
[rts] is the operator that grasp the r, t and s edge of the the n-valent vertex
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as follow:

〈

P0 �

P1

P2
@

i1

�i2 i3r r · · ·
. . .

@in−2

in−1

rr Pn−3
�

Pn−2

Pn−1@

∣

∣

∣

∣

Ŵ
(n)
[rts] =

= PrPtPs

〈

P0 �

@

i1

�i2r r
ir

Pr�rr
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Pt�rr � r Ps
��

@is

2

2

2
� �r rr

Pn−1@

∣

∣

∣

∣

∣

(4.73)

=
∑

k2,...,kN−2

W
(n)
[rts]

k2...kn−2

i2...in−2
(P0, . . . , Pn−1) ·

·
〈

P0 �

P1

P2
@

k1

�k2k3r r · · ·
. . .

@kn−2

kn−1

rr Pn−3
�

Pn−2

Pn−1@

∣

∣

∣

∣

,

Notice that we have replaced the triangular loop with vertices r, s and t by three edges
of color 2 joining the three points r, s and t to a trivalent vertex. This can be done
as follows. First we deform the triangle over the ribbon-net. Indeed, as remarked for
the case of the area, the tangle above does not represent a tangle extended in M , but
just the expansion over the ribbon net of a rooting of lines in a single point of M .
Second, we notice that we can antisymmetrize the two lines that exit from the hand
of an operator by using the binor identity, because tracing a hand with a zero length
loop gives a vanishing quantity.

The last equality in the last equation follows from the fact that trivalent spin
network form a basis. From eq. (4.72) we see that the action of ŴIi

ǫ
splits into a

multiplication by a numerical prefactor and a recoupling part given by eq. (4.73),
which does not depend on the integration variables. Using eq. (4.55) we can perform
the integration in eq. (4.72). This yields the intersection number between the edges r,
s and t and the surface of the cube VI . The sign of the intersection number, coming
from the relative orientation of the loop and the surface, is irrelevant, because of the
presence of the absolute value.

Because of the symmetry properties of the 3-valent node (222), the 3! terms in eq.
(4.73) are related by:

Ŵ
(n)
[i1i2i3]

= (−1)pŴ
(n)
[ip1 ip2 ip3 ] (4.74)

where pi it is a permutation of 123, and p it is the order of the permutation. Thus,
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the action the volume operator on a generic spin network state 〈S| is given by:

V̂ [V] = l30
∑

i∈{S∩V}

√

√

√

√

√

√

√

√

∑

r=0,...,n−3

t=r+1,...,n−2

s=t+1,...,n−1

∣

∣

∣

∣

i

16
Ŵ

(ni)
[rts]

∣

∣

∣

∣

(4.75)

where ni is the valence of the i-th intersection. Equations (4.73) and (4.75) completely
define the volume operator. There are two remaining tasks: to find the explicit expres-

sion for the matrix iW
(n)
[rst]

in−2...i3i2
kn−2...k3k2

(Pn−1, . . . , P0), which is defined in eq. (4.73) only

implicitly; and to show that the absolute value and the square root in equation (4.75)
are well defined. Below, we complete both tasks: we provide an explicit expression

for iW
(n)
[rst]

in−2...i3i2
kn−2...k3k2

(Pn−1, . . . , P0), and we prove that the argument of the absolute

value is a diagonalizable finite dimensional matrix with real eigenvalues, and the ar-
gument of the square root is a finite dimensional diagonalizable matrix with positive
real eigenvalues.

4.6.2 Trivalent vertices

We begin studying the case n = 3. It is easy to see that W
(3)
[012] = 0 from the relation

P0�r P1�rr
P2�r

2

2

2
� �r

� � = W
(3)
[012] @

P0

�
P1

P2

r . (4.76)

In fact, by closing the generic 3-valent node with itself we have

P0P1P2

P0�r P1�r P2�r

2

2

2
� �r

� �r
� �r

= W
(3)
[012]

P0

P1

P2

�
�

�
�

r r . (4.77)

Thus W
(3)
[012] its determined by the Wigner 9J-symbol (the evaluation of the hexagonal

net) as:

W
(3)
[012] =

P0P1P2







P0 P1 P2

P0 P1 P2

2 2 2







θ(P0, P1, P2)
. (4.78)

But the hexagonal net is antisymmetric for the exchange of two columns or of two rows.
Therefore the matrix W 3 vanishes, and the trivalent vertices give no contribution to
the volume.
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4.6.3 Four-valent vertices

Next, we study the n = 4 case.

Ŵ
(4)
[012]

P0

P1

P3

P2

�
@ �

@

ir r =
∑

j

W
(4)
[012]

j
i

P0

P1

P3

P2

�
@ �

@

jr r (4.79)

Using the same technique of the 3-valent node we can compute the matrix W
(4)
[012]

j
i

for a 4-valent node as follows

P0P1P2

P0
�r P1

�rr
r

P2
�rr

r
P3

2

2

2
� �r

� �
i

� �
j

=
∑

k

W
(4)
[012]

k
i δjk

θ(P0, P1, j)θ(P2, P3, j)

∆j
.

(4.80)

Using the relation

i

r@P2 �P3

rr@
2

�
j

P2

=

Tet

[

i j P3

P2 P2 2

]

θ(2, j, i)
@
2

�
j

i

r , (4.81)

we obtain:

W
(4)
[012]

j
i =

P0P1P2







P0 P1 j
P0 P1 i
2 2 2







Tet

[

i j P3

P2 P2 2

]

θ(2, j, i)
· ∆j

θ(P0, P1, j)θ(P2, P3, j)
.

(4.82)

We now prove that the matrix i ·W (4)
[012]

j
i is diagonalizable with real eigenvalues and,

as a consequence, that its absolute values is well defined. To this aim, let us define
the notation:

Aji =

P0P1P2







P0 P1 j
P0 P1 i
2 2 2







Tet

[

i j P3

P2 P2 2

]

θ(2, j, i)
(4.83)

M(i) =

√

∆i

θ(P0, P1, i)θ(P2, P3, i)
(4.84)

W̃ j
i = M(i) M(j)Aji (4.85)

Sji = δji M(i) . (4.86)



4.6. THE VOLUME OPERATOR 69

The matrix Sji can be consider as a change of basis in the space of the 4-valent vertices

and the matrix i ·W (4)
[012]

j
i can be rewritten as:

iW
(4)
[012]

j
i = (S−1)ki · (iW̃ l

k) · Sjl , (4.87)

where, because of the antisymmetry properties of the 9J-symbol under exchange of two
rows and the symmetry property of the Tet symbol5, the matrix W̃ l

k is antisymmetric.
We have shown that in the basis shown in figure (4.5),

Figure 4.5: A base for the intertwiners where W̃
(4)

[012]
j
i

is an antisymmetric matrix

where W̃
(4)
[012]

j
i is a real antisymmetric matrix. Moreover, from the admissibility con-

dition for the 3-valent node of eq. (4.81), we see that W̃ l
k vanishes unless k = l or

k = l ± 2. Thus, we have show that the operator i Ŵ
(4)
[012] may be represented by a

purely imaginary antisymmetric matrix iW̃ l
k with non-vanishing matrix elements only

for k = l ± 2. Such matrix is diagonalizable and has real eigenvalues.
Furthermore, notice the following. We write the dependence on the coloring of the

external edges explicitly; namely we write W
(4)
[012]

j
i (P0, P1, P2, P3). Using eq. (4.80), it is

easy to see that the following relations hold between the matricesW
(4)
[i1i2i3]

j
i (P0, P1, P2, P3)

W
(4)
[013]

j
i (P0, P1, P2, P3) = W

(4)
[012]

j
i (P0, P1, P3, P2), (4.88)

W
(4)
[023]

j
i (P0, P1, P2, P3) = −W (4)

[123]
j
i (P3, P2, P1, P0),

W
(4)
[123]

j
i (P0, P1, P2, P3) = −W (4)

[012]
j
i (P3, P2, P0, P1).

We have shown that there exists a basis in which the four operators iŴ
(4)
[i1i2i3]

that define the action of the volume on four valent vertices, are purely imaginary

antisymmetric matrices. The eigenvalues of the four operators iŴ
(4)
[i1i2i3]

are real and,

if x is an eigenvalue, so is −x. Therefore, the absolute value of the matrices iŴ
(4)
[i1i2i3]

is well defined. It is given by a non-negative (i.e., having real eigenvalues equal or
greater than zero) antisymmetric matrix. But the sum of non-negative matrices is a
non-negative matrix. Therefore the sum of the the absolute values of the four matrices

i Ŵ
(4)
[i1i2i3]

is a non-negative antisymmetric matrix as well. Thus, the volume operator

5For a discussion of the symmetry properties of the 9J-symbol and related quantities, see for
instance [24]
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is diagonalizable on the spin network basis, with positive real eigenvalues, if all the
vertices have valence 3, 4. Below, we show that these results extend to vertices of
arbitrary valence.

4.6.4 The case of an n-vertex

We now shown that there exists a basis in which all the operators

iŴ
(n)
[i1i2i3]

(P0, . . . , Pn−1)

are represented by a purely imaginary antisymmetric matrix. Consider eq. (4.73). By
repeated application of the recoupling theorem, eq. (4.73) can be rewritten as

PrPtPs

P0 Pr�rr
Pt�rr

Ps�rr
2

2

2
� �r

� �î2 î3 î4

. . .

r
Pn−1

=

=
∑

k̂2...k̂n−2

W
(n)
[rst]

k̂2...k̂n−2

î2...̂in−2
·
P0 Pr

r
Pt

r
Ps

r� �k̂2 k̂3 k̂4

. . .

r
Pn−1

(4.89)

(we have assumed, without loss of generality, that there is no grasp on the P0 or Pn−1

edge). Closing the vertex with itself and using the relations

b

a

a

�
�

�
�
c

r
r

=

a
b
c

�



�
	q q

a
�� �� · a (4.90)
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q
q a

a
�� �� · a , (4.91)

we find

W
(n)
[rst]

k̂2...k̂n−2

î2...̂in−2
= PrPtPs







k̂2 Pt k̂3

î2 Pt î3
2 2 2







·

·
−1λî22

k̂2
δk̂4
î4

· · · δk̂n−2

în−2
· Tet

[

Pr Pr P0

k̂2 î2 2

]

Tet

[

î3 k̂3 k̂4

Ps Ps 2

]

∆k̂2
∆k̂3

θ(k̂2, 2, î2)θ(k̂3, 2, î3)θ(P0, Pr, k̂2)θ(k̂2, Pt, k̂3)θ(k̂3, Ps, k̂4)

(4.92)
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We now change basis in the same fashion as we did for the 4-valent vertex, [see Figure
(4.5]. We define a new basis in which any edge (real or virtual) is multiplied by

√
∆i

(i coloring of the edge) and any vertex is divided by
√

θ(a, b, c) (a, b and c the coloring
of the edges adjacent to the vertex). It is then easy to see that in this new basis the
matrix on eq. (4.92) becomes real antisymmetric. Indeed, we have simply reduced the
general problem to the case of four valent vertices. Now, the key result, that we shall
prove in the next section is that, in the basis we have defined, the recoupling theorem
is a unitary transformation. A unitary transformation preserves the property of a
matrix of being diagonalizable and having real eigenvalues. It follows that the results
we have obtained for the four-valent vertices hold in general. We are now ready to

find an explicit expression for the recoupling matrix iW
(n)
[rst]

in−2...i3i2
kn−2...k3k2

(Pn−1, . . . , P0) of

eq. (4.73) for a general valence n of the vertex.

Let us begin by sketching the procedure that we follow. First, the recoupling
theorem allows us to move one of the three grasps from the external edge, say Pr, of
eq. (4.73), and bring it to a virtual vertex. We denote this operation as Move 1:

ir

2

ir+1

Pr

Pr�rr =
∑

kr

{

ir+1 ir kr
2 Pr Pr

}

ir kr

2

ir+1

Pr� �r r

=
∑

kr

{

ir+1 ir kr
2 Pr Pr

}

[

λ2ir
kr

]−1

ir

2

kr

ir+1

Prr r . (4.93)

Second, we can use recoupling theorem repeatedly to move the grasp all the way to
the edge P0. We denote this operation as Move 2:

ir−1

2

ir kr

Pr−1r r =
∑

kr

{

kr 2 kr−1

ir−1 Pr−1 ir

}

ir−1

2

kr−1

kr

Pr−1r r . (4.94)

In this way we can bring all three grasps to the edge P0. The final step is just given
by recognizing that we have Tet structure on the edge P0.

Let us begin by applying Move 1 to the node r. We obtain

〈

P0 �

P1

S
S

i1

r
ir−1

Pr−1

r
ir kr

Pr

r r
it

Pt�rr � r Ps
��

@is

2

2

2
� �r rr

Pn−1@

∣

∣

∣

∣

(4.95)
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Then, using Move 2 we can move the (ir, kr, 2) node to the left of the node (ir−1, Pr−1, it):

〈

P0 �

P1

S
S

i1

r
ir−1

Pr−1

r
kr−1 kr

Pr

r r
it

Pt�rr � r Ps
��

@is

2

2

2
� �r rr

Pn−1@

∣

∣

∣

∣

(4.96)

We repeat move 2 until the first node with the 2 edge is coupled to the P0 edge. In
this way, after a finite number of moves 2, we have transformed the original network
to

〈

P0 �

P1
@

i1

�k1k2r r
krir+1

Pr

r
it

Pt�rr � r Ps
��

@is
HH

2

2

2
�r rr

Pn−1@

∣

∣

∣

∣

(4.97)

Before repeating this procedure for each of the three grasps, it is convenient to rename
the colors ka of the virtual edges as k̄a (and to replace the remaining ia by ka as well;

this can be done by inserting a sum over a k̄a multiplied by a δk̄a

ia
).

Repeating the sequence of moves for the two grasps over the edges r and s, we
transform the grasped vertex to the following final form:

〈

P0 �

k̄1

k̃1

k1

2

@
@2
2r r

r r rP2 · · ·
. . .

@kn−2

kn−1

rr Pn−3
�

Pn−2

Pn−1@

∣

∣

∣

∣

. (4.98)

This it is equal to the original n-valent vertex with the ia replaced by ka and multiplied
by Tet[k1, k̄1, k̃1; 2, 2, 2] (see eq. (4.91)). Bringing all together, we have show that the
action of the volume operator is described by the sum (4.75) extended over all vertices
of the spin network, where the explicit form for the recoupling matrix (4.73) is given
by

W
(n)
[rst]

k2...kn−2

i2...in−2
(P0, . . . , Pn−1) =

∑

k̄1,...,k̄n−2

∑

k̃1,...,k̃n−2

Pt Pr Ps ·
Tet

[

k̄1 k̃1 k1

2 2 2

]

∆P0

·
[ n−2
∏

a=r+1

δk̄a

ia

]

· M
[

ir+1 ir k̄r
2 r Pr

]

·
[ r−1
∏

a=1

{

k̄a+1 2 k̄a
ia Pa ia+1

}]

(4.99)

·
[ n−2
∏

b=t+1

δk̃b

k̄b

]

· M
[

k̄r+1 k̄r k̃r
2 t Pt

]

·
[ t−1
∏

b=1

{

k̃b+1 2 k̃b
k̄b Pa k̄b+1

}]

·
[ n−2
∏

c=s+1

δkc

k̃c

]

· M
{

a b i
c d j

}[

k̃s+1 k̃s ks
2 s Ps

]

·
[ s−1
∏

c=1

{

kc+1 2 kc
k̃c Pa k̃c+1

}]



4.6. THE VOLUME OPERATOR 73

and

M

[

ir+1 ir kr
2 r Pr

]

=















1, r = 0;
[

λ2ir
kr

]−1
{

ir+1 ir kr
2 Pr Pr

}

, 0 < r < n− 1;

λ
2Pn−1

Pn−1
= −1, r = n− 1.

(4.100)

where i1 = k1 = P0 and in−1 = kn−1 = k̄n−1 = k̃n−1 = P−1. (We have used the fact
that λ2a

a = −1.)
This formula can be specialized to the case of three-vertex (n = 3) and four-vertex

(n = 4). In the case of three-vertex we have:

W (3)(P0, P1, P2) =

∣

∣

∣

∣

∑

k̃1

P0 P1 P2

[

λ2k̃1
P0

]−1
{

P2 2 P0

k̃1 P1 P2

}

·

·
{

P2 P0 k̃1

2 P1 P1

}

[

P0 k̃1 P0

2 2 2

]

∆P0

∣

∣

∣

∣

. (4.101)

and a direct computation confirms that the volume of any three-vertex is 0. For the
case of four-valent vertex, we obtain the formula:

W
(4)
[013]

k
i =

∑

k̃1

P0 P1 P3 (−1)
[

λ2k̃1
P0

]−1
{

i P0 k̃1

2 P1 P1

} {

P3 2 k
i P2 P3

}

·

·
{

k 2 P0

k̃1 P1 i

}

.

T et

[

P0 k̃1 P0

2 2 2

]

∆P0

and the other 3 matrix that appear in the definition of the action of the volume
operator are easily deduced from the identities (4.88).

4.6.5 Summary of the volume’s action

Finally, let us summarize the procedure for computing the eigenvalues and eigenvectors
of the volume. Consider the spin-network states 〈S| with a fixed graph and a fixed
coloring of the real edges, but with arbitrary intersections. The set of these spin
networks forms a finite dimensional subspace V of the quantum state space. The
subspace V is invariant under the action of the volume operator. We denote the valence
of the real vertex i by ni. Fix a trivalent decomposition of each vertex i ∈ {S ∪ R}.
Consider all compatible colorings of the virtual edges. For every vertex, the number
of the compatible colorings depends on the valence of the vertex, as well as on the
coloring of the external edges. Let Ni be the number of compatible colorings of the
vertex ni. The dimension N of the subspace V we are considering is N =

∏

iNi. Our
aim is to diagonalize the volume operator in V .

We indicate a basis in V as follows. Given a vertex i with valence ni, we have
previously denoted compatible colorings of the internal edges by (i2, . . . , ini−2). It is
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more convenient here to simplify the notation by introducing a single index Ki = 1, Ni,
which labels all compatible internal colorings of the vertex i.

We now recall the basic expression we have obtained for the volume, namely eq.
(4.75):

V̂ [V] = l30
∑

i∈{S∩V}
V̂i,

V̂i =

√

√

√

√

√

√

√

√

∑

r=0,...,n−3

t=r+1,...,n−2

s=t+1,...,n−1

∣

∣

∣

∣

i

16
Ŵ

(ni)
[rts]

∣

∣

∣

∣

, (4.102)

where the first sum is over the vertices and the second sum is over the triples of edges

adjacent to the vertex. We have shown that the operators iŴ
(ni)
[rts] are diagonalizable

matrices with real eigenvalues. These matrices have components

Since the matrices iŴ
(ni)
[rts]

K̄Ii

KIi
are diagonalizable with real eigenvalues, from the

spectral theorem we can write them as:

iŴ
(ni)
[rts] =

∑

α

αλ
(ni)
[rts]

αP̂
(i)
[rts], (4.103)

where αλ
(ni)
[rts] are real quantities and the αP̂

(i)
[rts] are the spectral projectors of the finite

dimensional matrix operator Ŵ
(ni)
[rts] , acting on the i-th vertex’s basis.

From (4.102), we have then

V̂ 2
i =

∑

r=0,...,ni−3

t=r+1,...,ni−2

s=t+1,...,ni−1

∑

α

| λ[rts]
α |
16

αP̂
(ni)
[rts] . (4.104)

Being the sum of hermitian non-negative matrices, V̂ 2
i as well is diagonalizable with

real non-negative eigenvalues, which we denote as λ2
βi

, and spectral projectors Pβi
:

V̂ 2
i =

∑

βi

λ2
βi
P̂βi

. (4.105)

with λβi
≥ 0. Therefore we have

V̂i =
∑

βi

λβi
P̂βi

(4.106)

and the volume is given by

V̂ [V] = l30
∑

i∈{S∩V}

∑

βi

λβi
P̂βi

. (4.107)
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Now, the projectors acting on different vertices commute among themselves: P̂βi
P̂β′

j
=

P̂β′
j
P̂βi

if i 6= j. Therefore the eigenvectors of V̂ are the common eigenvectors of all V̂i.

They are labeled by one βi for every vertex i, namely by a multi-index ~β = (β1...βp),
where p is the number of vertices in the region. The corresponding spectral projectors
P̂~β of V̂ are the products over the vertices of the spectral projectors of the vertex

volume operators V̂i
P̂~β =

∏

i

P̂βi
. (4.108)

It is immediate to conclude that

V̂ = l30
∑

~β

λ~βP̂~β , (4.109)

where the eigenvalues of the volume are the sums of the eigenvalues of the volume of
each intersection:

λ~β =
∑

i

λβi
. (4.110)

The problem of the determination of the spectrum of the volume is reduced to
a well defined calculation of the eigenvalues λβi

, which depend on the valence and
coloring of adjacent vertices of the vertex i. Let us summarize the various steps of
this computation. Given an arbitrary real vertex i with coloring of adjacent edges
P0, . . . , Pni−1: (i) determine the set of the possible colorings of its virtual edges,
and label them by an index Ki; (ii) using eq. (4.99) compute the matrix elements

Ŵ
(ni)
[rts]

K̄i

Ki
; (iii) for each of this matrices, compute its spectral decomposition, i.e. the

eigenvalues αλ
(ni)
[rts] and the spectral projectors αP̂

(ni)
[rts] ; (iv) compute the matrix V̂i from

eq. (4.104); (v) compute the eigenvalues of the matrix V̂i. The square root of these
give the λβi

’s. All these steps can be fully performed using an algebraic manipulation
program such as Mathematica. We have written a Mathematica program that performs
these calculations, and we will give free access to this program on line. In Appendix F
we give the values of the quantities λβi

(P0, . . . , Pni−1) for some 4-valent and 5-valent
vertex, computed using this program.

4.7 Comparison between ‘basis from representations’
and ‘basis from multiloops’

SU(2) is the group of the unitary 2 × 2 complex matrices with determinant 1. We
write these matrices as UAB where the indices A and B takes the values A,B = 0, 1.
The fundamental representation of the group is defined by the natural action of these
matrices on C2. The representation space is therefore the space of complex vectors
with two components. These are called spinors and denoted:

ψA =

(

ψ0

ψ1

)

. (4.111)
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Consider the space formed by completely symmetric spinors with n indices ψA1...An .
This space transforms into itself under the action of SU(2) on all the indices. Therefore,
it defines a representation of SU(2)

ψA1...An → UA1

A′
1
. . . UAn

A′
n
ψA

′
1...A

′
n . (4.112)

This representation is irreducible, has dimension 2j + 1 and is called the spin-j rep-
resentation of SU(2), where j = 1

2n. All unitary irreducible representations have this
form. The antisymmetric tensor ǫAB (defined with ǫ01 = 1) is invariant under the
action of SU(2)

UACU
B
D ǫ

CD = ǫAB . (4.113)

Contracting this equation with ǫAB (defined with ǫ01 = 1) we obtain the condition
that the determinant of U is 1

det U =
1

2
ǫACǫ

BDUABU
C
D = 1 (4.114)

since

ǫABǫ
AB = 2. (4.115)

The inverse of an SU(2) matrix can be written simply as

(U−1)AB = −ǫBDUDC ǫCA. (4.116)

Most of SU(2) representation theory follows directly from the invariance of ǫAB . For
instance, consider the tensor product of the fundamental representation j = 1/2 with
itself. This defines a reducible representation on the space of the two-index spinors
ψAB

(ψ ⊗ φ)AB = ψAφB . (4.117)

We can decompose any two-index spinor ψAB into its symmetric and its antisymmetric
part

ψAB = ψ0ǫ
AB + ψAB1 , (4.118)

where

ψ0 =
1

2
ǫABψ

AB (4.119)

and ψAB1 is symmetric. Because of the invariance of ǫAB , this decomposition is SU(2)
invariant. The one-dimensional invariant subspace formed by the scalars ψ0 defines
the trivial representation j = 0. The three-dimensional invariant subspace formed
by the symmetric spinors ψAB1 defines the adjoint representation j = 1. Hence the
tensor product of two spin-1/2 representations is the sum of a spin-0 and a spin-1
representation: 1/2 ⊗ 1/2 = 0 ⊕ 1.
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In general, if we tensor a representation of spin j1 with a representation of j2 we
obtain the space of spinors with 2j1 + 2j2 indices, symmetric in the first 2j1 and in
the last 2j2 indices. By symmetrizing all the indices, we obtain an invariant subspace
transforming in the representation j1 + j2. Alternatively, we can contract k indices of
the first group with k indices of the second, using k times the tensor ǫAB , and then
symmetrize the remaining 2(j1 + j2 − k) indices. This defines an invariant subspace of
dimension 2(j1 + j2 − k) + 1. The maximum value of k is clearly the smallest between
2j1 and 2j2. Hence, the tensor product of the representations j1 and j2 gives the sum
of the representations |j1 − j2|, |j1 − j2| + 1, . . . , (j1 + j2).

Thus, each irreducible j3 appears in the product of two representations at most
once and if and only if

j1 + j2 + j3 = N (4.120)

is integer and

|j1 − j2| ≤ j3 ≤ (j1 + j2). (4.121)

The two conditions are called the Clebsh-Gordon conditions. They are equivalent to
the requirement that there exist three nonnegative integers a, b and c such that

2j1 = a+ c, 2j2 = a+ b, 2j3 = b+ c. (4.122)

Figure 4.6: Clebsh-Gordon condition.

If we have three representations j1, j2, j3, the tensor product of the three contains the
trivial representation if and only if one is in the product of the other two, namely, only
if the Clebsh-Gordon conditions are satisfied. The invariant subspace of the product
of the three is formed by invariant tensors with 2(j1 + j2 + j3) indices, symmetric in
the first 2j1, in the second 2j2 and in the last 2j3 indices. There is only one such
tensor up to scaling, because it must be formed by combinations of the sole invariant
tensor ǫAB . It is given by simply taking a tensors ǫAB , b tensors ǫBC , c tensors ǫCD
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and symmetrizing separately the A, B and C indices. We can choose a preferred
intertwiner by demanding that the intertwiner is normalalized, namely multiplying it
by a normalization factor. The normalized intertwiner is called the Wigner 3j-symbol.

There is a simple graphical interpretation to the tensor algebra of the SU(2) irre-
ducibles, suggested by the existence of the three integers a, b, c, see Figure (4.6). A
representation of spin j is the symmetrized product of 2j fundamentals. When three
representations come together, all fundamentals must be contracted among themselves.
There will be a fundamentals contacted between j1 and j2, and so on. Let us rep-
resent each irreducible of spin j as a line formed by 2j strands. An invariant tensor
is a trivalent node where three such lines meet and all strands are connected across
the node: a strands flow from j1 to j2 and so on. The meaning of the Clebsh-Gordon
conditions is the readily apparent: (4.120) simply demands that the total number of
strands is even, so they can pair; (4.121) demands that j3 is neither larger than j1 +j2,
because then some strands of j3 would remain unmatched, nor smaller than |j1 − j2|,
because then the largest among j1 and j2 would remain unmatched. Indeed, this rela-
tion between the lines and the strands reproduces precisely the relation between spin
network (‘basis from representations’) and ‘basis from multiloops’. We can represent
the vertex as in figure (4.7) where the empty rectangles represent the, already seen,
antisymmetrization of the strands, which reproduces the ǫAB tensors. Clearly, the
antisymmetrizers can be translate from the vertex into the lines. The labels indicate
the number of strands or twice the spins.

Figure 4.7: Trivalent vertex.

4.8 Black-hole thermodynamics - The value of β

The first hint that a black hole can have thermal properties came from classical GR.
In 1972, Hawking proved a theorem stating that the Einstein equations imply that the
area of the event horizon of a black hole cannot decrease. Shortly after, Bardeen, Carter
and Hawking showed that in GR black holes obey a set of laws that strongly resembles
the principles of thermodynamics; impressed by this analogy, Bekestein suggested that
we should associate an entropy

SBH = a
kB
h̄GN

A (4.123)
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to a Schwarzschild black hole of surface area A. Here a is a constant of the order
of unity, kB the Boltzmann constant, and the speed of light is taken to be 1. The
reason for the appearance of h̄ in this formula is essentially to get dimensions right.
Bekenstein’s suggestion was that the second law of thermodynamics should be extended
in the presence of black holes: the total entropy that not decrease in time is the sum of
the ordinary entropy with the black hole entropy SBH . Bekenstein presented several
physical arguments supporting this idea, but the reaction of the physics community
was very cold, mainly for the following reason. The area A of a Schwarzschild black
hole is related to its energy M by

M =

√

A

16πG2
N

. (4.124)

If the (4.123) was correct, the standard thermodynamical relation T−1 = dS/dE would
imply the existence of a black-temperature

T =
h̄

a32πkBGNM
(4.125)

and therefore a black hole would emit thermal radiation at this temperature: a con-
sequence difficult to believe. However, shortly after Bekenstein’s suggestion, Hawking
derived precisely such a black-hole thermal emission, from a completely different per-
spective. Using conventional methods of quantum field theory in curved spacetime,
Hawking studied a quantum field in a gravitational background in which a black-hole
forms (say a star collapse), and found that if the quantum field is initially in the vac-
uum state, after the star collapse we find it in a state that has properties of a thermal
state. This can be interpreted by saying that the black-hole emits thermal radiation.
Hawking computed the emission temperature to be

T =
h̄

8πkBGNM
, (4.126)

which beautifully supports Bekenstein’s speculation, and fixes the constant a at

a =
1

4
, (4.127)

so that (4.123) becomes

SBH =
kBA

4h̄GN
. (4.128)

Since then, the subscriptBH in SBH does not mean “black-hole”: it means “Bekenstein-
Hawking.” Hawking’s theoretical discovery of black-hole emission has since been red-
erived in a number of different ways, and is today generally accepted as very credible6.

6Although perhaps doubts remain about its interpretation. One can write a pure quantum state
in which the energy distribution of the quanta is planckian. Is the state of the quantum field after
the collapse truly a thermal state, or a pure state that has the energy distribution of a thermal state?
Namely, are the relative phases of the different energy components truly random, or are they fixed
deterministically by the initial state? Do the components of the planckian distribution form a thermal
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Hawking’s beautiful result raises a number of questions. First, in Hawking’s deriva-
tion the quantum properties of gravity are neglected. Are these going to affect the
result? Second, we understand macroscopical entropy in statistical mechanical terms
as an effect of the microscopical degrees of freedom. What are the microscopical de-
grees of freedom responsible for the entropy (4.123)? Can we derive (4.123) from first
principles? Because of the appearance of h̄ in (4.123), it is clear that the answer to
these questions requires a quantum theory of gravity. The capability of answering
these questions has since become a standard benchmark against which a quantum
theory of gravity can be tested.

A detailed description of black-hole thermodynamics has been developed using
LQG, and research is active in this direction. The major result is the derivation of
(4.123) from first principles, for Schwarzchild and for other black-holes, with a well-
defined calculation where no infinities appear. As far as we know, LQG is the only
detailed quantum theory of gravity where this result can be achieved7.

As we illustrate below, the result of LQG calculations gives (4.123) with

a =
ln 2

4π
√

3β
, (4.129)

where β is the Immirzi parameter. This agrees with Hawking’s value (4.127) provided
that the Immirzi parameter has the value

β =
ln 2

π
√

3
< 1. (4.130)

In fact, this is the way the value of β is fixed in the theory nowadays. It is very
important that β < 1: in fact we could see that a value β > 1 restricts the physical
intertwiners to the Barret-Crane type. Barret-Crane intertwiners give a wrong semi-
classical limit for the graviton propagator [90]. The calculation of β can be performed
for different kinds of black holes, and the same value of β is found, assuring consistency.
An independent way of determining β would make the result much stronger.

In what follows, we present the main ideas that underlie the derivation of this
result.

4.8.1 The statistical ensemble

The degrees of freedom responsible for the entropy. Consider a black-hole with no
charge and no angular momentum. Its entropy (4.123) can originate from horizon
microstates, corresponding to a macrostate described by the Schwarzschild metric.
Intuitively, we can think of this as an effect of fluctuations of the shape of the horizon.

One can raise an immediate objection to this idea: a black hole has “no hair”,
namely a black hole with no charge and no angular momentum is necessarily a spher-
ically symmetric Schwarzschild black hole, leaving no free degrees of freedom to fluc-
tuate.

or a quantum superposition? In the second case, the transition to a mixed state is just the normal
result of the difficulty of measuring hidden correlations.

7So far, string theory can only deal with the highly unphysical extreme or nearly extreme black
holes.
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This objection, however, is not correct. It is the consequence of a common confusion
about the meaning of the term “black-hole”. The confusion derives from the fact that
the expression “black-hole” is used with two different meanings in the literature. In its
first meaning a “black-hole” is a region of spacetime hidden beyond an horizon, such as
a collapsed star. In its second meaning “black hole” is used as a synonym of ‘stationary
black hole”. When one says that “a black hole is uniquely characterized by mass,
angular momentum and charge”, one refers to stationary black holes, not to arbitrary
black holes. In particular, a black hole with no charge and no angular momentum is
not necessarily a Schwarzschild black hole and is not necessarily spherical. Its rich
dynamics is illustrated, for instance, by the beautiful images of the rapidly varying
shapes of the horizon obtained in numerical calculations of, say, the merging of two
holes. Generally a black holes has a large number of degrees of freedom and its event
horizon can take arbitrary shapes. These degrees of freedom of the horizon can be the
origin of the entropy.

To be sure, in the classical theory a realistic black-hole with vanishing charge and
vanishing angular momentum evolves very rapidly towards the Schwarzschild solution,
by rapidly radiating away all excess energy. Its oscillations are strongly damped by
the emission of gravitational radiation. But we cannot infer from this fact that the
same is true in the quantum theory, or in a thermal context. In the quantum theory,
the Heisenberg principle prevents the hole from converging exactly to a Schwarzschild
metric, and fluctuations may remain. In fact, we will see that this is the case.

Recall that in the context of statistical mechanics, we must distinguish between
the macroscopic state of a system and its microstates. Obviously the symmetry of the
macrostate does not imply that the relevant microstates are symmetric. For istance, in
the statistical mechanics of a sphere of gas, the individual motions of the gas molecules
are certainly not confined by spherical symmetry. When the macrostate is spherically
symmetric and stationary, the microstates are not necessarily spherically symmetric
or stationary.

When we study the thermodynamical behavior of a Schwarzschild black-hole, it is
therefore important to remember that the Schwarzschild solution is just the macrostate.
Microstates can be nonstationary and non-spherically symmetric. Indeed, trying to
explain black-hole thermodynamics from properties of stationary or spherically sym-
metric metrics alone is nonsense such as trying to derive the thermodynamics of an
ideal gas in a spherical box just from spherically symmetric motions of the molecules.

Thermal fluctuations of the geometry. To make the case concrete, consider a re-
alistic physical system containing a nonrotating and noncharged black hole as well as
other physical components such as dust, gas or radiation, which we denote collectively
as “matter”. We are interested in the statistical thermodynamics of such a system.
Because of Einstein’s equations, at finite temperature the microscopic time-dependent
inhomogeneities of the matter distribution due to its thermal motion must generate
time-dependent microscopic thermal inhomogeneities in the gravitational field as well.
One usually safely disregards these ripples of the geometry. For instance, we say
that the geometry over the Earth’s surface is given by the Minkowski metric (or the
Schwarzschild metric, due to the Earth’s gravitational field), disregarding the inhomo-
geneous time-dependent gravitational field generated by each individual fast-moving
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air molecule. The Minkowski geometry is therefore a “macroscopic” coarse-grained av-
erage of the microscopic gravitational field surrounding us. These thermal fluctuations
of the gravitational field are small and can be disregarded for most purposed, but not
when we are interested in the statistical-thermodynamical properties of gravity: these
fluctuations are precisely the sources of the thermal behavior of the gravitational field,
as is the case for any other thermal behavior.

In a thermal context, the Schwarzschild metric represent therefore only the coarse
grained description of a microscopically fluctuating geometry. Microscopically, the
gravitational field is nonstationary (because it interacts with nonstationary matter)
and nonspherically symmetric (because matter distribution is spherically symmetric on
average only, and not on individual microstates). Its microstate, therefore, is not given
by the Schwarzschild metric, but by some complicated time-dependent nonsymmetric
metric.

Horizon fluctuations. Let us make the considerations above slightly more precise.
Consider first the classical description of a system at finite temperature in which there
is matter, the gravitational field and a black hole. Foliate spacetime into a family of
spacelike surfaces Σt, labeled with a time coordinate t. The intersection ht between
the spacelike surface Σt and the event horizon (the boundary of the past or future null-
infinity) defines the instantaneous microscopic configuration of the event horizon at
coordinate time t. We loosely call ht the surface of the hole, or the horizon. Thus, ht is
a closed 2d surface in Σt. As argued above, generally this microscopic configuration of
the event horizon is not spherically symmetric. Denote by gt the intrinsic and extrinsic
geometry of the horizon ht. Let M be the space of all possible (intrinsic and extrinsic)
geometries of a 2d surface. As t changes, the (microscopic) geometry of the horizon
changes. Thus, gt wanders in M as t changes.

Since the Einstein evolution drives the black-hole towards the Schwarzschild solu-
tion, (we can choose the foliation in such way that) gt will converge towards a point gA
of M representing a sphere of a given radius A. However, as mentioned before, exact
convergence may be forbidden by quantum theory, and quantum effects may keep gt
oscillating in a finite region around gA.

Which microstates are responsible for SBH? Let us assume that (4.123) represent
a true thermodynamical entropy associated with the black hole. That is, let us assume
that heat exchanges between the hole and the exterior are governed by SBH . Where
are the microscopical degrees of freedom responsible for this entropy located? The
microstates that are relevant for the entropy are only the ones that can affect energy
exchanges with the exterior. That is, only the ones that can be distinguishes from the
exterior. If we have a system containing a perfectly isolated box, the internal states
of the box do not contribute to the entropy of the system, as far as the heat exchange
of the system with the exterior is concerned. The state of matter and gravity inside a
black hole has no effect on the exterior. Therefore the states of the interior of the black
hole are irrelevant for SBH . To put it vividly, the black-hole interior may be in one
out of an infinite number of states indistinguishable from the outside. For instance,
the black-hole interior may, in principle, be given by an infinite Kruskal spacetime: on
the other side of the hole there may be billions of galaxies that do not affect the side
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detectable by us. The potentially infinite number of internal states does not affect the
interaction of the hole with its surroundings and is irrelevant here, because it cannot
affect the energetic exchanges between the hole and its exterior which are the ones
that determine the entropy. We are only interested in configurations of the hole that
have distinct effects on the exterior of the hole.

Observed from outside, the hole is completely determined by the geometric prop-
erties of its surface. Therefore, the entropy (relevant for the thermodynamical inter-
action of the hole with its surroundings) is entirely determined by the geometry of the
black-hole surface, namely by gt.

The statistical ensemble. We have to determine the ensemble of the microstates
gt over which the hole may fluctuate. In conventional statistical thermodynamics, the
statistical ensemble is the region of phase space over which the system could wander
if it were isolated, namely if it did not exchange energy with its surroundings. Can
we translate this condition to the case of a black hole? The answer is yes, because we
know that in GR energy exchanges of the black hole are accompanied by a change in
its area. Therefore, we must define the statistical ensemble as the ensemble of gt with
a given value A of the area.

To support the choice of this ensemble consider the following8. The ensemble must
contain reversible paths only. In the classical theory, reversible paths conserve the area,
because of the Hawking’s theorem. Quantum theory does not change this, because it
allows area decrease only by emitting energy (Hawking radiance), namely violating
the (counterfactual) assumption that defines the statistical ensemble: that the system
does not exchange energy.

We can conclude that the entropy of a black-hole is given by the number of N(A) of
states of the geometry gt of a 2d surface ht of area A. The quantity S(A) = kBlnN(A)
is the entropy we should associate with the horizon in order to describe its thermal
interactions with its surroundings.

Quantum theory. This number N(A) is obviously infinite in the classical theory.
But not in the quantum theory. The situation is similar to the case of the entropy of
the electromagnetic field in a cavity, which is infinite classically and finite in quantum
theory. To compute it, we have to count the number of (orthogonal) quantum states
of the geometry of a two-dimensional surface, with total area A. The problem is now
well defined, and can be translated into a direct computation.

Two objections. We have concluded that the entropy of a black-hole is determined
by the number of the possible states of a 2d surface with area A. The reader may
wonder if something has got lost in the argument: does this imply that any surface
has an associated entropy, just because it has an area? Where has the information
about the fact that this is a black-hole gone? These objections have often been raised
to the argument above. Here is the answer.

The first objection can be answered as follows. Given any arbitrary surface, we can

8In this context, it perhaps worthwhile recalling that difficulties to rigorously justifying a priori
the choice of the ensemble plague conventional thermodynamics anyway.
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of course ask the mathematical question of how many states exist that have a given
area. But there is no reason, generally, to say that there is an entropy associated with
the surface. In a general situation, energy, or, more generally, information, can flow
across a surface. The surface may emit heat without changing its geometry. Therefore,
in general, the geometry of the surface and the number of its states have nothing to
do with heat exchange or with entropy. But, in the special case of a black-hole the
horizon screens us from the interior and any heat exchange that we can have with the
hole must be entirely determined by the geometry of the surface. It is only in this
case that the counting is meaningful, because it is only in this case that the number
of states of a geometry of a given area corresponds precisely to the number of states
of a region which are distinguishable from the exterior. To put it more precisely, the
future evolution of the surface of a black-hole is completely determined by its geometry
and by the exterior; this is not true for an arbitrary surface. It is because of these
special properties of the horizon that the number of states of its geometry determine
an entropy.

You can find out how much money you own by summing up the numbers written
on your bank account. This does not imply that if you sum up the number written on
an arbitrary piece of paper you get the amount of money you own. The calculation
may be the same, but an arbitrary piece of paper is not a bank account, and only for
a bank account does the result of the calculation have that meaning. Similarly, you
can make the same calculation for any surface, but only for a black-hole, because of
its special properties, is the result of the calculation an entropy.

The second objection concerns the role of the Einstein equations that is, the role
of the dynamics. This objection has been raised often, but us and our collaborators
have never understood it. The role of the Einstein equations is precisely the usual role
that the dynamical equations always play in statistical mechanics. Generally, the only
role of the dynamics is that of defining the energy of the system, which is the quantity
which is conserved if the system is isolated, and exchanged when heat is exchanged.
The statistical ensemble is then determined by the value of the energy. In the case of
a black-hole, it is the Einstein equations that determine the fact that the area governs
heat exchange with the interior of the hole. If it wasn’t for the specific dynamics of
general relativity, the area would not increase for an energy inflow or decrease for
energy loss. Thus, it is the Einstein equations that determine the statistical ensemble.

4.8.2 Derivation of the Bekenstein-Hawking entropy

Above we have found, on physical grounds, what the entropy of a black-hole should
be. It is given by

SBH = kBlnN(A) (4.131)

where N(A) is the number of states that the geometry of a surface with area A can
assume. It is now time to compute it.

Let the quantum state of the geometry of an equal-time spacelike 3d Σt be given
by a state |s〉 determined by an s-knot s. The horizon is a 2d surface S immersed in
Σt. Its geometry is determined by its intersection with the s-knot s.
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Intersections can be of three types: (a) an edge crosses the surface; (b) a vertex lies
on the surface; (c) a finite part of the s-knot lies on the surface. Here we are interested
in the geometry as seen from the exterior of the surface, therefore the geometry we
consider is, more precisely, the limit of the geometry of a surface surrounding S, as
this approaches S. This limit cannot detect intersections of the type (b) and (c), and
we therefore disregard such intersections.

Let i = 1, . . . , n label the intersections of the s-knot with the horizon S. Let
j1, . . . , jn be the spins of the links intersecting the surface. The area of the horizon is

A = 8πβh̄GN
∑

i

√

ji(ji + 1). (4.132)

The s-knot is cut into two parts by the horizon S. Call sext the external part. The
s-knot sext has n open ends, that end on the horizon. From the point of view of an
external observer, a possible geometry of the surface is a possible way of “ending” the
s-knot. A possible “end” of a link with spin j is simply a vector in the representation
space Hj . Therefore, a possible end of the external s-knot is a vector in ⊗iHji . Thus,
seen from the exterior, the degrees of freedom of the hole appear as a vector in this
space. In this limit in which the area is large, any further constraint on these vectors
becomes irrelevant. The possible states are obtained by considering all sets of ji that
give the area A and, for each set, the dimension of ⊗iHji . It is not difficult to see that
the number of possible states is dominated by the case ji = 1/2. In this case, the area
of a single link is

A0 = 4πβh̄GN
√

3. (4.133)

Hence, there are

n =
A

A0
=

A

4πβh̄GN
√

3
(4.134)

intersections, and the dimension of H1/2 is 2; so the number of states of the black-hole
is

N = 2n = 2A/4πβh̄GN

√
3, (4.135)

and the entropy is

SBH = kBlnN =
1

β

ln 2

4π
√

3

kB
h̄GN

A. (4.136)

This is the Bekenstein-Hawking entropy (4.123). The numerical factor agrees with the
Hawking value (4.127), and we get (4.128), if the Immirzi parameter is fixed at the
value

β =
ln 2

π
√

3
. (4.137)

One remark before concluding. The reader may object to the derivation above as
follow: the states that we have counted are transformed into each other by a gauge
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transformation. Why, then, do I consider them distinct in the entropy counting? The
answer to this objection is the following. When we break the system into components,
gauge degrees of freedom may become physical degrees of freedom on the boundary.
The reason is that if we let the gauge group act independently on the two components,
it will act twice on the boundary. A holonomy of a connection across the boundary,
for instance, will become ill defined. Therefore, there are degrees of freedom on the
boundary that are not gauge; they tie the two sides to each other , so to say.

To illustrate this point, let us consider two sets A and B, and a group G that acts
(freely) on A and on B. Then G acts on A × B. What is the space (A × B)/G?
One might be tempted to say that is (isomorphic to) A/G × B/G, but a moment of
reflection shows that this is not correct and the correct answer is

A×B

G
∼ A

G
×B. (4.138)

(If G does not act freely over A, we have to divide B by the stability groups of the
elements of A.) Now, imagine that A is the space of the states of the exterior of the
black-hole, B the space of the states of the black-hole, and G the gauge group of the
theory. Then we see that we must not divide B by the gauge group of the surface,
but only by those internal gauges and diffeomorphisms that leave the rest of the spin
network invariant9.

9Here only the boundary degrees of freedom due to internal gauge invariance are taken into account.
Perhaps by taking also the boundary degrees of freedom due to diff invariance, into account, (4.137)
could change.



Chapter 5

Dynamics

5.1 Hamiltonian operator

For the moment we consider the case β =
√
s so that the piece proportional to (β2−s)

disappears from the Hamiltonian. The form of the Hamiltonian H which is most
convenient for quantum theory is the following. Consider the Poisson bracket between
the volume:

V =

∫

d3x
√

detE(x)

and the connection:

{V,Aia(x)} = (8πγG)
3Ebj (x)E

c
k(x)ǫabcǫ

ijk

2detE(x)
.

Using this, the Hamiltonian constraint become:

H[N ] =

∫

Ntr (F ∧ {V,A}) = 0. (5.1)

In this form, all the operator can be defined as limits of holonomy operators of small
paths, while the classical Poisson bracket can readily realized in the quantum theory
as a quantum commutator. Fix a point x and a tangent vector u at x; consider a path
γx,u of coordinate length ǫ that starts at x tangent to u. Then the holonomy can be
expanded as:

U(A, γx,u) = 1 + ǫuaAa(x) +O(ǫ2) (5.2)

Similary, fix a point x and two tangent vectors u and v at x, and consider a small
triangular loop αx,uv with one vertex at x and two sides tangent to u and v at x, each
of length ǫ. Then

U(A,αx,uv) = 1 +
1

2
ǫ2uavbFab(x) +O(ǫ3). (5.3)
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Using this, we can regularize the expression of the hamiltonian by writing it as

H = − lim
ǫ→0

i

ǫ3

∫

Nǫijk
(

(Uγ−1,uk
)AB(Uα,uiuj

)BC [V, (Uγ,uk
)CA]
)

d3x (5.4)

Here (u1, u2, u3) are any three tangent vectors at x whose triple product is equal to
unity. The path drowned by the three holonomies has the shape in figure (5.1):

Figure 5.1: The shape of the path drowned by the three holonomies in the Hamiltonian
operator.

Let us partition the 3d coordinate space in small regions Rm of coordinate volume
ǫ3. We can then write the integral as a Riemann sum and write

H = −i lim
ǫ→0

∑

m

Nmǫ
ijk
(

(Uγ−1,uk
)AB(Uα,uiuj

)BC [V (Rm), (Uγ,uk
)CA]
)

, (5.5)

Now the paths start in a point xm in the corresponding region. The limit is independent
from the choice of this point for the Riemann theorem. Notice that the ǫ3 factors
cancel, and can therefore be dropped. When acting on a spin network state, this
operator acts only on the nodes, because of the presence of the volume. (This is not
changed by the presence of the term Uγ in the commutator for the following reason.
The volume operator vanishes on trivalent nodes. The operator Uγ can at most increase
the valence of a node by one. Therefore, there must be at least a trivalent node in the
state for H not to vanish.) Therefore in the sum (5.5) only the regions Rm in which
there is a node n give a nonvanishing contribution. Call Rn a region in which only the
node n of a spin network S is located. Then

H
∣

∣S〉 = lim
ǫ→0

Hǫ

∣

∣S〉, (5.6)

where

Hǫ

∣

∣S〉 = −i
∑

n∈S
Nnǫ

ijk
(

(Uγ−1,uk
)AB(Uα,uiuj

)BC [V (Rn), (Uγ,uk
)CA]
)

∣

∣S〉. (5.7)
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The sum is now on the nodes. The only possibility to have a nontrivial commutator is
if the path γ itself touches the node. We therefore demand this. This can be obtained
by requiring that xn is precisely the location of the node. Finally there is a natural
choice of the three vectors (u1, u2, u3) and for the paths γ and α; take (u1, u2, u3)
tangent to three links l, l′, l′′ emerging from the node n. (The condition that their
triple product is unity can be satisfied by adjusting the lenght.) Take γ to be a path
of coordinate length ǫ along the link l. Take α to be the triangle formed by two side
of coordinate length ǫ along the other two links l′ and l′′, and take the third side as a
straight line (in the coordinate x) connecting the two end points. The sum over i, j, k
is a sum over all permutation of the three links. If the node has valence higher than
three, that is, if there are more than three links at the node n, we preserve covariance
summing over all ordered triplets of distinct links. Thus we pose

Hǫ

∣

∣S〉 = −i
∑

n∈S
Nn

∑

{l,l′,l′′}
ǫll

′l′′
(

(Uγ−1,l)
A
B(Uα,l′l′′)

B
C [V (Rn), (Uγ,l)

C
A]
)

∣

∣S〉. (5.8)

5.1.1 Finiteness

In general the limit (5.6) does not exist, but it exists on a subclass of states: dif-
feomorphism-invariant states! As these are the physical states, this is what we need
and it is sufficient to define the theory. Here is where the intimate interplay between
diffeomorphism invariance and quantum field theoretical short-scale behavior begins
to shine. To compute H on diff-invariant states, recall these are in the dual space S′.
So far, we have only considered H on spin network state, or, by linearity, on S. The
action of H on S′ is immediately defined by duality

(HΦ)(ψ) ≡ (Φ)(Hψ). (5.9)

The key point is that we want to consider the regularized operator on S′ and take the
limit there:

(HΦ)(
∣

∣S〉) = lim
ǫ→0

Φ(Hǫ

∣

∣S〉). (5.10)

Notice that the limit is now a limit of a sequence of numbers (not a limit of a sequence
of Hilbert space vectors). We now show that the limit exists if Φ ∈ Kdiff , namely
if Φ is a diffeomorphism invariant state. The key to see this is the following crucial
observation. Given a spin network S, the operator in the parentheses modifies the
state

∣

∣S〉 in two ways: by changing its graph Γ as well as its coloring. The volume
operator does not change the graph. The graph is modified by the two operators Uγ
and Uα. The first superimpose a path of lenght ǫ to the link l of Γ. The second
superimpose a triangle with two side of lenght proportional to ǫ along the links l′ and
l′′ of Γ, and a third side that is not on Γ. The fundamental observation is that for ǫ
sufficiently small, changing ǫ in the operator changes the resulting states but not its
diffeomorphism class: adding a smaller triangle is the same as adding a larger triangle
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and then reducing it with a diffeomorphism. Φ is invariant under diffeomorphism and
therefore the dipendence on ǫ of the argument of the limit drops out. Therefore:

(HΦ)(
∣

∣S〉) = lim
ǫ→0

Φ(Hǫ

∣

∣S〉) = Φ(H
∣

∣S〉), (5.11)

where

H
∣

∣S〉 = −i
∑

n∈S
Nn

∑

{l,l′,l′′}
ǫll

′l′′
(

(Uγ−1,l)
A
B(Uα,l′l′′)

B
C [V (Rn), (Uγ,l)

C
A]
)

∣

∣S〉. (5.12)

and the size ǫ of the regularizing paths is taken to be small enough so that the added
arc does not run over other nodes or links of S. The finiteness of the limit is the
immediate.

5.1.2 Matrix elements

The resulting action of H on s-knot states is simple to derive and to illustrate. (i) The
action gives a sum of terms, one for each node n of the state. (ii) for each node, H
gives a further sum of terms, one for each triplet of links arriving at the node, and, for
every triplet, one term for every permutation of the three links l, l′, l′′. Each of these
terms act as follow on the s-knot state (see figure 5.2). (iii) It creates two new nodes
n′ and n′′ at a finite distance from n along the links l′ and l′′. The exact location of
these nodes is irrelevant for the s-knot states. (iv) It creates a new link of spin-1/2
connecting n′ and n′′. (v) It changes the coloring j′ of the link connecting n and n′

and the coloring j′′ of the link connecting n and n′′. These turn out to be the colors
of the links l′ and l′′ increased or decreased by 1/2. (vi) It changes the intertwiner at
the node n; the new intertwiner is between the representations corresponding to new
colorings of the adjacent links.

Figure 5.2: Action of Dn,l′,l′′,r,ǫ,ǫ′ .

Call Dn,l′,l′′,r,±,± an operator that acts around the node n by acting as described
in (iii), (iv), (v). This is illustrated in figure (5.2). Then
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H
∣

∣S〉 =
∑

n∈S
Nn

∑

{l,l′,l′′},r

∑

ǫ′,ǫ′′=±
Hn,l′,l′′,ǫ′,ǫ′′Dn,l′,l′′,r,ǫ′,ǫ′′

∣

∣S〉. (5.13)

The operator Hn,l′,l′′,ǫ′,ǫ′′ acts as a finite matrix on the space of the intertwiners at
the node n. Recalling the definition of diffeomorphisms-invariant state, we can write
the matrix elements of H among spin network states

〈S′∣
∣H
∣

∣S〉 =
∑

n∈S
Nn

∑

|ψ〉=Uφ|S′〉

∑

{l,l′,l′′},r

∑

ǫ′,ǫ′′=±
〈ψ
∣

∣Hn,l′,l′′,ǫ′,ǫ′′Dn,l′,l′′,r,ǫ′,ǫ′′
∣

∣S〉. (5.14)

The operator H is not symmetric. Professor C.Rovelli said that this is evident from
the fact that it adds arcs but does not remove them1. Its adjoint H† can be defined
simply by the complex conjugate of the transpose of its matrix elements

〈S′∣
∣H†∣

∣S〉 = 〈S
∣

∣H†
∣

∣S′〉, (5.15)

and a symmetric operator is defined by

Hs =
1

2
(H +H†). (5.16)

This is an operator that adds as well as removes arcs. It is reasonable to expect that
this operator be better behaved for the classical limit. Therefore we take this operator
as the basic operator defining the theory.

The explicit computation of the matrix elements Hn,l′,l′′,ǫ′,ǫ′′ is a very hard (but
well posed) problem in SU(2) representation theory. It is discussed in detail in [18],
where its matrix elements are explicitly given for simple nodes. For the same nodes,
in [18] the values of Hs are given. The complexity of the calculation of Hn,l′,l′′,ǫ′,ǫ′′ for
most nodes, has led researchers to a new questionable formulation of LQG, which will
be exposed in the next chapters.

Despite the major simplicity of the calculations, this new road doesn’t reproduce
the beautiful results of the first version of LQG in cosmology, as the prediction of the
inflation [93] and the removal of black-holes [92] and big bang singularities [94]. Maybe
it will be necessary to step back and improve our computing ability.

5.2 The case β 6= √
s

The case β 6= √
s can be obtained considering that

Ki
a(x) =

δK

δEai (x)
= {K,Aia(x)}/κ (5.17)

K = {Hβ=
√
s,N≡1, V (R)} (5.18)

1In our opinion this isn’t a good explanation. This is because the added arcs can be compressed
(ǫ→ 0) until the effect of H will be only the substitution of the intertwiners. They are fictitious arcs,
because in an small enough open set (ǫ→ 0), all the spaces are flat and so the holonomies are trivial.
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with

K :=

∫

R

d3xKi
aE

a
i (5.19)

and R some small region. In this way we can express Hβ 6=√
s in terms of Hβ=

√
s. Using

the usual regularization in terms of infinitesimal holonomies we obtain

Hβ 6=√
s = Hβ=

√
s + i

8

3κ4

∑

n

ǫijkNn tr (Uui
[U−1
ui
,K]Uuj

[U−1
uj
,K]Uuk

[U−1
uk
, V (Rn)])

(5.20)
with the usual meaning for ui, uj , uk, V , Nn, Rn. See [11].



Chapter 6

An Alternative way: BF
theory and Spin-Foam

6.1 BF Theory: Classical Field Equations

To set up BF theory, we take as our gauge group any Lie group G whose Lie algebra
g is equipped with an invariant nondegenerate bilinear form 〈·, ·〉. We take as our
spacetime any n-dimensional oriented smooth manifold M , and choose a principal
G-bundle1 P over M . The basic fields in the theory are then:

• a connection A on P ,

• an ad(P )-valued (n− 2)-form B on M .

Here ad(P ) is the vector bundle2 associated to P via the adjoint action of G on its
Lie algebra. The curvature of A is an ad(P )-valued 2-form F on M . If we pick a local

1A principal G bundle is a fibre bundle where typical fibre and structure group coincide with G.
On a principal fibre bundle we may define a right action ρ : G × P → P ; ρh(p) := φI(π(p), hI(p)h)
for p ∈ π−1(UI) where hI : P → G is uniquely defined by (xI(p), hI(p)) := φ−1

I
(p). Since G acts

transitively on itself from the right, this right action is obviously transitive in every fibre and fibre

preserving. sφ
I
(x) := φI(x, 1G) is called the canonical local section. Conversely, given a system of

local sections sI one can construct local trivializations φs
I
(x, h) := ρh(sI(x)), called canonical local

trivializations.
Notice the identity p = ρhI (p)(s

φ
I
(π(p))) = φI(π(p), hI(p)) = φIπ(p)(hI(p)) for any p ∈ π−1(UI). If

UI ∩UJ 6= ∅ and p ∈ π−1(UI ∩UJ ) this leads to ρhI (p)(s
φ
I
(π(p))) = ρφ

hJ (p)
(sφ

J
(π(p))). Using the fact

that ρ is a right action we conclude sφ
J
(π(p)) = ρhI (p)hJ (p)−1 (sφ

I
(π(p)). Since the left hand side does

not depend any longer on the point p in the fibre above x = π(p) we conclude that we have a G−valued
functions hIJ : UI ∩UJ → G, x 7→ [hJ (p)−1hI(p)]p∈π−1(x) where the right hand side is independent
of the point in the fibre. The functions hIJ are actually the structure functions of P : By definition
we have φIx(hI(p)) = φJx(hJ (p)), thus hI(p) = (φ−1

Ix
◦φJx)(hJ (p)) = λhIJ (x)(hJ (p)) = hIJ (x)hJ (p)

which also shows that the left action in P reduces to left translation in the fibre coordinate.
In a principal G bundle it is easy to see, using transitivity of the right action of G, that triviality is

equivalent with the existence of a global section. This is not the case for vector bundles which always
have the global section sI(x) = φI(x, 0) but may have non-trivial transition functions.

2A vector bundle E is a fibre bundle whose typical fibre F is a vector space. The vector bun-
dle associated with a principal G bundle P (where G is the structure group of E) under the left
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trivialization we can think of A as a g-valued 1-form on M , F as a g-valued 2-form,
and B as a g-valued (n− 2)-form.

The Lagrangian for BF theory is:

L = tr(B ∧ F ).

Here tr(B∧F ) is the n-form constructed by taking the wedge product of the differential
form parts of B and F and using the bilinear form 〈·, ·〉 to pair their g-valued parts.
The notation ‘tr’ refers to the fact that when G is semisimple we can take this bilinear
form to be the Killing form 〈x, y〉 = tr(xy), where the trace is taken in the adjoint
representation.

We obtain the field equations by setting the variation of the action to zero:

0 = δ

∫

M

L (6.1)

=

∫

M

tr(δB ∧ F +B ∧ δF ) (6.2)

=

∫

M

tr(δB ∧ F +B ∧ dAδA) (6.3)

=

∫

M

tr(δB ∧ F + (−1)n−1dAB ∧ δA) (6.4)

where dA stands for the exterior covariant derivative. Here in the second step we used
the identity δF = dAδA, while in the final step we did an integration by parts. We see
that the variation of the action vanishes for all δB and δA if and only if the following
field equations hold:

F = 0, dAB = 0.

These equations are rather dull. But this is exactly what we want, since it suggests
that BF theory is a topological field theory! In fact, all solutions of these equations
look the same locally, so BF theory describes a world with no local degrees of freedom.
To see this, first note that the equation F = 0 says the connection A is flat. Indeed,
all flat connections are locally the same up to gauge transformations. The equation
dAB = 0 is a bit subtler. It is not true that all solutions of this are locally the same
up to a gauge transformation in the usual sense. However, BF theory has another
sort of symmetry. Suppose we define a transformation of the A and B fields by

A 7→ A, B 7→ B + dAη

representation τ of G on F , denoted E = P ×τ F , is given by the set of equivalence classes
[(p, f)] = {(ρh(p), τ(h−1)f); h ∈ G} for (p, f) ∈ P×F . The projection is given by πE([(p, f)]) := π(p)
and local trivializations are given by ψ(x, f) = [(sI(x), f)] since [(ρh(sI(x)), f)] = [(sI(x), τ(h)f ] =
[sI(x), f ′)]. Transition functions result from u = [sJ (π(u)), fJ (u)] = [ρhIJ (π(u))(sI(π(u))), fJ (u))] =
[(sI(π(u))), τ(hIJ (π(u)fJ (u))] = [(sI(π(u)), fI(u)] and are thus gven by τ(ρIJ (x)).

Conversely, given any vector bundle E we can construct a principal G bundle P such that E is
associated with it by going through the above mentioned reconstruction process and by using the
same structure group (with τ as the defining representation) acting on the fibre G by left translations
and the same transition functions. A vector bundle is then called trivial if its associated principal
fibre bundle is trivial.
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for some ad(P )-valued (n−3)-form η. This transformation leaves the action unchanged:

∫

M

tr((B + dAη) ∧ F ) =

∫

M

tr(B ∧ F + dAη ∧ F ) (6.5)

=

∫

M

tr(B ∧ F + (−1)nη ∧ dAF ) (6.6)

=

∫

M

tr(B ∧ F ) (6.7)

where we used integration by parts and the Bianchi identity dAF = 0. In the next
section we shall see that this transformation is a ‘gauge symmetry’ of BF theory,
in the more general sense of the term, meaning that two solutions differing by this
transformation should be counted as physically equivalent. Moreover, when A is flat,
any B field with dAB = 0 can be written locally as dAη for some η; this is an easy
consequence of the fact that locally all closed forms are exact. Thus locally, all solu-
tions of the BF theory field equations are equal modulo gauge transformations and
transformations of the above sort.

Why is general relativity in 3 dimensions a special case of BF theory? To see this,
take n = 3, let G = SO(2, 1), and let 〈·, ·〉 be minus the Killing form. Suppose first
that B:TM → ad(P ) is one-to-one. Then we can use it to define a Lorentzian metric
on M as follows:

g(v, w) = 〈Bv,Bw〉
for any tangent vectors v, w ∈ TxM . We can also use B to pull back the connection A to
a metric-preserving connection Γ on the tangent bundle of M . The equation dAB = 0
then says precisely that Γ is torsion-free, so that Γ is the Levi-Civita connection on
M . Similarly, the equation F = 0 implies that Γ is flat. Thus the metric g is flat.

In 3 dimensional spacetime, the vacuum Einstein equations simply say that the
metric is flat. Of course, many different A and B fields correspond to the same metric,
but they all differ by gauge transformations. So in 3 dimensions, BF theory with gauge
group SO(2, 1) is really just an alternate formulation of Lorentzian general relativity
without matter fields — at least when B is one-to-one. When B is not one-to-one, the
metric g defined above will be degenerate, but the field equations of BF theory still
make perfect sense. Thus 3d BF theory with gauge group SO(2, 1) may be thought of
as an extension of the vacuum Einstein equations to the case of degenerate metrics.

If instead we take G = SO(3), all these remarks still hold except that the metric g
is Riemannian rather than Lorentzian when B is one-to-one. We call this theory ‘Rie-
mannian general relativity’. We study this theory extensively in what follows, because
it is easier to quantize than 3-dimensional Lorentzian general relativity. However, it
is really just a warmup exercise for the Lorentzian case — which in turn is a warmup
for 4-dimensional Lorentzian quantum gravity.

We conclude with a word about double covers. We can also express general relativ-
ity in 3 dimensions as a BF theory by taking the double cover Spin(2, 1) ∼= SL(2, R)
or Spin(3) ∼= SU(2) as gauge group and letting P be the spin bundle3. This does

3A spin bundle S is a fibre bundle whose typical fibre F is a spinor space. Concepts similar to
vectorial case apply.
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not affect the classical theory. As we shall see, it does affect the quantum theory.
Nonetheless, it is very popular to take these groups as gauge groups in 3-dimensional
quantum gravity. The question whether it is ‘correct’ to use these double covers as
gauge groups seems to have no answer — until we couple quantum gravity to spinors,
at which point the double cover is necessary.

6.2 Classical Phase Space

To determine the classical phase space of BF theory we assume spacetime has the
form

M = R× σ

where the real line R represents time and σ is an oriented smooth (n− 1)-dimensional
manifold representing space. This is no real loss of generality, since any oriented
hypersurface in any oriented n-dimensional manifold has a neighborhood of this form.
We can thus use the results of canonical quantization to study the dynamics of BF
theory on quite general spacetimes.

If we work in temporal gauge, where the time component of the connection A
vanishes, we see the momentum canonically conjugate to A is

∂L
∂Ȧ

= B.

This is reminiscent of the situation in electromagnetism, where the electric field is
canonically conjugate to the vector potential. To understand the physical meaning of
the theory, it is useful to think of this field as analogous to the electric field. Of course,
the analogy is best when G = U(1).

Let P |σ be the restriction of the bundle P to the ‘time-zero’ slice {0} × σ, which
we identify with σ. Before we take into account the constraints imposed by the field
equations, the configuration space of BF theory is the space A of connections on P |σ.
The corresponding classical phase space, which we call the ‘kinematical phase space’,
is the cotangent bundle T ∗A. A point in this phase space consists of a connection A
on P |σ and an ad(P |σ)-valued (n− 2)-form B on σ. The symplectic structure on this
phase space is given by

ω((δA, δB), (δA′, δB′)) =

∫

S

tr(δA ∧ δB′ − δA′ ∧ δB).

This reflects the fact that A and B are canonically conjugate variables. However, the
field equations of BF theory put constraints on the initial data A and B:

F = 0, dAB = 0

where F is the curvature of the connection A ∈ A, analogous to the magnetic field in
electromagnetism. To deal with these constraints, we should apply symplectic reduc-
tion to T ∗A to obtain the physical phase space.

The constraint dAB = 0, called the Gauss law, is analogous to the equation in
vacuum electromagnetism saying that the divergence of the electric field vanishes.
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This constraint generates the action of gauge transformations on T ∗A. To see this,
consider a scalar function f ; the condition dAB = 0 implies

∫

M

dAf ∧ dAB = 0

=

∫

M

dAf ∧ ∗
(

δS[A]

δA

)

=

∫

M

dAf

(

δS[A]

δA

)

d4x

=

∫

M

δfA

(

δS[A]

δA

)

d4x

= δfS[A] = 0 (6.8)

Doing symplectic reduction with respect to this constraint, we thus obtain the ‘gauge-
invariant phase space’ T ∗(A/G), where G is the group of gauge transformations of the
bundle P |σ.

The constraint F = 0 is analogous to an equation requiring the magnetic field
to vanish. Of course, no such equation exists in electromagnetism; this constraint is
special to BF theory. It generates transformations of the form

A 7→ A, B 7→ B + dAη,

which include diffeomorphisms. These transformations, discussed in the previous sec-
tion, really are gauge symmetries as claimed. To see this, consider a g-valued (n− 3)-
form η; the condition F = dAA = 0 implies

∫

M

F ∧ dAη = 0

=

∫

M

∗
(

δS[B]

δB

)

∧ dAη

=

∫

M

dAη

(

δS[B]

δB

)

d4x

=

∫

M

δηB

(

δS[B]

δB

)

d4x

= δηS = 0 (6.9)

Doing symplectic reduction with respect to this constraint, we obtain the ‘physical
phase space’ T ∗(A0/G), where A0 is the space of flat connections on P |σ. Points in
this phase space correspond to physical states of classical BF theory.

Remarks

1. The space A is an infinite-dimensional vector space, and if we give it an appropriate
topology, an open dense set of A/G becomes an infinite-dimensional smooth manifold.
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The simplest way to precisely define T ∗(A/G) is as the cotangent bundle of this open
dense set. The remaining points correspond to connections with more symmetry than
the rest under gauge transformations. These are called ‘reducible’ connections. A
more careful definition of the physical phase space would have to take these points
into account.
2. The space A0/G is called the ‘moduli space of flat connections on P |σ’. We can
understand it better as follows. Since the holonomy of a flat connection around a
loop does not change when we apply a homotopy to the loop, a connection A ∈ A0

determines a homomorphism from the fundamental group π1(σ) to G after we trivialize
P at the basepoint p ∈ σ that we use to define the fundamental group. If we apply
a gauge transformation to A, this homomorphism is conjugated by the value of this
gauge transformation at p. This gives us a map from A0/G to hom (π1(S), G)/G,
where hom(π1(σ), G) is the space of homomorphisms from π1(σ) to G, and G acts on
this space by conjugation. When S is connected this map is one-to-one, so we have

A0/G ⊆ hom (π1(σ), G)/G.

The space hom(π1(σ), G)/G is called the ‘moduli space of flat G-bundles over S’.
When π1(σ) is finitely generated (e.g. when σ is compact) this space is a real algebraic
variety, and A0/G is a subvariety. Usually A0/G has singularities, but each component
has an open dense set that is a smooth manifold. When we speak of T ∗(A0/G) above,
we really mean the cotangent bundle of this open dense set, though again a more
careful treatment would deal with the singularities.

We can describe A0/G much more explicitly in particular cases. For example,
suppose that σ is a compact oriented surface of genus n. Then the group π1(S) has a
presentation with 2n generators x1, y1, . . . , xn, yn satisfying the relation

R(xi, yi) := (x1y1x
−1
1 y−1

1 ) · · · (xnynx−1
n y−1

n ) = 1.

A point in hom (π1(S), G) may thus be identified with a collection g1, h1, . . . , gn, hn of
elements of G satisfying

R(gi, hi) = 1,

and a point in hom (π1(S), G)/G is an equivalence class [gi, hi] of such collections.
The cases G = SU(2) and G = SO(3) are particularly interesting for their applica-

tions to 3-dimensional Riemannian general relativity. When G = SU(2), all G-bundles
over a compact oriented surface S are isomorphic, and A0/G = hom (π1(S), G)/G.
When G = SO(3), there are two isomorphism classes of G-bundles over S, distin-
guished by their second Stiefel-Whitney number w2 ∈ Z2. For each of these bundles,
the points [gi, hi] that lie in A0/G can be described as follows. Choose representatives
gi, hi ∈ SO(3) and choose elements g̃i, h̃i that map down to these representatives via
the double cover SU(2) → SO(3). Then [gi, hi] lies in A0/G if and only if

(−1)w2 = R(g̃i, h̃i).

For 3-dimensional Riemannian general relativity with gauge group SO(3), the relevant
bundle is the frame bundle of σ, which has w2 = 0. For both SU(2) and SO(3), the
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space A0/G has dimension 6n − 6 for n ≥ 2. For the torus A0/G has dimension 2,
and for the sphere it is a single point.

We can now construct the gauge invariant quantum space S0 as in LQG, general-
izing cylindrical functions to n-dimensional spaces and Lie Group G.

6.3 Canonical Quantization via Triangulations

The constraint F = 0, which simultaneously generates the dynamics and imposes
diffeomorphisms-invariance, restricts K0 (the space of continuous G-invariant func-
tionals of the connection) to the space of G-invariant continuous functionals of the
flat connection, named Fun (A0/G).

Let us start with an n-dimensional real-analytic manifold M representing space.
Given any triangulation of M we can choose a graph in M called the ‘dual 1-skeleton’,
having one vertex at the center of each (n− 1)-simplex and one edge intersecting each
(n − 2)-simplex. Using homotopies and skein relations, we can express any state in
Fun (A0/G) as a linear combination of states coming from spin networks whose un-
derlying graph is this dual 1-skeleton. So at least for BF theory (where the connection
is flat), there is no loss in working with spin networks of this special form.

It turns out that the working with a triangulation this way sheds new light on the
observables discussed in the previous section. Moreover, the dynamics of BF theory
is easiest to describe using triangulations. Thus it pays to formalize the setup a bit
more. To do so, we borrow some ideas from lattice gauge theory.

Given a graph Γ, define a ‘connection’ on Γ to be an assignment of an element of G
to each edge of Γ, and denote the space of such connections by AΓ. As in lattice gauge
theory, these group elements represent the holonomies along the edges of the graph.
Similarly, define a ‘gauge transformation’ on Γ to be an assignment of a group element
to each vertex, and denote the group of gauge transformations by GΓ. This group
acts on AΓ in a natural way that mimics the usual action of gauge transformations on
holonomies. Since AΓ is just a product of copies of G, we can use normalized Haar
measure on G to put a measure on AΓ, and this in turn pushes down to a measure
on the quotient space AΓ/GΓ. Using these we can define Hilbert spaces L2(AΓ) and
L2(AΓ/GΓ).

In Sections 3.2.3, 3.2.4, 3.2.5, we saw how to extract a gauge-invariant function
on the space of connections from any spin network embedded in space. The same
trick works in the present context: any spin network Ψ with Γ as its underlying graph
defines a function Ψ ∈ L2(AΓ/GΓ). For example, if Ψ is the spin network in figure
(6.1) and the connection A assigns the group elements g1, g2, g3 to the three edges of
Ψ, we have

Ψ(A) = Re1(g1)
b
a Re2(g2)

c
d Re3(g3)

e
f (ιv1)

f
ac (ιv2)

e
db.

We again call such functions ‘spin network states’. Not only do these span L2(AΓ/GΓ),
it is easy again to choose an orthonormal basis of spin network states. Let Irrep(G)
be a complete set of irreducible unitary representations of G. To obtain spin networks
Ψ = (Γ, R, ι) giving an orthonormal basis of L2(AΓ/GΓ), let R range over all labellings
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Figure 6.1:

of the edges of Γ by representations in Irrep(G), and for each R and each vertex v, let
the intertwiners ιv range over an orthonormal basis of the space of intertwiners

ι:Re1 ⊗ · · · ⊗Ren
→ Re′1 ⊗ · · · ⊗Re′m

where the ei are incoming to v and the e′i are outgoing from v.
How do these purely combinatorial constructions relate to our previous setup where

space is described by a real-analyic manifold σ equipped with a principal G-bundle?
Quite simply: whenever Γ is a graph in σ, trivializing the bundle at the vertices of
this graph gives a map from A onto AΓ, and also a homomorphism from G onto GΓ.
Thus we have inclusions

L2(AΓ) →֒ L2(A)

and
L2(AΓ/GΓ) →֒ L2(A/G).

These constructions are particularly nice when Γ is the dual 1-skeleton of a triangula-
tion of σ. Consider 3-dimensional Riemannian quantum gravity, for example. In this
case Γ is always trivalent, see figure (6.2).
Since the representations of SU(2) satisfy

j1 ⊗ j2 ∼= |j1 − j2| ⊕ · · · ⊕ (j1 + j2),

each basis of intertwiners ι: j1⊗j2 → j3 contains at most one element. Thus we do not
need to explicitly label the vertices of trivalent SU(2) spin networks with intertwiners;
we only need to label the edges with spins. We can dually think of these spins as
labelling the edges of the original triangulation. For example, the spin network state
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Figure 6.2:

in figure (6.3) corresponds to a triangulation with edges labelled by spins as in figure
(6.4).
By the results of the previous sections, these spins specify the lengths of the edges, with
spin j corresponding to length

√

j(j + 1). Note that for there to be an intertwiner
ι: j1 ⊗ j2 → j3, the spins j1, j2, j3 labelling the three edges of a given triangle must
satisfy two constraints. First, the triangle inequality must hold:

|j1 − j2| ≤ j3 ≤ j1 + j2.

This has an obvious geometrical interpretation. Second, the spins must sum to an
integer. This rather peculiar constraint would hold automatically if we had used the
gauge group SO(3) instead of SU(2). If we consider all labellings satisfying these
constraints, we obtain spin network states forming a basis of L2(AΓ/GΓ).

The situation is similar but a bit more complicated for 4-dimensional BF theory
with gauge group SU(2). Let S be a triangulated 3-dimensional manifold and let Γ be
its dual 1-skeleton. Now Γ is a 4-valent graph with one vertex in the center of each
tetrahedron and one edge intersecting each triangle. To specify a spin network state
in L2(AΓ/GΓ), we need to label each edge of Γ with a spin and each vertex with an
intertwiner as in figure (6.5).
For each vertex there is a basis of intertwiners. We can draw such an intertwiner by
formally ‘splitting’ the vertex into two trivalent ones and labelling the new edge with
a spin j5, as in figure (6.6). In the triangulation picture, this splitting corresponds to
chopping the tetrahedron in half along a parallelogram, see figure (6.7).
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Figure 6.3:

Figure 6.4:
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Figure 6.5:

Figure 6.6:

We can thus describe a spin network state in L2(AΓ/GΓ) by chopping each tetrahedron
in half and labelling all the resulting parallelograms, along with all the triangles, by
spins. These spins specify the areas of the parallelograms and triangles.

It may seem odd that in this picture the geometry of each tetrahedron is described
by 5 spins, since classically it takes 6 numbers to specify the geometry of a tetrahedron.
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Figure 6.7:

In fact, this is a consequence of the uncertainty principle. The area operators for
surfaces do not commute when the surfaces intersect. There are three ways to chop a
tetrahedron in half using a parallelogram, but we cannot simultaneously diagonalize
the areas of these parallelograms, since they intersect. We can describe a basis of
states for the quantum tetrahedron using 5 numbers: the areas of its 4 faces and any
one of these parallelograms. Different ways of chopping tetrahedron in half gives us
different bases of this sort, and the matrix relating these bases goes by the name of
the ‘6j symbols’:
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Remarks

1. For a deeper understanding of BF theory with gauge group SU(2), it is helpful
to start with a classical phase space describing tetrahedron geometries and apply
geometric quantization to obtain a Hilbert space of quantum states. We can describe
a tetrahedron in R3 by specifying vectors B1, . . . , B4 normal to its faces, with lengths
equal to the faces’ areas. We can think of these vectors as elements of so(3), which
has a Poisson structure familiar from the quantum mechanics of angular momentum:

{Ja, Jb} = ǫabcJc.

The space of 4-tuples (B1, . . . , B4) thus becomes a Poisson manifold. However, a
4-tuple coming from a tetrahedron must satisfy the constraint B1 + · · · + B4 = 0.
This constraint is the discrete analogue of the Gauss law dAB = 0. In particular, it
generates rotations, so if we take so(3)4 and do Poisson reduction with respect to this
constraint, we obtain a phase space whose points correspond to tetrahedron geometries
modulo rotations. If we geometrically quantize this phase space, we obtain the ‘Hilbert
space of the quantum tetrahedron’.

Since this Hilbert space H is a target space representation of SU(2), it has operators
Ĵa on it satisfying the usual angular momentum commutation relations:

[Ĵa, Ĵb] = iǫabcĴc.

We can think of H as the ‘Hilbert space of a quantum vector’ and the operators Ĵa

as measuring the components of this vector. If we geometrically quantize so(3)⊗4, we
obtain H⊗4, which is the Hilbert space for 4 quantum vectors. There are operators on
this Hilbert space corresponding to the components of these vectors:

B̂a1 = Ĵa ⊗ 1 ⊗ 1 ⊗ 1

B̂a2 = 1 ⊗ Ĵa ⊗ 1 ⊗ 1

B̂a3 = 1 ⊗ 1 ⊗ Ĵa ⊗ 1

B̂a4 = 1 ⊗ 1 ⊗ 1 ⊗ Ĵa. (6.10)

One can show that the Hilbert space of the quantum tetrahedron is isomorphic to

T = {ψ ∈ H⊗4: (B̂1 + B̂2 + B̂3 + B̂4)ψ = 0}.

On the Hilbert space of the quantum tetrahedron there are operators

Âi = (B̂i · B̂i)
1
2

corresponding to the areas of the 4 faces of the tetrahedron, and also operators

Âij = ((B̂i + B̂j) · (B̂i + B̂j))
1
2

corresponding to the areas of the parallelograms. Since Âij = Âkl whenever (ijkl)
is some permutation of the numbers (1234), there are really just 3 different parallel-
ogram area operators. The face area operators commute with each other and with
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the parallelogram area operators, but the parallelogram areas do not commute with
each other. There is a basis of T consisting of states that are eigenvectors of all the
face area operators together with any one of the parallelogram area operators. If for
example we pick Â12 as our preferred parallelogram area operator, any basis vector ψ
is determined by 5 spins:

Âiψ =
√

ji(ji + 1) 1 ≤ i ≤ 4,

Â12ψ =
√

j5(j5 + 1). (6.11)

This is because ĴaĴa = j(j+1)1 with j = 0, 1
2 , 1, . . . when acts on its eigenstates. This

basis vector corresponds to the intertwiner ιj : j1 ⊗ j2 → j3 ⊗ j4 that factors through
the representation j5.

In 4d BF theory with gauge group SU(2), the Hilbert space L2(AΓ/GΓ) described
by taking the tensor product of copies of T, one for each tetrahedron in the 3-manifold
S, and imposing constraints saying that when two tetrahedra share a face their face
areas must agree. This gives a clearer picture of the ‘quantum geometry of space’
in this theory. For example, we can define observables corresponding to the volumes
of tetrahedra. The results nicely match those of loop quantum gravity, where it has
been shown that spin network vertices give volume to the regions of space in which
they lie. In loop quantum gravity these results were derived not from BF theory, but
from Lorentzian quantum gravity formulated in terms of the real Ashtekar variables.
However, these theories differ only in their dynamics.

6.4 Dynamics

We now turn from the spin network description of the kinematics of BF theory to
the spin foam description of its dynamics. Our experience with quantum field theory
suggests that we can compute transition amplitudes in BF theory using path integrals.
To keep life simple, consider the most basic example: the partition function of a closed
manifold representing spacetime. Heuristically, if M is a compact oriented n-manifold
we expect that

Z(M) =

∫ ∫

DADB e
i
∫

M
tr(B∧F )

=

∫

DA δ(F ), (6.12)

where formally integrating out the B field gives a Dirac delta measure on the space of
flat connections on the G-bundle P over M . The final result should be the ‘volume of
the space of flat connections’, but of course this is ill-defined without some choice of
measure.

To try to make this calculation more precise, we can discretize it by choosing a
triangulation for M and working, not with flat connections on P , but instead with
flat connections on the dual 2-skeleton. By definition, the ‘dual 2-skeleton’ of a tri-
angulation has one vertex in the center of each n-simplex, one edge intersecting each
(n − 1)-simplex, and one polygonal face intersecting each (n − 2)-simplex. We call
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these ‘dual vertices’, ‘dual edges’, and ‘dual faces’, respectively. For example, when
M is 3-dimensional, the intersection of the dual 2-skeleton with any tetrahedron looks
like in figure (6.8).

Figure 6.8:

while a typical dual face looks like in figure (6.9). Note that the dual faces can have any
number of edges. To keep track of these edges, we fix an orientation and distinguished
vertex for each face f and call its edges e1f, . . . , eNf , taken in cyclic order starting
from the distinguished vertex. Similarly, we call its vertices v1f, . . . , vNf , see figure
(6.10).

A ‘connection’ on the dual 2-skeleton is an object assigning a group element ge
to each dual edge e. For this to make sense we should fix an orientation for each
dual edge. However, we can safely reverse our choice of the orientation as long as we
remember to replace ge by g−1

e when we do so. We say that a connection on the dual
2-skeleton is ‘flat’ if that the holonomy around each dual face f is the identity:

ge1f · · · geNf = 1

where we use the orientation of f to induce orientations of its edges. To make sense
of our earlier formula for the partition function of BF theory, we can try defining

Z(M) =

∫

∏

e∈E
dge

∏

f∈F
δ(ge1f · · · geNf ),

where V is the set of dual vertices, E is the set of dual edges, F is the set of dual vertices,
and the integrals are done using normalized Haar measure on G. Of course, since we
are taking a product of Dirac deltas here, we run the danger that this expression will
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Figure 6.9:

Figure 6.10:

not make sense. Nonetheless we proceed and see what happens! We begin by using
the identity

δ(g) =
∑

R∈Irrep(G)

dim(R)tr(R(g)),
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obtaining

Z(M) =
∑

R:F→Irrep(G)

∫

∏

e∈E
dge

∏

f∈F
dim(Rf )tr(Rf (ge1f · · · geNf )).

This formula is really a discretized version of

Z(M) =

∫ ∫

DADB e
i
∫

M
tr(B∧F )

.

The analogue of A is the labelling of dual edges by group elements. The analogue
of F is the labelling of dual faces by holonomies around these faces. These analogies
make geometrical sense because A is like a 1-form and F is like a 2-form. What is the
analogue of B? It is the labelling of dual faces by representations! Since each dual
face intersects one (n− 2)-simplex in the triangulation, we may dually think of these
representations as labelling (n−2)-simplices. This is nice because B is an (n−2)-form.
The analogue of the pairing tr(B ∧ F ) is the pairing of a representation Rf and the
holonomy around the face f to obtain the number dim(Rf )tr(Rf (ge1f · · · geNf )).

Next we do the integrals over group elements in the formula for Z(M). The details
depend on the dimension of spacetime, and it is easiest to understand them with
the aid of some graphical notation. In the previous section we saw how an abstract
spin network Ψ together with a connection A on the underlying graph of Ψ give a
number Ψ(A). Since the connection A assigns a group element ge to each edge of Ψ,
our notation for the number Ψ(A) will be a picture of Ψ together with a little circle
containing the group element ge on each edge e. When the ge is the identity we will not
bother drawing it. Also, when two or more parallel edges share the same group element
g we use one little circle for both edges. For example, we take the definition in figure
(6.11). This is just the graphical analogue of the equation (R1⊗R2)(g) = R1(g)⊗R2(g).

Now suppose M is 2-dimensional. Since each dual edge is the edge of two dual
faces, each group element appears twice in the expression

∏

f∈F
tr(Rf (ge1f · · · geNf )).

In our graphical notation, this expresssion corresponds to a spin network with one loop
running around each dual face, as in figure (6.12). Here we have only drawn a small
portion of the spin network. We can do the integral

∫

∏

e∈E
dge

∏

f∈F
dim(Rf )tr(Rf (ge1f · · · geNf ))

by repeatedly using the formula

∫

dg R1(g) ⊗R2(g) =

{

ιι∗

dim(R1)
if R1

∼= R∗
2

0 otherwise

where ι:R1 ⊗ R2 → C is the dual pairing when R1 is the dual of R2. This formula
holds because both sides describe the projection from R1 ⊗ R2 onto the subspace of
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Figure 6.11:

Figure 6.12:

vectors transforming in the trivial representation. Graphically, this formula can be
written as the skein relation in figure (6.13).
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Figure 6.13:

Applying this to every dual edge, we see that when M is connected the integral

∫

∏

e∈E
dge

∏

f∈F
dim(Rf )tr(Rf (ge1f · · · geNf ))

vanishes unless all the representations Rf are the same representation R, in which case
it equals dim(R)|V|−|E|+|F|. The quantity |V| − |E| + |F| is a topological invariant of
M , namely the Euler characteristic χ(M). Summing over all labellings of dual faces,
we thus obtain

Z(M) =
∑

R∈Irrep(G)

dim(R)χ(M)

The Euler characteristic of a compact oriented surface of genus n is 2 − 2n. When
χ(M) < 0, the sum converges for any compact Lie group G, and we see that the
partition function of our discretized BF theory is well-defined and independent of the
triangulation! This is precisely what we would expect in a topological quantum field
theory. For χ(M) ≥ 0, that is, for the sphere and torus, the partition function typically
does not converge.

In the 3-dimensional case each group element shows up in 3 factors of the product
over dual faces, since 3 dual faces share each dual edge:
We can do the integral over each group element using the formula

∫

dg R1(g) ⊗R2(g) ⊗R3(g) =
∑

ι

ιι∗

where the sum ranges over a basis of intertwiners ι:R1 ⊗ R2 ⊗ R3 → C, normalized
so that tr(ι1ι

∗
2) = δι1ι2 for any two intertwiners ι1, ι2 in the basis. In our graphical

notation this formula is written as in figure (6.15). Both sides represent intertwiners
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Figure 6.14:

from R1⊗R2⊗R3 to itself. Again, the formula is true because both sides are different
ways of describing the projection from R1 ⊗ R2 ⊗ R3 onto the subspace of vectors
that transform trivially under G. Using this formula once for each dual edge — or
equivalently, once for each triangle in the triangulation — we can integrate out all the
group elements ge. Graphically, each time we do this, an integral over expressions like
in figure (6.16), is replaced by a sum of expressions like in figure (6.17).

(We have not bothered to show the orientation of the edges in these pictures, since
they depend on how we orient the edges of the dual 2-skeleton.) When we do this
for all the triangular faces of a given tetrahedron, we obtain a little tetrahedral spin
network like in figure (6.18) which we can evaluate in the usual way. This tetrahedral
spin network is ‘dual’ to the original tetrahedron in the triangulation of M : its vertices
(resp. edges, faces) correspond to faces (resp. edges, vertices) of the original tetrahe-
dron. We thus obtain the following formula for the partition function in 3-dimensional
BF theory:
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Figure 6.15:

Figure 6.16:
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Figure 6.17:
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Z(M) =
∑

R:F→Irrep(G)

∑

ι

∏

f∈F
dim(Rf )

∏

v∈V

ι1

ι2

ι3

ι4

R1

R2

R3

R4 R6

R5

Here for each labelling R:F → Irrep(G), we take a sum over labellings ι of dual
edges by intertwiners taken from the appropriate bases. For each dual vertex v, the
tetrahedral spin network shown above is built using the representations Ri labelling the
6 dual faces incident to v and the intertwiners ιi labelling the 4 dual edges incident to
v. When G = SU(2) or SO(3), the labelling by intertwiners is trivial, so the tetrahedral
spin network depends only on 6 spins. Using our graphical notation, it is not hard
to express the value of this spin network in terms of the 6j symbols described in the
previous section. We leave this as an exercise for the reader.
The calculation in 4 dimensions is similar, but now 4 dual faces share each dual edge,
so we need to use the formula

∫

dg R1(g) ⊗R2(g) ⊗R3(g) ⊗R4(g) =
∑

ι

ιι∗

where now the sum ranges over a basis of intertwiners ι:R1 ⊗ R2 ⊗ R3 ⊗ R4 → C,
normalized so that tr(ι1ι

∗
2) = δι1ι2 for any intertwiners ι1, ι2 in the basis. Again both
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Figure 6.18:

sides describe the projection on the subspace of vectors that transform in the trivial
representation, and again we can write the formula as a generalized skein relation, see
figure (6.19). We use this formula once for each dual edge — or equivalently, once for
each tetrahedron in the triangulation — to do the integral over all group elements in
the partition function. Each time we do so, we introduce an intertwiner labelling the
dual edge in question. We obtain the formula:
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Z(M) =

∑

R:F→Irrep(G)

∑

ι

∏

f∈F
dim(Rf )

∏

v∈V

ι1

ι2

ι3

ι5

ι4

R1

R2

R3

R4

R5

R6

R8

R9

R7

R10

The 4-simplex in this formula is dual to the 4-simplex in the original triangulation
that contains v ∈ V. Its edges are labelled by the representations labelling the 10 dual
faces incident to v, and its vertices are labelled by the intertwiners labelling the 5 dual
edges incident to v.

People often rewrite this formula for the partition function by splitting each 4-
valent vertex into two trivalent vertices: the resulting equation involves a trivalent
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Figure 6.19:

spin network with 15 edges. In the SU(2) case this trivalent spin network is called a
‘15j symbol’, since it depends on 15 spins.

Having computed the BF theory partition function in 2, 3, and 4 dimensions, it
should be clear that the same basic idea works in all higher dimensions, too. We
always get a formula for the partition function as a sum over ways of labelling dual
faces by representations and dual edges by intertwiners. There is, however, a problem.
The sum usually diverges! The only cases we know where it converges are when G is
a finite group (see Remark 2 below), when M is 0- or 1-dimensional, or when M is
2-dimensional with χ(M) < 0. Not surprisingly, these are a subset of the cases when
the moduli space of flat connections on M has a natural measure. In other cases, it
seems there are too many delta functions in the expression

Z(M) =

∫

∏

e∈E
dge

∏

f∈F
δ(ge1f · · · geNf )

to extract a meaningful answer.
Of course, there is more to dynamics than the partition function. For example,

we also want to compute vacuum expectation values of observables, and transition
amplitudes between states. It is not hard to generalize the formulas above to handle
these more complicated calculations. However, at this point it helps to explicitly
introduce the concept of a ‘spin foam’.

Remarks

1. Ponzano and Regge gave a formula for a discretized version of the action in 3-
dimensional Riemannian general relativity. In their approach the spacetime manifold
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M is triangulated and each edge is assigned a length. The Ponzano-Regge action is
the sum over all tetrahedra of the quantity:

S =
∑

e

ℓeθe

where the sum is taken over all 6 edges, le is the length of the edge e, and θe is the
dihedral angle of the edge e, that is, the angle between the outward normals of the
two faces incident to this edge. One can show that in a certain precise their action is
an approximation to the integral of the Ricci scalar curvature. In the limit of large
spins, the value of the tetrahedral spin network described above is asymptotic to

√

2

3πV
cos(S +

π

4
).

where the lengths ℓe are related to the spins je labelling the tetrahedron’s edges by
ℓ = j + 1/2, and V is the volume of the tetrahedron. Naively one might have hoped
to get exp(iS). That one gets a cosine instead can be traced back to the fact that
the lengths of the edges of a tetrahedron only determine its geometry modulo rotation
and reflection. The phase π

4 shows up because calculating the asymptotics of the
tetrahedral spin network involves a stationary phase approximation.
2. Until now we have been assuming that G is connected. The main reason for this is
that it ensures the map from A to AΓ is onto for any graph Γ in σ, so that we have
inclusions L2(AΓ) →֒ L2(A) and L2(AΓ/GΓ) →֒ L2(A/G). When G is not connected,
these maps are usually not one-to-one.

Requiring that G be connected rules out all nontrivial finite groups. However, our
formula for the BF theory partition function makes equally good sense for groups
that are not connected. In fact, when G is finite, the partition function is convergent
regardless of the dimension of M , and when a suitable normalization factor is included
it becomes triangulation-independent.

In this model, the path integral is not an integral over flat connections on a fixed
G-bundle over M , but rather a sum over isomorphism classes of G-bundles. In fact,
our discretized formula for the path integral in BF theory always implicitly includes
a sum over isomorphism classes of G-bundles, because it corresponds to an integral
over the whole moduli space of flat G-bundles over M , rather than the moduli space
of flat connections on a fixed G-bundle. (For the relation between these spaces, see
Remark 2 in Section 6.2) When G is a finite group, the moduli space of flat G-bundles
is discrete, with one point for each isomorphism class of G-bundle.

6.5 Spin Foams

We have seen that in BF theory the partition function can be computed by triangu-
lating spacetime and considering all ways of labelling dual faces by irreducible rep-
resentations and dual edges by intertwiners. For each such labelling, we compute an
‘amplitude’ as a product of amplitudes for dual faces, dual edges, and dual vertices.
(By cleverly normalizing our intertwiners we were able to make the edge amplitudes
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equal 1, rendering them invisible, but this was really just a cheap trick.) We then take
a sum over all labellings to obtain the partition function.

To formalize this idea we introduce the concept of a ‘spin foam’. A spin foam is the
2-dimensional analog of a spin network. Just as a spin network is a graph with edges
labelled by irreducible representations and vertices labelled by intertwiners, a spin foam
is a 2-dimensional complex with faces labelled by irreducible representations and edges
labelled by intertwiners. Of course, to make this precise we need a formal definition of
‘2-dimensional complex’. Loosely, such a thing should consist of vertices, edges, and
polygonal faces. There is some flexibility about the details. However, we certainly
want the dual 2-skeleton of a triangulated manifold to qualify. Since topologists have
already studied such things, this suggests that we take a 2-dimensional complex to be
what they call a ‘2-dimensional piecewise linear cell complex’.

The precise definition of this concept is somewhat technical, so we banish it to the
Appendix and only state what we need here. A 2-dimensional complex has a finite
set V of vertices, a finite set E of edges, and a finite set FN of N -sided faces for each
N ≥ 3, with only finitely many FN being nonempty. In fact, we shall work with
‘oriented’ 2-dimensional complexes, where each edge and each face has an orientation.
The orientations of the edges give maps

s, t: E → V

assigning to each edge its source and target. The orientation of each face gives a cyclic
ordering to its edges and vertices. Suppose we arbitrarily choose a distinguished vertex
for each face f ∈ FN . Then we may number all its vertices and edges from 1 to N . If
we think of these numbers as lying in ZN , we obtain maps

ei:FN → E , vi:FN → V i ∈ ZN .

We say f is ‘incoming’ to e when the orientation of e agrees with the orientation it
inherits from f , and ‘outgoing’ when these orientations do not agree, see figure (6.20).

Figure 6.20:

With this business taken care of, we can define spin foams. The simplest kind is a
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‘closed’ spin foam. This is the sort we sum over when computing partition functions
in BF theory.

• A closed spin foam F is a triple (κ,R, ι) consisting of:

1. a 2-dimensional oriented complex κ,

2. a labelling R of each face f of κ by an irreducible representation Rf of G,

3. a labelling ι of each edge e of κ by an intertwiner

ιe:Rf1 ⊗ · · · ⊗Rfn
→ Rf ′

1
⊗ · · · ⊗Rf ′

m

where f1, . . . , fn are the faces incoming to e and f ′1, . . . , f
′
m are the faces

outgoing from e.

Note that this definition is exactly like that of a spin network, but with everything
one dimension higher! This is why a generic slice of a spin foam is a spin
network. We can formalize this using the notion of a spin foam F : Ψ → Ψ′ going
from a spin network Ψ to a spin network Ψ′, see figure (6.21).

Figure 6.21:
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This is the sort we sum over when computing transition amplitudes in BF theory. (To
reduce clutter, we have not drawn the labellings of edges and faces in this spin foam.)
In this sort of spin foam, the edges that lie in Ψ and Ψ′ are not labelled by intertwiners.
Also, the edges ending at spin network vertices must be labelled by intertwiners that
match those labelling the spin network vertices. These extra requirements are lacking
for closed spin foams, because a closed spin foam is just one of the form F : ∅ → ∅,
where ∅ is the ‘empty spin network’: the spin network with no vertices and no edges.

To make this more precise, we need to define what it means for a graph Γ to ‘border’
a 2-dimensional oriented complex κ. The reader can find this definition in Appendix
A. What matters here is that if Γ borders κ, then each vertex v of Γ is the source or
target of a unique edge ṽ of κ, and each edge e of Γ is the edge of a unique face ẽ of
κ. Using these ideas, we first define spin foams of the form F : ∅ → Ψ:

• Suppose that Ψ = (Γ, R, ι) is a spin network. A spin foam F : ∅ → Ψ is a triple
(κ, R̃, ι̃) consisting of:

1. a 2-dimensional oriented complex κ such that Γ borders κ,

2. a labeling R̃ of each face f of κ by an irreducible representation R̃f of G,

3. a labeling ι̃ of each edge e of κ not lying in Γ by an intertwiner

ι̃e:Rf1 ⊗ · · · ⊗Rfn
→ Rf ′

1
⊗ · · · ⊗Rf ′

m

where f1, . . . , fn are the faces incoming to e and f ′1, . . . , f
′
m are the faces

outgoing from e,

such that the following hold:

1. For any edge e of Γ, R̃ẽ = Re if ẽ is incoming to e, while R̃ẽ = (Re)
∗ if ẽ is

outgoing from e.

2. For any vertex v of Γ, ι̃ẽ equals ιe after appropriate dualizations.

Finally, to define general spin foams, we need the notions of ‘dual’ and ‘tensor
product’ for spin networks. The dual of a spin network Ψ = (Γ, R, ι) is the spin
network Ψ∗ with the same underlying graph, but with each edge e labelled by the dual
representation R∗

e , and each vertex v labelled by the appropriately dualized form of
the intertwining operator ιv. Given spin networks Ψ = (Γ, R, ι) and Ψ′ = (Γ′, R′, ι′),
their tensor product Ψ⊗Ψ′ is defined to be the spin network whose underlying graph
is the disjoint union of Γ and Γ′, with edges and vertices labelled by representations
and intertwiners using R,R′ and ι, ι′. As usual, duality allows us to think of an input
as an output:

• Given spin networks Ψ and Ψ′, a spin foam F : Ψ → Ψ′ is defined to be a spin
foam F : ∅ → Ψ∗ ⊗ Ψ′.

Here is how we compute transition amplitudes in BF theory as a sum over spin
foams. Suppose spacetime is given by a compact oriented cobordism M :σ → σ′, where
σ and σ′ are compact oriented manifolds of dimension n− 1, see figure (6.22).
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Figure 6.22:

Choose a triangulation of M . This induces triangulations of σ and σ′ with dual
1-skeletons Γ and Γ′, respectively. As described in Section 6.3, in this triangulated
context we can use L2(AΓ/GΓ) as the gauge-invariant Hilbert space for σ. This Hilbert
space has a basis given by spin networks whose underlying graph is the dual 1-skeleton
of σ. Similarly, we use L2(AΓ′/GΓ′) as the space of gauge-invariant states on σ′. We
describe time evolution as an operator

Z(M):L2(AΓ/GΓ) → L2(AΓ′/GΓ′).

To specify this operator, it suffices to describe the transition amplitudes 〈Ψ′, Z(M)Ψ〉
when Ψ,Ψ′ are spin network states. We write this transition amplitude as a sum over
spin foams going from Ψ to Ψ′:

〈Ψ′, Z(M)Ψ〉 =
∑

F :Ψ→Ψ′

Z(F )

Since we are working with a fixed triangulation of M , we restrict the sum to spin
foams whose underlying complex is the dual 2-skeleton of M . The crucial thing is the
formula for the amplitude Z(F ) of a given spin foam F .

We have already given a formula for the amplitude of a closed spin foam in the
previous section: it is computed as a product of amplitudes for spin foam faces, edges
and vertices. A similar formula works for any spin foam F : Ψ → Ψ′, but we need
to make a few adjustments. First, when we take the product over faces, edges and
vertices, we exclude edges and vertices that lie in Ψ and Ψ′. Second, we use the square
root of the usual edge amplitude for edges of the form ṽ, where v is a vertex of Ψ or
Ψ′. Third, we use the square root of the usual face amplitudes for faces of the form ẽ,
where e is an edge of Ψ or Ψ′. The reason for these adjustments is that we want to
have

Z(M ′)Z(M) = Z(M ′M)
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when M :σ → σ′ and M ′:σ′ → σ′′ are composable cobordisms and M ′M :σ → σ′′ is
their composite, see figure (6.23)

Figure 6.23:

For this to hold, we want

Z(F ′)Z(F ) = Z(F ′F )

whenever F ′F : Ψ → Ψ′′ is the spin foam formed by gluing together F : Ψ → Ψ′ and
F ′: Ψ′ → Ψ′′ along their common border Ψ′ and erasing the vertices and edges that
lie in Ψ′. The adjustments described above make this equation true. Of course,
the argument that Z(F ′)Z(F ) = Z(F ′F ) implies Z(M ′)Z(M) = Z(M ′M) is merely
formal unless the sums over spin foams used to define these time evolution operators
converge in a sufficiently nice way.

Let us conclude with some general remarks on the meaning of the spin foam for-
malism. Just as spin networks are designed to merge the concepts of quantum state
and the geometry of space, spin foams are designed to merge the concepts of quantum
history and the geometry of spacetime. However, the concept of ‘quantum history’ is
a bit less familiar than the concept of ‘quantum state’, so it deserves some comment.
Perhaps the most familiar example of a quantum history is a Feynman diagram. A
Feynman diagram determines an operator on Fock space, but there is more information
in the diagram than this operator, since besides telling us transition amplitudes be-
tween states, the diagram also tells a story of ‘how the transition happened’. In other
words, the internal edges and vertices of the diagram describe a ‘quantum history’ in
which various virtual particles are created and annihilated.
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Similarly, spin foams can be used to describe operators, but they contain extra
information. If Ψ and Ψ′ are spin networks with underlying graphs Γ and Γ′, respec-
tively, then any spin foam F : Ψ → Ψ′ determines an operator from L2(AΓ/GΓ) to
L2(AΓ′/GΓ′), which we also denote by F , such that

〈Φ′, FΦ〉 = 〈Φ′,Ψ′〉〈Ψ,Φ〉

for any states Φ,Φ′. The time evolution operator Z(M) is a linear combination of
these operators weighted by the amplitudes Z(F ). But a spin foam contains more
information than the operator it determines, since the operator depends only on the
initial state Ψ and the final state Ψ′, not on the details of the spin foam at intermediate
times. This extra information is what we call a ‘quantum history’.

How exactly does a spin foam describe the geometry of spacetime? In part, this
follows from how spin networks describe the geometry of space. Consider, for example,
4d BF theory with gauge group SU(2). Spin network edges give area to surfaces
they puncture, while spin network vertices give volume to regions of space in which
they lie. But a spin network edge is really just a slice of a spin foam face, and a
spin network vertex is a slice of a spin foam edge. Thus in the spacetime context,
spin foam faces give area to surfaces they intersect, while spin foam edges give 3-
volume to 3-dimensional submanifolds they intersect. Continuing the pattern, one
expects that spin foam vertices give 4-volume to regions of spacetime in which they
lie. However, calculations have not yet been done to confirm this, in part because a
thorough picture of the metric geometry of spacetime in 4 dimensions requires that
one impose constraints on the E field. We discuss this a bit more in Section 6.6.

A similar story holds for 3d BF theory with gauge group SU(2), or in other words,
Riemannian quantum gravity in 3 dimensions. In this case, spin foam faces give length
to curves they intersect and spin foam edges give area to surfaces they intersect. We
expect that spin foam vertices give volume to regions of spacetime in which they lie,
but so far the calculations remain a bit problematic.

Remarks

The physical meaning of the time evolution operators

Z(M):L2(AΓ/GΓ) → L2(AΓ′/GΓ′)

is somewhat subtle in a background-independent theory. For example, when M =
σ × [0, 1] is a cylinder cobordism from S to itself, we should have Z(M)2 = Z(M). In
this case Z(M) should represent the projection from the gauge-invariant Hilbert space
to the space of physical states.

6.6 4-Dimensional Quantum Gravity

We finally turn to theory that really motivates the interest in spin foam models:
quantum gravity in 4 dimensions. Various competing spin foam models have been
proposed for 4-dimensional quantum gravity — mainly in the Riemannian case so far.
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While some of these models are very elegant, their physical meaning has not really
been unravelled, and some basic problems remain unsolved. The main reason is that,
unlike BF theory, general relativity in 4 dimensions has local degrees of freedom.

We begin by describing the Palatini formulation of general relativity in 4 dimen-
sions. Let spacetime be given by a 4-dimensional oriented smooth manifold M . We
choose a bundle T over M that is isomorphic to the tangent bundle, but not in any
canonical way. This bundle, or any of its fibers, is called the ‘internal space’. We equip
it with an orientation and a metric η, either Lorentzian or Riemannian. Let P denote
the oriented orthonormal frame bundle of M . This is a principal G-bundle, where G
is either SO(3, 1) or SO(4) depending on the signature of η. The basic fields in the
Palatini formalism are:

• a connection A on P ,

• a T-valued 1-form e on M .

The curvature of A is an ad(P )-valued 2-form which, as usual, we call F . Note however
that the bundle ad(P ) is isomorphic to the second exterior power Λ2T. Thus we are
free to switch between thinking of F as an ad(P )-valued 2-form and a Λ2T-valued
2-form. The same is true for the field e ∧ e.

The Lagrangian of the theory is

L = tr(e ∧ e ∧ F ).

Here we first take the wedge products of the differential form parts of e ∧ e and F
while simultaneously taking the wedge products of their ‘internal’ parts, obtaining the
Λ4T-valued 4-form e ∧ e ∧ F . The metric and orientation on T give us an ‘internal
volume form’, that is, a nowhere vanishing section of Λ4T. We can write e ∧ e ∧ F as
this volume form times an ordinary 4-form, which we call tr(e ∧ e ∧ F ).

To obtain the field equations, we set the variation of the action to zero:

0 = δ

∫

M

L

=

∫

M

tr(δe ∧ e ∧ F + e ∧ δe ∧ F + e ∧ e ∧ δF ) (6.13)

=

∫

M

tr(2δe ∧ e ∧ F + e ∧ e ∧ dAδA)

=

∫

M

tr(2δe ∧ e ∧ F − dA(e ∧ e) ∧ δA). (6.14)

The field equations are thus

e ∧ F = 0, dA(e ∧ e) = 0.

These equations are really just an extension of the vacuum Einstein equation to the
case of degenerate metrics. To see this, first define a metric g on M by

g(v, w) = η(ev, ew).
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When e:TM → T is one-to-one, g is nondegenerate, with the same signature as η.
The equation dA(e ∧ e) = 0 is equivalent to e ∧ dAe = 0, and when e is one-to-one
this implies dAe = 0. If we use e to pull back A to a metric-preserving connection Γ
on the tangent bundle, the equation dAe = 0 says that Γ is torsion-free, so Γ is the
Levi-Civita connection of g. This lets us rewrite e∧F in terms of the Riemann tensor.
In fact, e ∧ F is proportional to the Einstein tensor, so e ∧ F = 0 is equivalent to the
vacuum Einstein equation.

There are a number of important variants of the Palatini formulation which give
the same classical physics (at least for nondegenerate metrics) but suggest different
approaches to quantization. Most simply, we can pick a spin structure on M and use
the double cover Spin(3, 1) ∼= SL(2,C) or Spin(4) ∼= SU(2)× SU(2) as gauge group. A
subtler trick is to work with the ‘self-dual’ or ‘left-handed’ part of the spin connection.
In the Riemannian case this amounts to using only one of the SU(2) factors of Spin(4)
as gauge group; in the Lorentzian case we need to complexify Spin(3, 1) first, obtaining
SL(2,C)× SL(2,C), and then use one of these SL(2,C) factors. It it not immediately
obvious that one can formulate general relativity using only the left-handed part of
the connection, but the great discovery of Plebanski and Ashtekar is that one can. A
further refinement of this trick allows one to formulate the canonical quantization of
Lorentzian general relativity in terms of the e field and an SU(2) connection. These
so-called ‘real Ashtekar variables’ play a crucial role in most work on loop quantum
gravity.

The Palatini formulation of general relativity brings out its similarity to BF the-
ory. In fact, if we set B = e ∧ e, the Palatini Lagrangian looks exactly like the BF
Lagrangian. The big difference, of course, is that not every ad(P )-valued 2-form B is
of the form e∧ e. This restricts the allowed variations of the B field when we compute
the variation of the action in general relativity. As a result, the equations of general
relativity in 4 dimensions:

e ∧ F = 0, dAB = 0

are weaker than the BF theory equations:

F = 0, dAB = 0.

Another, subtler difference is that, even when B is of the form e∧e, we cannot uniquely
recover e from B. In the nondegenerate case there is only a sign ambiguity: both e
and −e give the same B. Luckily, changing the sign of e does not affect the metric.
In the degenerate case the ambiguity is greater, but we need not be unduly concerned
about it, since we do not really know the ‘correct’ generalization of Einstein’s equation
to degenerate metrics.

The relation between the Palatini formalism and BF theory suggests that one
develop a spin foam model of quantum gravity by taking the spin foam model for BF
theory and imposing extra constraints: quantum analogues of the constraint that B
be of the form e ∧ e. However, there are some obstacles to doing this.

First, when computing transition amplitudes in BF theory, we only summed over
spin foams living in the dual 2-skeleton of a fixed triangulation of spacetime. This was
acceptable because we could later show triangulation-independence. But triangulation-
independence is closely related to the fact that BF theory lacks local degrees of free-
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dom: if we study BF theory on a triangulated manifold, subdividing the triangulation
changes the gauge-invariant Hilbert space, but it does not increase the number of
physical degrees of freedom. There is no particular reason to expect something like
this to hold in 4d quantum gravity, since general relativity in 4 dimensions does have
local degrees of freedom. So what should we do? Nobody knows! This problem re-
quires careful thought and perhaps some really new ideas. In what follows, we simply
ignore it and restrict attention to spin foams lying in the dual 2-skeleton of a fixed
triangulation, for no particular good reason.

We begin by considering at the classical level the constraints that must hold for
the B field to be of the form e ∧ e. We pick a spin structure for spacetime and take
the double cover Spin(4) as our gauge group. Locally we may think of the B field as
taking values in the Lie algebra so(4), but the splitting

so(4) ∼= so(3) ⊕ so(3)

lets us write B as the sum of left-handed and right-handed parts B± taking values in
so(3). If B = e ∧ e, the following constraint holds for all vector fields v, w on M :

|B+(v, w)| = |B−(v, w)|

where | · | is the norm on so(3) coming from the Killing form. In fact, this constraint
is almost sufficient to guarantee that B is of the form e∧ e. Unfortunately, in addition
to solutions of the desired form, there are also solutions of the form −e ∧ e, ∗(e ∧ e),
and −∗(e ∧ e), where ∗ is the Hodge star operator on Λ2T.

If we momentarily ignore this problem and work with the constraint as described,
we must next decide how to impose this constraint in a spin foam model. First recall
some facts about 4d BF theory with gauge group SU(2). In this theory, a spin foam
in the dual 2-skeleton of a triangulated 4-manifold is given by labelling each dual face
with a spin and each dual edge with an intertwiner. This is equivalent to labelling each
triangle with a spin and each tetrahedron with an intertwiner. We can describe these
intertwiners by chopping each tetrahedra in half with a parallelogram and labelling
all these parallelograms with spins. Then all the data are expressed in terms of spins
labelling surfaces, and each spin describes the integral of |B| over the surface it labels.

Now we are trying to describe 4-dimensional Riemannian quantum gravity as a
BF theory with extra constraints, but now the gauge group is Spin(4). Since Spin(4)
is isomorphic to SU(2) × SU(2), irreducible representation of this group are of the
form j+ ⊗ j− for arbitrary spins j+, j−. Thus, before we take the constraints into
account, a spin foam with gauge group Spin(4) can be given by labelling each triangle
and parallelogram with a pair of spins. These spins describe the integrals of |B+| and
|B−|, respectively, over the surface in question. Thus, to impose the constraint

|B+(v, w)| = |B−(v, w)|

at the quantum level, it is natural to restrict ourselves to labellings for which these
spins are equal. This amounts to labelling each triangle with a representation of
the form j ⊗ j and each tetrahedron with an intertwiner of the form ιj ⊗ ιj , where
ιj : j1 ⊗ j2 → j3 ⊗ j4 is given in our graphical notation by:
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and j1, . . . , j4 are the spins labelling the 4 triangular faces of the tetrahedron. More
generally, we can label the tetrahedron by any intertwiner of the form

∑

j cj(ιj ⊗ ιj).
However, there is a subtlety. There are three ways to split a tetrahedron in half

with a parallelogram P , and we really want the constraint
∫

P

|B+| =

∫

P

|B−|

to hold for all three. To achieve this, we must label tetrahedra with intertwiners of the
form

∑

j cj(ιj ⊗ ιj) that remain of this form when we switch to a different splitting
using the 6j symbols. Barrett and Crane found an intertwiner with this property:

ι =
∑

j

(2j + 1)(ιj ⊗ ιj).

Later, Reisenberger proved that this was the unique solution. Thus, in this spin foam
model for 4-dimensional Riemannian quantum gravity, seems fair to take as partition
function:
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Here j1, . . . , j10 are the spins labelling the dual faces meeting at the dual vertex in
question, and ι is the Barrett-Crane intertwiner. One can also write down a similar
formula for transition amplitudes.

There is however a serious problem: the three quantum operators corresponding
to
∫

P
|B+| in the three different splits don’t commute each other. The same holds for

∫

P
|B−|. So, we can’t impose simultaneously

O1|phys > =

∫

P, split 1

|B+| − |B−||phys >= 0
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O2|phys > =

∫

P, split 2

|B+| − |B−||phys >= 0, (6.15)

because [O1, O2]|phys > 6= 0. This force us to do extra work to obtain a new proper
vertex. We define

Bt =

∫

t

B

with t a triangle of the triangulation. We have

B = e ∧ e⇒
{ ∗Bt ·Bt = 0 t triangle of the triangulation

∗Bt ·Bt′ = 0 t, t′ triangles with one edge in common
(6.16)

where ∗ acts on the internal indices. The second condition is substitutable with

ni(
∗Bt)

ij = 0 (6.17)

for some internal vector ni. Introducing the Immirzi parameter

B ∧ F →
(

B +
1

β
∗B

)

∧ F

B → B +
1

β
∗B := Ĵ . (6.18)

In the hamiltonian BF-theory we have the corrispondence4

Ĵµ0
ij (x) → δ

δAijµ (x)

where the derivative operator, acting on a spin-network, gives the eigenvalue

∫

γ

dt γ̇(t)δ3(γ(t) − x)J ij

with J ij generator of so(4). The integral in dt combines with the 2-dimensional integral
in |Bt|, returning simply an intersection number. The constraints on B become

Ctt = ∗J · J(1 +
1

β

2

) − 2

β
J · J = 0

Cjt = nj((
∗J)ij − 1

β
J ij) = 0. (6.19)

The second one, for ni = δ0i , is rewritten as

Cjt =
1

2
ǫiklJ

kl − 1

β
J0i = Lj − 1

β
Kj = 0 (6.20)

4Ĵµν
ij

= ǫijklǫ
µνρσ Ĵkl

ρσ
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where Lj are generators of the subgroup SO(3) that leaves ni invariant, and Kj

are generators of the corresponding boosts. The constraints Cjt , for different j, don’t
commute each other: the solution is to replace them with a ‘MASTER CONSTRAINT’
obtained by summing their squares:

Mt =
∑

j

(Cjt )
2 =

∑

j

(Lj − 1

β
Kj)2 = 0. (6.21)

In terms of the Casimir C1 and of the pseudo-Casimir C2 of SO(4)

C1 = J · J = 2(L2 +K2)

C2 = ∗J · J = 4L ·K, (6.22)

with L2 Casimir of SO(3), we obtain

Mt = L2(1 − 1

β
) +

1

2β2
C1 −

1

2β
C2 = 0 (6.23)

Ctt = C2(1 +
1

β2
) − 2

β
C1 = 0. (6.24)

Replacing the second one in the first one

C2 = 4βL2. (6.25)

We obtain the following conditions on the spins (j+, j−) of the irreducible representa-
tions of SO(4):

(j+)2 =

(

β + 1

β − 1

)2

(j−)2 (6.26)

l = j+ + j− (6.27)

where l is the quantum number associated to L. In this way the constraint selects the
highest irreducible representation in the decomposition of the target space H(j+,j−)

seen as a reducible representation of the subgroup SO(3):

H(j+,j−) = H|j+−j−| ⊕ . . .⊕Hj++j− . (6.28)

This implies a particular form for the intertwiners In which enter in the {15j}-symbol:

In q+1 q
−
1 ,q

+
2 q

−
2 ,q

+
3 q

−
3 ,q

+
4 q

−
4

=

∫

SO(4)

dg ck1k2k3k4n ×
4
⊗

i=1

R
(1+γ)li

2 ,
|1−γ|li

2

q+
i
q−

i
,q+

i

′
q−

i

′ (g) c
q+

i

′
q−

i

′

ki

=
∑

i

Qi i
(1+γ)l1

2

|1−γ|l1
2 ,

(1+γ)l2
2

|1−γ|l2
2 ,

(1+γ)l3
2

|1−γ|l3
2 ,

(1+γ)l4
2

|1−γ|l4
2

q+1 q
−
1 ,q

+
2 q

−
2 ,q

+
3 q

−
3 ,q

+
4 q

−
4

.

(6.29)
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The weights Qi are

Qi = ck1k2k3k4n

4
⊗

i=1

c
q+

i
q−

i

ki
i
(1+γ)l1

2

|1−γ|l1
2 ,

(1+γ)l2
2

|1−γ|l2
2 ,

(1+γ)l3
2

|1−γ|l3
2 ,

(1+γ)l4
2

|1−γ|l4
2

q+1
′
q−1

′
,q+2

′
q−2

′
,q+3

′
q−3

′
,q+4

′
q−4

′ . (6.30)

The c are intertwiners of SO(3) and the indices ki are in the representation li. We see
as the intertwiner, in this case, isn’t completely fixed, leaving open the choice of the
quadrivalent intertwiners of SO(3).

We write now the 15j-symbol of SO(4) as the product of the two 15j-symbols of
SU(2). So, the amplitude of a single vertex bounded by ten SU(2) spins lab, a, b =
1, ..., 5 and five SU(2) intertwiners ia is given by

A(lab, ia) =
∑

i+a i
−
a

15j
(

(1+β)lab
2 ; i+a

)

15j
(

|1−β|lab
2 ; i−a

)

⊗

a

f ia
i+a i

−
a

(lab) (6.31)

where the 15j are the standard SU(2) Wigner symbols, and

f ii+i− := ii
+i−

(q+1 q
−
1 )...(q+4 q

−
4 )
cm1...m4

⊗

i=1...4

c
q+

i
q−

i
mi , (6.32)

with the indices mi in representation li. The partition function for an arbitrary tri-
angulation, is given by gluing these amplitudes together with suitable edge and face
amplitudes. It can be written as:

Z =
∑

jf ,ie

∏

f

df
∏

v

A(lf , ie), (6.33)

where
df := (|1 − β|lf + 1) ((1 + β)lf + 1) . (6.34)

6.7 Lorentzian theory

The unitary representations in the principal series are labelled by (n, ρ), where n is
a positive integer and ρ real [26, 27]. The Casimir operators for the representation
(n, ρ), are given by

C1 =
1

2

(

n2 − ρ2 − 4
)

, (6.35)

C2 = nρ. (6.36)

Up to ordering ambiguities, equation (6.24) reads now

nρ

(

β − 1

β

)

= ρ2 − n2. (6.37)



6.7. LORENTZIAN THEORY 131

Solutions are given by either ρ = βn or ρ = −n/β. The existence of these two
solutions reflects the two sectors mentioned earlier with Immirzi parameter β and
−1/β. BF theory can not a priori distinguish between these two sectors (see e.g. [25]).
However, in our framework, the second constraint (6.25) breaks this symmetry and
select the first branch ρ = βn. It further imposes that l = n/2, where l again labels
the subspaces diagonalizing L2. Therefore the constraints select the lowest SU(2)
irreducible representation in the decomposition of H(n,ρ) =

⊕

l≥n/2 Hk. Notice that
the continuous label ρ becomes quantized, because n is discrete. It is because of this
fact that any continuous spectrum depending on ρ (for example, Area and Volume)
comes out effectively discrete on the subspace satisfying the simplicity constraints.

This construction defines the projection from the SL(2,C) boundary Hilbert space
to the SU(2) space. For a single D matrix, this projection reads (see the [28]):

π : L2 (SL(2,C)) −→ L2 (SU(2))

Dn,ρ
jqj′q′(g) 7−→ D

n/2
qq′ (u) (6.38)

This also defines an embedding from the SU(2) Hilbert space to the SL(2,C) space,
given by inclusion followed by group averaging over the Lorentz group.

As before, in order to extend this result to the complete space H we have to define
the projection for the intertwiners. Consider four links meeting at a given node e
of Γ, carrying representations (n1, ρ1)...(n4, ρ4), satisfying the diagonal constraints.
Consider the Hilbert space of tensors between these representations: He := H(n1,ρ1) ⊗
...⊗H(n4,ρ4). Construct the constraint Ce :=

∑

iMfi
. Imposing Ce = 0 strongly selects

in each link the lowest SU(2) along with the representations of the form ρ = nβ. The
last step is group averaging over SL(2,C) which defines the physical intertwiner space
for this node. The projection is then given by:

π : InvSL(2,C) (He) −→ InvSU(2)

(

Hn1
2
⊗ ...⊗Hn4

2

)

,

i
(ne,ρe)
(j1,q1)...(j4,q4)

7−→ i
(ne,ρe)

(
n1
2 ,q1),...(

n4
2 ,q4)

⊗

i=1...4

c
ni
2 qi

mi . (6.39)

The embedding is given by:

f : InvSU(2) (Hj1 ⊗ ...⊗Hj4) −→ InvSL(2,C) (He) ,

cm1...m4 7−→
∫

SL(2,C)

dg cm1...m4

i=4
⊗

i=1

D
(2ji,2jiβ)
(j′

i
,m′

i
)(ji,mi)

(g).

The boundary space is once again just given by the SU(2) spin networks.
We are now ready to define the vertex. Similarly as before, we obtain

A(lab, ia) =
∑

na

∫

dρa(n
2
a + ρ2

a)

(

⊗

a

f ianaρa
(lab)

)

15jSL(2,C) ((2lab, 2labβ); (na, ρa)) (6.40)

where we are now using the 15j of SL(2,C) and

f inρ := im1...m4 C̄nρ(j1,m1)...(j4,m4)
, (6.41)
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where j1...j4 are the representations meeting at the node. The final partition func-
tion, for an arbitrary triangulation, is given by gluing these amplitudes together with
suitable edge and face amplitudes:

Z =
∑

lf ,ie

∏

f

(2lf )
2(1 + β2)

∏

v

A(lf , ie). (6.42)

Remarks

1. Regge gave a formula for a discretized version of the action in 4-dimensional Rie-
mannian general relativity. In his approach, spacetime is triangulated and each edge
is assigned a length. The Regge action is the sum over all 4-simplices of:

S =
∑

t

Atθt

where the sum is taken over the 10 triangular faces t, At is the area of the face t,
and θt is the dihedral angle of t, that is, the angle between the outward normals
of the two tetrahedra incident to this face. Calculations suggest that the spin foam
vertex amplitudes in the EPR theory are related to the Regge action by a formula
very much like the one relating vertex amplitudes in 3d Riemannian quantum gravity
to the Ponzano-Regge action (see Remark 1 of Section 8.103 and the beautiful work
of J.W.Barrett and collaborators [73] where we see that the partition function of the
EPR theory corresponds, in the limit of large scale j → ∞, to the exponential of the
Regge action).

Appendix: Piecewise linear cell complexes

Here we give the precise definition of ‘piecewise linear cell complex’. A subset X ⊆ Rn

is said to be a ‘polyhedron’ if every point x ∈ X has a neighborhood in X of the form

{αx+ βy : α, β ≥ 0, α+ β = 1, y ∈ Y }

where Y ⊆ X is compact. A compact convex polyhedron X for which the smallest
affine space containing X is of dimension k is called a ‘k-cell’. The term ‘polyhedron’
may be somewhat misleading to the uninitiated; for example, Rn is a polyhedron, and
any open subset of a polyhedron is a polyhedron. Cells, on the other hand, are more
special. For example, every 0-cell is a point, every 1-cell is a compact interval affinely
embedded in Rn, and every 2-cell is a convex compact polygon affinely embedded in
Rn.

The ‘vertices’ and ‘faces’ of a cell X are defined as follows. Given a point x ∈ X,
let 〈x,X〉 be the union of lines L through x such that L∩X is an interval with x in its
interior. If there are no such lines, we define 〈x,X〉 to be {x} and call x a ‘vertex’ of
X. One can show that 〈x,X〉 ∩X is a cell, and such a cell is called a ‘face’ of X. (In
the body of this paper we use the words ‘vertex’, ‘edge’ and ‘face’ to stand for 0-cells,
1-cells and 2-cells, respectively. This should not be confused with the present use of
these terms.)



6.7. LORENTZIAN THEORY 133

One can show that any cell X has finitely many vertices vi and that X is the convex
hull of these vertices, meaning that:

X = {
∑

αivi : αi ≥ 0,
∑

αi = 1}.

Similarly, any face of X is the convex hull of some subset of the vertices of X. However,
not every subset of the vertices of X has a face of X as its convex hull. If the cell Y
is a face of X we write Y ≤ X. This relation is transitive, and if Y, Y ′ ≤ X we have
Y ∩ Y ′ ≤ X.

Finally, one defines a ‘piecewise linear cell complex’, or ‘complex’ for short, to be
a collection κ of cells in some Rn such that:

1. If X ∈ κ and Y ≤ X then Y ∈ κ.

2. If X,Y ∈ κ then X ∩ Y ≤ X,Y .

In this paper we restrict our attention to complexes with finitely many cells.
A complex is ‘k-dimensional’ if it has cells of dimension k but no higher. A complex

is ‘oriented’ if every cell is equipped with an orientation, with all 0-cells being equipped
with the positive orientation. The union of the cells of a complex κ is a polyhedron
which we denote by |κ|.

When discussing spin foams we should really work with spin networks whose under-
lying graph is a 1-dimensional oriented complex. Suppose Γ is a 1-dimensional oriented
complex and κ is a 2-dimensional oriented complex. Note that the product Γ × [0, 1]
becomes a 2-dimensional oriented complex in a natural way. We say Γ ‘borders’ κ if
there is a one-to-one affine map c: |Γ| × [0, 1] → |κ| mapping each cell of Γ× [0, 1] onto
a unique cell of κ in an orientation-preserving way, such that c maps Γ × [0, 1) onto
an open subset of |κ|. Note that in this case, c lets us regard each k-cell of Γ as the
face of a unique (k + 1)-cell of κ.
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Chapter 7

Group Field Theory

7.1 The case of BF-Theory

There is a surprising duality between the Regge models on the one hand, and certain
peculiar QFTs defined over a group (Group Field Theory, or GFT) on the other. This
duality will play an important role in what follows. Consider a real field φ(g1, g2, g3, g4)
over the cartesian product of four copies of G = SO(4). Require that φ is SO(4)
invariant, in the sense

φ(g1, g2, g3, g4) = φ(g1g, g2g, g3g, g4g), (∀g ∈ SO(4)). (7.1)

Consider the QFT defined by the action

S[φ] =
1

2

∫ 4
∏

i=1

dgiφ
2(g1, g2, g3, g4) +

+
λ

5!

∫ 10
∏

i=1

dgiφ(g1, g2, g3, g4)φ(g4, g5, g6, g7)φ(g7, g3, g8, g9) ×

×φ(g9, g6, g2, g10)φ(g10, g8, g5, g1). (7.2)

The potential (fifth-order) term has the structure of a 4-simplex: if we represent each
of the five fields in the product as a node with 4 legs - one for each gi - and connect
pairs of legs corresponding to the same argument, we obtain (the one-skeleton of) a
4-simplex, see figure (7.1).

The remarkable fact about this field theory is the following. The Feynman expansion
of the partition function of the GFT

Z =

∫

Dφe−S[φ] (7.3)

turns out to be given by a sum over Feynman graphs

135
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Figure 7.1: The structure of the kinetic and potential terms in the action.

Z =
∑

Γ

λv[Γ]

sym[Γ]
Z[Γ], (7.4)

where the amplitude of a Feynman graph is

Z[Γ] =
∑

jf ,ie

∏

f

dim(jf )
∏

v

{15j}v, (7.5)

that is the BF amplitude on a triangulate manifold with group SO(4). Here Γ is a
Feynman graph, v[Γ] the number of its vertices and sym[Γ] its symmetry factor. The
Feynman graphs Γ of the theory have a natural additional structure as two complexes.
The Feynman integrals over momenta are discrete sums (because the space on which
the QFT is defined is compact) over SO(4) representations jf and over intertwiners
ie associated with faces and edges of the two-complex. The proof of these results is a
straightforward application of perturbative expansion methods in QFT, and the use of
the Peter-Weyl theorem that allows us to mode-expand functions on a group in terms
of a basis given by the unitary irreducible representations of the group.
Mode expansion. First, expand the field φ(g1, g2, g3, g4) into modes and rewrite the
action in terms of these modes (in “momentum space”). Consider a square integrable
function φ(g) over SO(4). The Peter-Weyl theorem tells us that we can expand this

function in the matrix elements R
(j)
αβ(g) of the unitary irreducible representations j

φ(g) = φjαβR
(j)
αβ(g) (7.6)

The indices α, β label basis vectors in the corresponding representation space. Accord-
ingly, the field can be expanded into modes as
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φ(g1, . . . , g4) = φj1...j4α1β1...α4β4
R

(j1)
α1β1

(g1) . . . R
(j4)
α4β4

(g4). (7.7)

Using the invariance (7.1) under the left group action we can write

φ(g1, . . . , g4) =

∫

SO(4)

dgφ(gg1, . . . , gg4), (7.8)

and exploit

∫

dURj1(U)αα′Rj2(U)ββ′ . . . R
jn(U)δδ′ =

∑

i

vαβ...δi viα′β′...δ′ (7.9)

with the index i labels the orthonormal basis vαβ...δi in the space of the intertwiners
between the representations of spin j1, j2, . . . , jn. Substituting the mode expansion
(7.6) we can write

φ(g1, g2, g3, g4) = φj1...j4α1...α4i
Rj1α1β1

(g1) . . . R
j4
α4β4

(g4)v
i
β1...β4

, (7.10)

where we have defined

φj1...j4α1...α4i
= φj1...j4α1β1...α4β4

viβ1...β4
. (7.11)

We use the quantities φj1...j4α1...α4i
as the Fourier components of the field. Written in terms

of these, the kinetic term of the action reads

1

2

∫ 4
∏

i=1

dgiφ
2(g1, . . . , g4) =

1

2

∑

j1...j4

∑

i

φj1...j4iφj1...j4i. (7.12)

The interaction term becomes

λ

5!

∫ 10
∏

i=1

dgiφ(g1, g2, g3, g4)φ(g4, g5, g6, g7)φ(g7, g3, g8, g9) ×

×φ(g9, g6, g2, g10)φ(g10, g8, g5, g1)

=
λ

5!

∑

j1...j10

∑

i1...i5

φj1j2j3j4i1φj4j5j6j7i2φj7j3j8j9i3φj9j6j2j10i4φj10j8j5j1i5 ×

×{15j}(j1 . . . j10, i1, . . . , i5). (7.13)

Feynman graphs. The partition function is given by the integral over modes

Z =

∫

[Dφj1...j4i]e−S[φ]. (7.14)

We expand Z in powers of λ. The gaussian integrals are easily computed, giving the
propagator

P j1...j4i,j
′
1...j

′
4i

′ ≡ 〈φj1...j4iφj′1...j′4i′〉 =
1

4!

∑

σ

δii′ δ
j1j

′
σ(1) . . . δj4j

′
σ(4) δα1α′

σ(1)
. . . δα4α′

σ(4)
,

(7.15)
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where σ are permutations of {1, 2, 3, 4}. There is a single vertex, of order five, which
is:

〈φj1j2j3j4i1 . . . φj10j8j5j1i5〉 = λ{15j}(j1, . . . , j10, i1, . . . , i5)
10
∏

n<m

δjnjmδαnαm
. (7.16)

The set of Feynman rules one gets is as follows. First, we obtain the usual overall factor
λv[Γ]/sim[Γ]. Second, we represent each of the terms in the right-hand side of the
definition (7.15) of the propagator by four parallel strands, as in figure (7.2), carrying
the indices at their ends. We can represent the propagator itself by the symmetrization
of the four strands. In addition, propagators are labeled by a representation i that in
the dual picture is the spin of the corresponding edge, bordering four faces.

Figure 7.2: The propagator can be represented by a collection of four strands, each
carrying a representation.

The Feynman graphs we get are all possible “4-strand” five-valent graphs, where
a “4-strand graph” is a graph whose edges are collections of four strands, and whose
vertices are those shown in figure (7.3). Each strand of the propagator can be connected
to a single strand in each of the five “openings” of the vertex. Orientations in the
vertex and in the propagators should match (this can always be achieved by changing
a representation to its coniugate). Each strand of the 4-strand graph goes through
several vertices and several propagators, and then closes, forming a cycle. A particular
strand can go through a particular edge of the 4-strand graph more than once. Cycles
get labeled by the simple representations of the indices. For each graph, the abstract
set formed by the vertices, the edges, and the cycles form a two-complex, in which
the faces are the cycles. The labeling of the cycles by simple representations of SO(4)
determines a coloring of the faces by spins. Thus, we obtain a colored two-simplex,
namely a spinfoam.

7.2 Transition amplitudes

Next, consider SO(4)-invariant transition amplitudes in the GFT. That is, let f [φ] be
an SO(4)-invariant polynomial functional of the field, and consider the amplitude

W (f) =

∫

Dφf [φ]e−S[φ] (7.17)



7.2. TRANSITION AMPLITUDES 139

Figure 7.3: The structure of the vertex generated by the Feynman expansion.

and its expansion in Feynman graphs

W (f) =
∑

Γ

λv[Γ]

sym[Γ]
Zf [Γ]. (7.18)

It is symplest to construct all SO(4)-invariant polynomial functionals of the field in
momentum space, namely as functions of the Fourier modes φj1...j4α1...α4i

. To obtain an

SO(4) scalar, we must contract the indices αn. We start with n field variables φj1...j4α1...α4i

and contract the indices pairwise in all possible manners. The resulting functional is
determined by a four-valent graph Γ giving the pattern of the indices contraction,
colored with representations jl on the links and the intertwiners in on the nodes.
The set of data s = (Γ, jl, in) forms precisely a spin network. In other words, the
SO(4)-invariant observables of the GFT are labeled by spin networks!

Writing n1, . . . , n4 to indicate four links adjacent to the node n, we have

fs[φ] =
∏

n

φ
jn1

...jn4
αn1 ...αn4 in

∏

l

δαl1
αl2
, (7.19)

where ni = l1 (or ni = l2) if the ith link of the node n is the outgoing (or ingoing) link
l.

For istance the spin network s = (Γ, j1, . . . , j4, i1, i2) on a graph with two nodes
connected by four links determines the function of the field

fs[φ] = φj1...j4α1...α4i1
φj1...j4α1...α4i2

. (7.20)

In the coordinate space it correspond to
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fs[φ] =

∫ 4
∏

l=1

dgl

2
∏

n=1

φ(gn1
, . . . , gn4

)fs(gni
), (7.21)

where the spin network function is

fs(gni
) =

2
∏

n=1

v
αn1 ...αn4
in

4
∏

l=1

Rjl(gl)αl1
αl2
. (7.22)

All transition amplitudes of the GFT can therefore be expressed in terms of the spin
network amplitude

W (s) =

∫

Dφfs[φ]e−S[φ]. (7.23)

Consider the Feynman expansion of these. As usual in QFTs, the expectation value
of a polynomial of order n in the fields has n external legs. in the Feynman expansion
of the GFT we have, in addition, to consider the faces. These turn out to be bounded
precisely by the links of the spin network. In other words, the Feynman expansion of
W (s) is given by

W (s) =
∑

∂Γ=s

λv[Γ]

sym[Γ]
Zs[Γ], (7.24)

where the sum is over all two-complexes bounded by s and the amplitude of the
Feynman graph is

Zs[Γ] =
∑

jf ,ie

∏

f

dim(jf )
∏

v

{15j}v. (7.25)

The coloring of the external nodes and links is determined by s and not summed over.
Expressing this the other way around: the spinfoam sum at a fixed spin network bound-
ary s is determined by the GFT expectation value (7.25)! As far as the BF-theory
is concerned, the duality is not particular useful. BF-theory has a large invariance
group that implies that the theory is topological. This implies that the corresponding
spinfoam model is triangulation invariant, up to a divergent factor. Therefore, the
GFT amplitudes are given by divergent sums of equal terms. On the other hand, the
spinfoam/GFT duality will play a crucial role in the context of the quantum gravity.
Before this we must learn what is a special type of intertwiner called “coherent state”.

7.3 Coherent States

The input data for the 4-simplex amplitude is a spin l ∈ {0, 1
2 , 1, . . .} for each triangle

of the 4-simplex and an SU(2) intertwiner ι̂ for each tetrahedron. From ι̂, a Spin(4)
intertwiner ι is constructed, and then these Spin(4) intertwiners are glued together in
the standard fashion to construct an amplitude (a complex number) for this data. The
only other input required is the Immirzi parameter β, which is a constant.
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Firstly, a precise definition of ι̂ is required. For a given tetrahedron, one has to
choose an ordering of its four faces, e.g., by numbering them with 1, 2, 3, 4. Then the
SU(2) intertwiner ι̂ is an element of

HomSU(2)(C,
4
⊗

i=1

Vli),

where the spaces are tensored together in the order Vl1 ⊗Vl2 ⊗Vl3 ⊗Vl4 . This ordering
convention is used throughout.

Of course the spaces constructed using different orderings are easily related by
an action of the permutation group. We use the binor category of representations
[29, 30, 31] throughout the paper. In this category the crossing diagram is fermionic,
which means that the crossing of two lines of odd spin gives a factor of −1. For example,
the map Vl1 ⊗Vl2 → Vl2 ⊗Vl1 is x⊗ y → (−1)4l1l2y⊗x. Spin network diagrams in this
category can be evaluated using the Kauffman bracket [32] specialised to Kauffman’s
parameter A = −1. The binor calculus has the convenient feature that the framing of
a curve does not affect the evaluation.

The ι are constructed as follows. Let (Rl, Vl) and (R(j−,j+), V(j−,j+)) respectively
denote the unitary, irreducible representations of SU(2) and Spin(4) = SU(2)− ×
SU(2)+. There exists an injection

φ : HomSU(2)(C,
4
⊗

i=1

Vli) → HomSpin(4)(C,
4
⊗

i=1

V(j−
i
,j+

i
))

(7.26)

ι̂ 7→ φ(ι̂) := ι, (7.27)

embedding the vector space of SU(2) intertwiners into the vector space of Spin(4)
intertwiners. Explicitly, φ is constructed by using the Clebsch-Gordan intertwining

maps Cj
−j+

l :Vl → Vj− ⊗ Vj+ injecting the SU(2) representation Vl into the highest
diagonal SU(2) subgroup factor l = j+ + j− of V(j−,j+)

∼= Vj− ⊗Vj+ in the β < 1 case.
The labels j± and l are related via the Immirzi parameter by

j± =
1

2
|1 ± β| l. (7.28)

These relations of course constrain the values of l so that the j± are always half
integers; specifically if β = p/q is written in lowest terms, then l has to be a multiple
of either q/2, or q in some cases.

The Spin(4) intertwiner ι is then obtained as follows

ι := φ(ι̂) =

∫

Spin(4)

dG

4
⊗

i=1

(Rj−
i
⊗Rj+

i
)(G) ◦ Cj

−
i
j+
i

li
◦ ι̂l1l2l3l4 , (7.29)

where the notation G = (X−, X+) is used (see figure 7.4). The group integration
ensures that the resulting object is Spin(4)-invariant, i.e., is an element of

HomSpin(4)(C,

4
⊗

i=1

V(j−
i
,j+

i
)).
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Figure 7.4: The Spin(4) intertwiner ι.

The dynamics of the EPRL model is encoded in the four-simplex, or vertex amplitude
f4 constructed by contracting the specified intertwining operators associated to each
of the five tetrahedra ∆3 of the four-simplex ∆4. Labelling these tetrahedra by a =
1, ..., 5, the ten triangles ∆2 of ∆4 are then indexed by the pair ab of tetrahedra which
intersect on the triangle. There are two SU(2) group elements (X−

a , X
+
a ) and one

SU(2) intertwiner ι̂a for each tetrahedron, and three (β-related) SU(2) representations
lab and (j−ab, j

+
ab) for each triangle. The intertwiner ι̂a lies in the space

HomSU(2)(C,
⊗

b:b 6=a
Vlab

),

with the tensor product ordered by the numerical order of b, and lab = lba.
The amplitude f4 ∈ C is defined by forming a closed spin network diagram from

this data. The five intertwiners (vertices) ιa are tensored together and then the free
ends are joined pairwise according to the combinatorics, i.e. the edge a of vertex b
is joined to edge b of vertex a. This is done using the standard ‘ǫ inner product’ of
irreducible representations of SU(2), denoted

ǫl:Vl ⊗ Vl → C.

This is defined by a choice of the two-dimensional antisymmetric tensor ǫ for SU(2)
spin 1/2, and extended to arbitrary spin by tensor products of ǫ. This inner product
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is represented in the spin network diagram as a semicircular arc. To combine the
Spin(4) intertwiners ιa, one regards each vertex as an SU(2) spin network and uses
one ǫ inner product to connect the j+ edges and a second ǫ inner product to connect
the j− edges. The resulting closed diagram is evaluated using the binor calculus rules
for all crossings. (Note: there is no sign for a crossing of a + line with a −. This
makes at most a difference of an overall sign to f4.)

This yields a formula

f4 = (−1)χ
∫

Spin(4)5

∏

a

dX+
a dX

−
a

(

⊗

a<b

Kab
)

◦
(

⊗

a

ι̂a

)

(7.30)

where the propagators Kab:V lab ⊗ V lab → C are defined by

Kab = ǫj−
ab

⊗ ǫj+
ab

◦
((

Rj−
ab

(X−
a ) ⊗Rj+

ab

(X+
a ) ◦ Cj

−
ab
j+
ab

lab

)

⊗

⊗
(

Rj−
ab

(X−
b ) ⊗Rj+

ab

(X+
b ) ◦ Cj

−
ab
j+
ab

lab

))

(7.31)

and (−1)χ is the sign defined by the diagrammatic calculus of spin networks. Notice
that as f4 is linear in the ι̂ we can use unnormalized intertwiners and push the nor-
malization into f3(ι̂)

2 = 1
ι̂ . ι̂ , the asymptotic behaviour of which can then be analysed

independently.
As a final remark, using the SU(2)-invariance of the Clebsch-Gordan maps, one

can set one of the two group arguments of the propagator, say the left handed part,
to the identity. In this case, the amplitude (7.30) becomes the Feynman evaluation
associated to a tensor field theory over S3 ∼= SU(2). The ‘matter fields’ are identified
as sections of the vector bundle E = P ×l Vl associated to the trivial principal bundle
P = Spin(4) ∼= S3 × SU(2) with base manifold S3 and structure group SU(2) via
the representation l. The internal indices of the propagators of the matter fields are
contracted at the vertices of the diagram using the SU(2) intertwiners ι̂, and the
amplitude (7.30), with X− = 11, is the Feynman evaluation associated to the complete
graph with five vertices.

7.3.1 Coherent States

Let n ∈ S2 be a unit 3-vector. Then a coherent state α ∈ Vl in direction n is a unit
vector satisfying

(L · n)α = il α,

with L the standard anti-hermitian rotation generators in the l representation and
the dot ‘·’ denoting the 3d (Euclidean) scalar product. The coherent state has the
maximal spin projection along the n axis.

One way of thinking of coherent states is to pick an arbitrary coherent state Γ(n)
for each unit vector n. Then any other coherent state is a phase factor eiθ times one
of these standard ones, α = eiθΓ(n). This information is displayed in bra-ket notation
as

α = |l,n, θ〉.
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In fact the choice of section Γ does not play any role.
The notation is shortened in the following ways. If the parameter l is omitted, then

the fundamental representation is used; thus | 12 ,n, θ〉 = |n, θ〉. Further, the parameter
θ will be omitted later when the phase is obvious from the context.

Embedding Vl in ⊗2lV1/2 shows that

|l, n, θ〉 = ⊗2l|n, θ〉

is a coherent state for n and Vl. This will be clearer in the next sections. Therefore
the Hermitian inner product of coherent states obeys

|〈l,n1, θ1|l,n2, θ2〉|2 =

(

1

2
(1 + n1.n2)

)2l

, (7.32)

where | . |2 denotes modulus square.

7.3.2 Coherent tetrahedra

To construct a coherent intertwiner for a given tetrahedron, the idea is to associate a
coherent state to each one of its triangles. The geometrical picture is that the coherent
state |l,n, θ〉 then carries the interpretation of the normal of length l and direction n
to the associated triangle, plus a phase factor.

Furthermore, we want to describe tetrahedra with three-dimensional rotational
symmetry and the coherent intertwiners are thus constructed by integrating over all
spatial directions the tensor product of four coherent states

ι̂m1m2m3m4

l1l2l3l4
(n1,n2,n3,n4) =

∫

SU(2)

dh
4
∏

a=1

〈lama|
4
⊗

i=1

h|li,ni, θi〉. (7.33)

These intertwiners were introduced by Livine and Speziale [35], who gave an asymp-
totic formula for their normalisation.

According to the ‘quantization commutes with reduction’ theorem of Guillemin
and Sternberg [34], the space of intertwiners is spanned by the ι̂ determined by vectors
satisfying the closure constraint

l1n1 + l2n2 + l3n3 + l4n4 = 0 (7.34)

Therefore in this paper the coherent tetrahedron states are always taken to satisfy this
condition. The condition also implies there is a tetrahedron t ∈ R3 in Euclidean space,
with the standard metric, which has these four vectors as the outward face normals
and triangle areas equal to li [33].

The tetrahedron t is uniquely specified by the four vectors n1,n2,n3,n4, up to
parallel translation. Therefore the tetrahedron has a definite orientation. The coherent
state ι̂ is averaged by the action of SU(2) on the coherent states, which amounts to an
action of SO(3) on the tetrahedron t, i.e. rigid rotations which preserve the orientation.
The geometry of the tetrahedron which is invariant under these rotations is a metric
and an orientation. The coherent state is a quantum version of the geometry of this
tetrahedron.
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7.3.3 Exponentiated expression for the four-simplex amplitude

The general considerations of the previous sections are now applied to the case of a
4-simplex σ. The boundary data is specified on the simplicial 3-manifold Σ = ∂σ.
Using the coherent states framework, the four-simplex amplitude is

f4 = (−1)χ
′

∫

Spin(4)5

∏

a

dGa

∫

SU(2)5

∏

a

dha
∏

a<b

Pab, (7.35)

where the coherent propagator Pab is now given by

Pab = 〈lab,−nab|Rlab
(h−1
a )Clab

j−
ab
j+
ab

Rj−
ab

(X−
ab)Rj+

ab

(X+
ab)C

j−
ab
j+
ab

lab
Rlab

(hb)|lba,nba〉,
(7.36)

using the notation X±
ab := (X±

a )−1X±
b , and Clj−j+ :Vl → Vj− ⊗ Vj+ the reflected spin

network, as shown in figure (7.5). This is proved starting from (7.30), rotating some

Figure 7.5: The propagator Pab for a single edge.

of the Clebsch-Gordan coefficients using the epsilon inner products, then converting
these inner products to the Hermitian inner product1, and also flipping the order of
+ and − lines, obtaining further factors of −1 which are absorbed into the definition
of χ′.

The next step is to obtain an exponentiated version of the amplitude as a means
to enter the framework of (extended) stationary phase. This is realized through a
reformulation of the propagators.

1The standard antilinear structure map for representations of SU(2), J :Vl → Vl is defined by

ǫl(α, α
′) = 〈J α|α′〉,

the left-hand side being the epsilon-inner product and the right hand side the Hermitian inner product.

It obeys Jg = gJ for all g ∈ SU(2), J2 = (−1)2l and 〈Jα|Jα′〉 = 〈α|α′〉. Since

J(in · L) = −(in · L)J,

the map J takes a coherent state for n to a coherent state for −n.
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The first remark in order is that the integration over SU(2) in equation (7.35) at
each vertex can be absorbed into the Spin(4) integration because of the invariance of
the Clebsh-Gordan maps. Then, the idea is to use the exponentiating property of the
coherent states

|l,n〉 = |n〉⊗2l, (7.37)

to reduce the propagator to a product of two propagators in the fundamental represen-
tation of SU(2) to the power 2j± respectively. This property is obvious as the product
of 2l equal states is automatically symmetrized.

For β < 1, the Clebsch-Gordan coefficient C
j−
ab
j+
ab

lab
injects into the highest spin

subspace lab = j+ab + j−ab. Considered as a spin network, is easy to see that the sym-
metrizers on the j+ab and j−ab edges can be absorbed into the symmetrizer on the lab
edge because of the stacking property of symmetrizers, see figure 7.6. The remaining

Figure 7.6: Expansion of a Clebsh-Gordan coefficient in terms of strands. The three-valent inter-

twiner C
j
+
ab

j
−
ab

lab
for the case β < 1 shows how the projection to highest spin subspace lab makes two

of the symmetrizers redundant.

symmetrizer now acts on the coherent states |lab,nab〉 but since these are defined as the
symmetrized tensor product of spin half coherent states |nab〉 this final symmetrization
can also be ignored. So we can remove the Clebsch-Gordan coefficients for the whole.
We can now use the exponentiating property of the coherent states to further split the
propagator into a product of terms in the fundamental representation. We obtain the
following expression for the propagator

Pβ<1
ab = 〈−nab|X−

ab|nba〉2j
−
ab 〈−nab|X+

ab|nba〉2j
+
ab . (7.38)

The four-simplex amplitude can thus be re-expressed as

f4 = (−1)χ
′

∫

Spin(4)5

∏

a

dGa e
Sβ<1 , (7.39)
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with the action given by

Sβ<1 =
∑

a<b

2j−ab ln 〈−nab|X−
ab|nba〉 + 2j+ab ln 〈−nab|X+

ab|nba〉. (7.40)

Notice that this action is in general complex. The logarithm of a complex number is
only defined up to a multiple of 2πi, we can safely neglect this factor as it will not
affect the stationary points and when it appears in the action it is exponentiated.

7.4 EPRL-GFT

The remaining step to arrive at a model with some chance of describing quantum GR
is to implement a sum over two-complexes, so that the infinite number of degrees of
freedom of the theory could be captured. How do we sum over two complexes? The
problem is to select a class of two-complexes to sum over, and to fix the relative weight.
Now, the duality between GFT and spin-foam models provides precisely a prescription
for summing over two-complexes. It is therefore natural to take a dual formulation of
the EPRL models as a natural ansatz for the complete sum over two-complexes. But
is there a dual formulation of the EPRL models, or is duality a feature of the much
simpler topological BF model?

Remarkably, a dual formulation of every spin-foam model can be obtained. EPRL
models are obtained from the BF models (also called TOCY models) by restricting
representations. This restriction implements the constraints that transform BF theory
into GR. In the dual picture, the sum over representations is obtained as an expansion
of the field over the group in modes. A generic field can be expanded in a sum over all
unitary irreducible representations. How we can pick a field whose expansion contains
only ((1 + β)l; (1 − β)l) representations? Pick a function

fβ(g) =
(

dimR(1+β)l;(1−β)l
)

tr R(1+β)l;(1−β)l(g)

=
(

dimR(1+β)l;(1−β)l
)

R(1+β)l;(1−β)l(g)αα (7.41)

and define the projector Pβ

Pβφ(g) =

∫

dhφ(gh)fβ(h)

=

∫

dhφ
(j+;j−)
δǫ [Rj

+;j−(gh)]δǫ
(

dimR(1+β)l;(1−β)l
)

[R(1+β)l;(1−β)l(h)]αα

=
(

dimR(1+β)l;(1−β)l
)

φ
(j+;j−)
δǫ [Rj

+;j−(g)]δτ ×

×
∫

dh [Rj
+;j−(h)]τǫ[R(1+β)l;(1−β)l(h)]αα

=
(

dimR(1+β)l;(1−β)l
)

φ
(j+;j−)
δǫ [Rj

+;j−(g)]δτδταδǫα
δj

+ (1+β)lδj
− (1−β)l

(

dimR(1+β)l;(1−β)l
)

= φ
(1+β)l;(1−β)l
δα [R(1+β)l;(1−β)l(g)]δα. (7.42)
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We see that the field Pβφ contains only the desired representations. We take the
previous field theory that we rewrite in the shorthand notation

S[φ] =
1

2

∫

φ2 +
λ

5!

∫

φ5. (7.43)

Second, instead of demanding the field to satisfy (7.1), we can take an arbitrary field
φ and use the projection operator PG defined by

PGφ(g1, g2, g3, g4) =

∫

SO(4)

dgφ(g1g, g2g, g3g, g4g). (7.44)

Define now the projection Pβ for φ defined on SO(4)4

Pβφ(g1, g2, g3, g4) =

=

∫

H4

dh1 . . . dh4φ(g1h1, g2h2, g3h3, g4h4)fβ(h1)fβ(h2)fβ(h3)fβ(h4).

(7.45)

The action

SB [φ] =
1

2

∫

(PGPβφ)2 +
λ

5!

∫

(PGPβφ)5, (7.46)

defines the partition function of the EPRL model for quantum gravity. For viewing
the coherent states is sufficient to insert the identity operator

Tl :=

∫

dn |(1 + β)l, n〉 ⊗ |(1 − β)l, n〉〈(1 − β)l, n| ⊗ 〈(1 + β)l, n| (7.47)

between the matrix elements of SO(4). For further investigations see [37, 84, 38]. The
Lorentzian model group field theory is constructed similarly: we have only to substitute
the characteristic invariants and representations of SO(4) with those of SO(1, 3).



Chapter 8

Graviton Propagator

An open problem in quantum gravity is to compute particle scattering amplitudes
from the full background–independent theory, and recover low–energy physics. Here
we define the dynamics by means of a spinfoam model dual to the EPRL-GFT, and we
develop the calculation up to terms of first order in (the GFT coupling) λ. We com-
pute a term in the (connected) two-point function, starting from full non-perturbative
quantum general relativity, in an appropriate large distance limit. Only a few compo-
nents of the boundary states contribute to low order on λ. The associated boundary
amplitude can be read as the creation, interaction and annihilation of few “atoms of
space”, in the sense in which Feynman diagrams in conventional quantum field theory
expansion can be viewed as creation, interaction and annihilation of particles. Using
a natural gaussian form of the vacuum state, peaked on the intrinsic as well as the
extrinsic geometry of the boundary, we derive an expression for the graviton propa-
gator. At large distance, this agrees with the conventional graviton propagator in the
linearized theory.

Previous attempts to derive the graviton propagator from LQG adopted the Barrett-
Crane spin foam vertex [59] as model for the dynamics [45, 46, 47, 48, 49, 50, 51, 52, 53]
(see also [60, 61, 62] for investigations in the three-dimensional case). The analysis
of [50, 51] shows that the Barrett-Crane model fails to give the correct scaling be-
havior for off-diagonal components of the graviton propagator. The problem can be
traced back to a missing coherent cancellation of phases between the intertwiner wave
function of the semiclassical boundary state and the intertwiner dependence of the
model.

We briefly describe the quantity we want to compute. We consider a manifold R
with the topology of a 4-ball. Its boundary is a 3-manifold Σ with the topology of a
3-sphere S3. We associate to Σ a boundary Hilbert space of states: the LQG Hilbert
space HΣ spanned by (abstract) spin networks. We call |Ψ〉 a generic state in HΣ. A
spin foam model for the region R provides a map from the boundary Hilbert space to
C. We call this map 〈W |. It provides a sum over the bulk geometries with a weight
that defines our model for quantum gravity. The dynamical expectation value of an
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operator O on the state |Ψ〉 is defined via the following expression1

〈O〉 =
〈W |O|Ψ〉
〈W |Ψ〉 . (8.2)

The operator O can be a geometric operator as the area, the volume or the length [74,
75, 76, 77, 78, 79, 80]. The geometric operator we are interested in here is the (density-
two inverse-) metric operator qab(x) = δijEai (x)E

b
j (x). We focus on the connected

two-point correlation function Gabcd(x, y) on a semiclassical boundary state |Ψ0〉. It
is defined as

Gabcd(x, y) = 〈qab(x) qcd(y)〉 − 〈qab(x)〉 〈qcd(y)〉 . (8.3)

The boundary state |Ψ0〉 is semiclassical in the following sense: it is peaked on a given
configuration of the intrinsic and the extrinsic geometry of the boundary manifold Σ.
In terms of Ashtekar-Barbero variables these boundary data correspond to a couple
(E0, A0). The boundary data are chosen so that there is a solution of Einstein equa-
tions in the bulk which induces them on the boundary. A spin foam model has good
semiclassical properties if the dominant contribution to the amplitude 〈W |Ψ0〉 comes
from the bulk configurations close to the classical 4-geometries compatible with the
boundary data (E0, A0). By classical we mean that they satisfy Einstein equations.

The classical bulk configuration we focus on is flat space. The boundary configura-
tion that we consider is the following: we decompose the boundary manifold S3 in five
tetrahedral regions with the same connectivity as the boundary of a 4-simplex; then we
choose the intrinsic and the extrinsic geometry to be the ones proper of the boundary
of a Euclidean 4-simplex. By construction, these boundary data are compatible with
flat space being a classical solution in the bulk.

For our choice of boundary configuration, the dominant contribution to the am-
plitude 〈W |Ψ0〉 is required to come from bulk configurations close to flat space. The
connected two-point correlation function Gabcd(x, y) probes the fluctuations of the
geometry around the classical configuration given by flat space. As a result it can be
compared to the graviton propagator computed in perturbative quantum gravity.

8.1 The strategy: two-point function from the bound-
ary amplitude

We begin by illustrating the quantities and some techniques that we are going to use
in quantum gravity within a simple context.

1This expression corresponds to the standard definition in (perturbative) quantum field theory
where the vacuum expectation value of a product of local observables is defined as

〈O(x1) · · ·O(xn)〉0 =

∫

D[ϕ]O(x1) · · ·O(xn)eiS[ϕ]

∫

D[ϕ]eiS[ϕ]

≡

∫

D[φ]W [φ]O(x1) · · ·O(xn)Ψ0[φ]

∫

D[φ]W [φ]Ψ0[φ]

. (8.1)

The vacuum state Ψ0[φ] codes the boundary conditions at infinity. See the next sections.
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8.1.1 A single degree of freedom

Consider the two-point function of a single harmonic oscillator with mass m and an-
gular frequency ω. This is given by

G0(t1, t2) = 〈0|x(t1)x(t2)|0〉 = 〈0|x e− i
h̄
H(t1−t2) x|0〉 (8.4)

where |0〉 is the vacuum state, x(t) is the Heisenberg position operator at time t and
H the hamiltonian. We write a subscript 0 in G0(t1, t2) to remind us that this is an
expectation value computed on the vacuum state. Later we will also consider similar
expectation values computed on other classes of states, as for instance in

Gψ(t1, t2) = 〈ψ|x(t1)x(t2)|ψ〉. (8.5)

Elementary creation and annihilation operator techniques give

G0(t1, t2) =
h̄

2mω
e−

3
2 iω(t1−t2). (8.6)

In the Schrödinger picture, the r.h.s. of (8.4) reads

G0(t1, t2) =

∫

dx1dx2 ψ0(x1) x1 W [x1, x2; t1, t2] x2 ψ0(x2) (8.7)

where ψ0(x) = 〈x|0〉 is the vacuum state and W [x1, x2; t1, t2] is the propagator, namely
the matrix element of the evolution operator

W [x1, x2; t1, t2] = 〈x1|e−iH(t1−t2)|x2〉. (8.8)

Recalling that

ψ0(x) = 4

√

mω

πh̄
e−

mω
2h̄
x2

(8.9)

and

W (x1, x2;T ) =

√

mω

2πih̄ sinωT
ei

mω
2h̄

(x2
1
+x2

2) cos ωT−2x1x2

sin ωT (8.10)

are two gaussian expressions, we obtain the two-point function (8.4) as the second
momentum of a gaussian

G0(t1, t2) =
mω

πh̄

√

1

2i sinωT

∫

dx1dx2 x1x2 e
imω

2h̄

(x2
1
+x2

2) cos ωT−2x1x2

sin ωT e−
mω
2h̄

(x2
1+x

2
2),

(8.11)
where the gaussian is the product of a “bulk” gaussian term and a “boundary” gaussian
term. Using

∫

dx1dx2 x1x2 e
− 1

2 (xAx) =
2π√
detA

A−1
12 , (8.12)

the evaluation of the integral in (8.11) is straightforward. It gives

G0(t1, t2) =
mω

πh̄

√

1

2i sinω(t1 − t2)

2π√
detA

A−1
12 (8.13)
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in terms of the inverse of the covariance matrix of the gaussian

A =
mω

h̄

(

1 − i cosω(t1−t2)
sinω(t1−t2)

i
sinω(t1−t2)

i
sinω(t1−t2) 1 − i cos(t1−t2)

sinω(t1−t2)

)

=
−imω

h̄ sinω(t1 − t2)

(

eiω(t1−t2) −1
−1 eiω(t1−t2)

)

. (8.14)

The matrix A is easy to invert and (8.13) gives precisely (8.6). We will find precisely
this structure of a similar matrix to invert at the end of the calculation of this paper.

Notice that the two-point function (8.4) can also be written as the (analytic con-
tinuation of the euclidean version of) the functional integral

G0(t1, t2) =

∫

Dx(t) x(t1)x(t2) e
i
∫∞

−∞
L(x,dx/dt)

. (8.15)

where L is the harmonic oscillator lagrangian, and the measure is appropriately nor-
malized. Let us break the (infinite number of) integration variables x(t) in various
groups: those where t is less, equal or larger than, respectively, t1 and t2. Using this,
and writing the integration variable x(t1) as x1 and the integration variable x(t2) as
x2, we can rewrite (8.15) as

G0(t1, t2) =

∫

dx1dx2 ψ0(x1) x1 W [x1, x2; t1, t2] x2 ψ0(x2) (8.16)

where

W [x1, x2; t1, t2] =

∫ x(t1)=x1

x(t2)=x2

Dx(t) e
i
∫

t1

t2
L(x,dx/dt)

(8.17)

is the functional integral restricted to the open interval (t1, t2) integrated over the
paths that start at x2 and end at x1; while

ψ0(x) =

∫ x(t1)=x

x(−∞)=0

Dx(t) e
i
∫

t1

−∞
L(x,dx/dt)

(8.18)

is the functional integral restricted to the interval (−∞, t1). As well known, in the
euclidean theory this gives the vacuum state. Thus, we recover again the form (8.7)
of the two-point function, with the additional information that the “bulk” propagator
term can be viewed as the result of the functional integral in the interior of the (t1, t2)
interval, while the “boundary” term can be viewed as the result of the functional
integral in the exterior. In this language the specification of the particular state |0〉
on which the expectation value of x(t1)x(t2) is computed, is coded in the boundary
behavior of the functional integration variable at infinity: x(t) → 0 for t→ ±∞.

The normalization of the functional measure in (8.15) is determined by

1 =

∫

Dx(t) e
i
∫∞

−∞
L(x,dx/dt)

. (8.19)

Breaking this functional integral in the same manner as the above one gives

1 =

∫

dx1dx2 ψ0(x1) W [x1, x2; t1, t2] ψ0(x2) (8.20)
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or equivalently

1 = 〈0|e− i
h̄
H(t1−t2)|0〉. (8.21)

Let us comment on the interpretation of (8.16) and (8.20), since analogues of these
equation will play a major role below. Observe that (8.16) can be written in the form

G0(t1, t2) = 〈Wt1,t2 | x̂1 x̂2 Ψ0〉, (8.22)

in terms of states and operators living in the Hilbert space Kt1,t2 = H∗
t1 ×Ht2 (the ten-

sor product of the space of states at time t1 and the space of states at time t2) formed
by functions ψ(x1, x2). (See Section 5.1.4 of [12] for details on Kt1,t2 .) Using the rel-
ativistic formulation of quantum mechanics developed in [12], this expression can be
directly re-interpreted as follows. (i) The “boundary state” Ψ0(x1, x2) = ψ0(x1)ψ0(x2)
represents the joint boundary configuration of the system at the two times t1 and t2,
if no excitation of the oscillator is present; it describes the joint outcome of a measure-
ment at t1 and a measurement at t2, both of them detecting no excitations. (ii) The
two operators x1 and x2 create a (“incoming”) excitation at t = t2 and a (“outgoing”)
excitation at t = t1; thus the state x̂1x̂2Ψ0 can be interpreted as a boundary state
representing the joint outcome of a measurement at t1 and a measurement at t2, both
of them detecting a single excitation. (iii) The bra Wt1,t2(x1, x2) = W [x1, x2; t1, t2] is
the linear functional coding the dynamics, whose action on the two-excitation state
associates it an amplitude, which can be compared with other similar amplitudes. For
instance, observe that

〈Wt1,t2 | x̂2 Ψt1,t2〉 = 0; (8.23)

that is, the probability amplitude of measuring a single excitation at t2 and no exci-
tation at t1 is zero. Finally, the normalization condition (8.20) reads

1 = 〈Wt1,t2 |Ψ0〉; (8.24)

which requires that the boundary state Ψ0 is a solution of the dynamics, in the sense
that its projection on t1 is precisely the time evolution of its projection to t2. As we
shall see below, this condition generalizes to the case of interest for general relativity.
We call (8.24) the “Wheeler-deWitt” (WdW) condition. This condition satisfied by
the boundary state should not be confused with the normalization condition,

1 = 〈Ψ0|Ψ0〉, (8.25)

which is also true, and which follows immediately from the fact that |0〉 is normalized
in Ht.

In general, given a state Ψ ∈ Kt1,t2 , the equations

〈Wt1,t2 |Ψ〉 = 1; (8.26)

and
〈Ψ|Ψ〉 = 1, (8.27)

are equivalent to the full quantum dynamics, in the following sense. If the state is of
the form Ψ = ψ̄f ⊗ ψi, then (8.26) and (8.27) imply that

ψf = e−iHt ψi. (8.28)
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Finally, recall that a coherent (semiclassical) state ψq(x) ∼ e−
α
2 (x−q)2+ i

h̄
px is

peaked on values q and p of position and momentum. In particular, the vacuum
state of the harmonic oscillator is the coherent state peaked on the values q = 0 and
p = 0, with α = mω/h̄. Thus we can write ψ0 = ψ(q=0,p=0). In the same manner,

the boundary state Ψ0 = ψ0(x1)ψ0(x2) can be viewed as a coherent boundary state,
associated with the values q1 = 0 and p1 = 0 at t1 and q2 = 0 and p2 = 0 at t2. We
can write a generic coherent boundary state as

Ψq1,p1,q2,p2(x1, x2) = ψ(q1,p1)(x1) ψ(q2,p2)(x2). (8.29)

A special case of these coherent boundary states is obtained when (q1, p1) are the
classical evolution at time t1 − t2 of the initial conditions (q2, p2). That is, when
in the t1 − t2 interval there exists a solution q(t), p(t) of the classical equations of
motion precisely bounded by q1, p1, q2, p2, namely such that q1 = q(t1), p1 = p(t1) and
q2 = q(t2), p2 = p(t2). If such a classical solution exists, we say that the quadruplet
(q1, p1, q2, p2) is physical. As well known the harmonic oscillator dynamics gives in this
case e−iH(t1−t2)Ψq2,p2 = Ψq1,p1 , or

〈Wt1,t2 |Ψq1,p1,q2,p2〉 = 1. (8.30)

That is, it satisfies the WdW condition (8.26). In this case, we denote the semiclassical
boundary state a physical semiclassical boundary states. The vacuum boundary state
Ψ0 is a particular case of this: it is the physical semiclassical boundary state determined
by the classical solution q(t) = 0 of the equations of motion, which is the one with
minimal energy. Given a physical boundary state, we can consider a two-point function
describing the propagation of a quantum excitation “over” the semiclassical trajectory
q(t), p(t) as

Gq1,p1,q2,p2(t1, t2) = 〈ψ(q1,p1)|x(t1)x(t2)|ψ(q2,p2)〉 = 〈Wt1,t2 | x̂1x̂2 Ψq1,p1,q2,p2〉. (8.31)

This quantity will pay a considerable role below. Indeed, the main idea here is to
compute quantum–gravity n-point functions using states that describe the boundary
value of the gravitatonal field on given boundary surfaces.

There is an interesting phenomenon regarding the phases of the boundary state
Ψq1,p1,q2,p2(x1, x2) and of the propagator Wt1,t2(x1, x2) that should be noticed. If p1

and p2 are different from zero, they give rise to a phase factor e−
i
h̄
(p1x1−p2x2), in the

boundary state. In turn, it is easy to see that Wt1,t2(x1, x2) contains precisely the
inverse of this same phase factor, when expanded around (q1, q2). In fact, the phase of
the propagator is the classical Hamilton function St1,t2(x1, x2) (the value of the action,
as a function of the boundary values). Expanding the Hamilton function around q1
and q2 gives to first order

St1,t2(x1, x2) = St1,t2(q1, q2) +
∂S

∂x1
(x1 − q1) +

∂S

∂x2
(x2 − q2), (8.32)

but
∂S

∂x1
= p1 and

∂S

∂x2
= −p2. (8.33)
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Giving a phase factor e
i
h̄
(p1x1−ip2x2), which is precisely the inverse of the one in the

boundary state. In the Schrödinger representation of (8.31), the gaussian factor in the
boundary state peaks the integration around (q1, q2); in this region, we have that the
phase of the boundary state is determined by the classical value of the momentum, and
is cancelled by a corresponding phase factor in the propagator W . In particular, the
rapidly oscillating phase in the boundary state fails to suppress the integral precisely
because it is compensated by a corresponding rapidly oscillating phase in W . This, of
course, is nothing that the realization, in this language, of the well–known emergence
of classical trajectories from the constructive coherence of the quantum amplitudes.
This phenomenon plays a major role below.

8.1.2 Field theory

Let us now go over to field theory. The two-point function (or particle propagator)
is defined by the (analytic continuation of the euclidean version of the) path integral
(h̄ = 1 from now on)

G0(x, y) = 〈0|φ(x)φ(y)|0〉 = 〈0|φ(~x) e−iH(x0−y0) φ(~y)|0〉

=

∫

Dφ(x) φ(x)φ(y) eiS[φ], (8.34)

where the normalization of the measure is determined by

1 =

∫

Dφ(x) eiS[φ] (8.35)

and the 0 subscript reminds that these are expectation values of products of field
operators in the particular state |0〉. These equations generalize (8.15) and (8.19) to
field theory.2 As before, we can break the integration variables of the path integral in
various groups. For instance, in the values of the field in the five spacetime–regions
identified by t being less, equal or larger than, respectively, x0 and y0. This gives a
Schrödinger representation of the two-point function of the form

G0(x, y) =

∫

Dϕ1Dϕ2 ψ0(ϕ1) ϕ1(~x) W [ϕ1, ϕ2; (x0 − y0)] ϕ2(~y) ψ0(ϕ2). (8.36)

where ϕ1 is the three-dimensional field at time t1, and ϕ2 is the three-dimensional field
at time t2. For a free field, the field propagator (or propagation kernel)

W (ϕ1, ϕ2;T ) = 〈ϕ1|e−iHT |ϕ2〉. (8.37)

and the boundary vacuum state are gaussian expression in the boundary field ϕ =
(ϕ1, ϕ2). In a free theory, the boundary vacuum state can be written as a physical
semiclassical state peaked on vanishing field and momentum π, as in (8.29):

Ψ0(ϕ1, ϕ2) ≡ Ψϕ1=0,π1=0,ϕ2=0,π2=0(ϕ1, ϕ2) = ψ0(ϕ1) ψ0(ϕ2). (8.38)

2A well-known source of confusion is of course given by the fact that in the case of a free particle
the propagator (8.8) coincides with the 2-point function of the free field theory.
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Notice that the momentum π = dϕ1

dt is the derivative of the classical field normal to Σ.
More interesting for what follows, we can choose a compact finite region R in

spacetime, bounded by a closed 3d surface Σ, such that the two points x and y lie on
Σ. Then we can separate the integration variables in (8.34) into those inside R, those
on Σ and those outside R, and thus write the two-point function (8.34) in the form

G0(x, y) =

∫

Dϕ ϕ(x) ϕ(y) W [ϕ; Σ] Ψ0(ϕ), (8.39)

where ϕ is the field on Σ,

W [ϕ; Σ] =

∫

∂φ=ϕ

DφR e−iSR[φR] (8.40)

is the functional integral restricted to the region R, and integrated over the interior
fields φR bounded by the given boundary field ϕ. The boundary state Ψ0(ϕ) is given
by the integral restricted to the outside region, R. The boundary conditions on the
functional integration variable

φR(x) → 0, for |x| → ∞ (8.41)

determine the vacuum state. In a free theory, this is still a gaussian expression in ϕ,
but the covariance matrix is non–trivial and is determined by the shape of Σ. The
state Ψ0 can nevertheless be still viewed as a semiclassical boundary state associated
to the compact boundary, peaked on the value ϕ = 0 of the field and the value π = 0
of a (generalized) momentum (the derivative of the field normal to the surface) [12].
Equation (8.39) will be our main tool in the following.

In analogy with (8.22), equation (8.39) can be written in the form

G0(x, y) = 〈WΣ | ϕ̂(x) ϕ̂(y) Ψ0〉. (8.42)

in terms of states and operators living in a boundary Hilbert space KΣ associated
with the 3d surface Σ. In terms of the relativistic formulation of quantum mechanics,
this expression can be interpreted as follows. (i) The “boundary state” Ψ0 represents
the boundary configuration of a quantum field on a surface Σ, when no particles are
present; it represents the joint outcome of measurements on the entire surface Σ, show-
ing no presence of particles. (ii) The two operators ϕ̂(x) ϕ̂(y) create a (“incoming”)
particle at y and a (“outgoing”) particle at x; so that the boundary state ϕ(x)ϕ(y) Ψ0

represents the joint outcome of measurements on Σ, detecting a (“incoming”) particle
at y and a (“outgoing”) particle at x. (iii) Finally, the bra WΣ is the linear functional
coding the dynamics, whose action on the two-particle boundary state associates it an
amplitude, which can be compared with other analogous amplitudes. The normaliza-
tion condition for the measure, equation (8.35), becomes the WdW condition

1 = 〈WΣ |Ψ0〉, (8.43)

which singles out the physical boundary states.
Finally, as before, let q = (q, p) be a given couple of boundary values of the field

ϕ and its generalized momentum on Σ. If there exists a classical solution φ of the
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equations of motion whose restriction to Σ is q and whose normal derivative to Σ is p,
then we say that q = (q, p) are physical boundary data. Let Ψq be a boundary state
in KΣ peaked on these values: schematically

Ψq(ϕ) ∼ e−
∫

(ϕ−q)2+i
∫

pφ. (8.44)

If q = (q, p) are physical boundary data, we say that Ψq is a physical semiclassical
state. In this case, we can consider the two-point function

Gq(x, y) = 〈WΣ | ϕ̂(x) ϕ̂(y) Ψq〉 (8.45)

describing the propagation of a quantum, from y to x, over the classical field config-
uration φ giving the boundary data q = (q, p). In the Schrödinger representation of
this expression, there is a cancellation of the phase of the boundary state Ψq with the
phase of the propagation kernel WΣ, analogous to the one we have seen in the case of
a single degree of freedom.

8.1.3 Quantum gravity

Let us formally write (8.39) for pure general relativity, ignoring for the moment prob-
lems such as the definition of the integration measure, or ultraviolet divergences. Given
a surface Σ, we can choose a generalized temporal gauge in which the degrees of
freedom of gravity are expressed by the 3-metric γ induced on Σ, with components
γab(x) a, b = 1, 2, 3. That is, if the surface is locally given by x4 = 0, we gauge fix
the 4d gravitational metric field gµν(x) by g44 = 1, g40 = 0, and γab = gab. Then the
graviton two-point function (8.39) reads in this gauge

Gabcd0 (x, y) =

∫

[Dγ] hab(x) hcd(y) W [γ; Σ] Ψ0(γ), (8.46)

where hab(x) = γab(x) − δab. If we assume that W [γ; Σ] is given by a functional
integration on the bulk, as in (8.40), where measure and action are generally covariant,
then we have immediately that W [γ; Σ] is independent from (smooth deformations of)
Σ. Hence, at fixed topology of Σ (say, the surface of a 3-sphere), we have W [γ; Σ] =
W [γ], that is

Gabcd0 (x, y) =

∫

[Dγ] hab(x) hcd(y) W [γ] Ψ0(γ). (8.47)

What is the interpretation of the boundary state Ψ0(γ) in a general covariant theory?
In the case of the harmonic oscillator, the vacuum state |0〉 is the state that minimizes
the energy. In the case of a free theory on a background, in addition, it is the sole
Poincaré invariant state. In both cases the vacuum state can also be obtained from a
functional integral by fixing the behavior of the fields at infinity. But in background–
independent quantum gravity, there is no energy to minimize and no global Poincaré
invariance. Furthermore, there is no background metric with respect to which to de-
mand the gravitational field to vanish at infinity. In fact, it is well known that the
unicity and the very definition of the vacuum state is highly problematic in nonpertur-
bative quantum gravity, a phenomenon that begins to manifest itself already in QFT
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on a curved background. Thus, in quantum gravity there is a multiplicity of possible
states that we can consider as boundary states, instead of a single preferred one.

Linearized quantum gravity gives us a crucial hint, and provides us with a straight-
forward way to interpret semiclassical boundary states. Indeed, consider linearized
quantum gravity, namely the well–defined theory of a noninteracting spin–2 graviton
field hµν(x) on a flat spacetime with background metric g0

µν . This theory has a pre-
ferred vacuum state |0〉. Now, choose a boundary surface Σ and denote q = (q, p) its
three-geometry, formed by the 3-metric qab and extrinsic curvature field pab, induced
on Σ by the flat background metric of spacetime. The vacuum state defines a gaussian
boundary state on Σ, peaked around h = 0. We can schematically write this state

as ΨΣ(h) ∼ e−
∫

h2

. Now, on Σ there are two metrics: the metric q induced by the
background spacetime metric, and the metric γ = q + h, induced by the true physical
metric gµν = g0

µν + hµν , which is the sum of the background metric and the dynam-
ical linearized gravitational field. Therefore the vacuum functional Ψ0(h) defines a
functional Ψq(γ) of the physical metric γ of Σ as follows

Ψq(γ) = Ψq(q + h) ≡ Ψ0(h). (8.48)

Schematically

Ψq(γ) = Ψ0(h) = Ψ0(γ − q) ∼ e−
∫

(γ−q)2 . (8.49)

A bit more precisely, we must also take into account a phase term, generated by the
fact that the normal derivative of the induced metric does not vanish (q changes if we
deform Σ). This gives, again very schematically

Ψq(γ) ∼ e−
∫

(γ−q)2+i
∫

pγ (8.50)

as in (8.44). Recall indeed that in general relativity the intrinsic and extrinsic geometry
play the role of canonical variable and conjugate variable. A semiclassical boundary
state must be peaked on both quantities, as coherent states of the harmonic oscillator
are equally peaked on q and p. The functional Ψq of the metric can immediately be
interpreted as a boundary state of quantum gravity, as determined by the linearized
theory. Observe that it depends on the background geometry of Σ, because q and
p do: the form of this state is determined by the location of Σ with respect to the
background metric of space. Therefore (when seen as a function of the true metric
γ) there are different possible boundary states in the linearized theory, depending
on where is the boundary surface. Equivalently, there are different boundary states
depending on what is the mean boundary geometry q on Σ.

Now, in full quantum gravity we must expect, accordingly, to have many possible
distinct semiclassical boundary states Ψq(γ) that are peaked on distinct 3-geometries
q = (q, p). In the background-independent theory they cannot be anymore inter-
preted as determined by the location of Σ with respect to the background (because
there is no background!). But they can still be interpreted as determined by the mean
boundary geometry q on Σ. Their interpretation is therefore immediate: they repre-
sent coherent semiclassical states of the boundary geometry. The multiplicity of the
possible locations of Σ with respect to the background geometry in the background-
dependent theory, translates into a multiplicity of possible coherent boundary states
in the background-independent formalism.
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In fact, this conclusion follows immediately from the core physical assumption
of general relativity: the identification of the gravitational field with the spacetime
metric. A coherent boundary state of the gravitational field is peaked, in particular,
on a given classical value of the metric. In the background-dependent picture, this can
be interpreted as information about the location of Σ in spacetime. In a background-
independent picture, there is no location in spacetime: the geometrical properties
of anything is solely determined by the local value of the gravitational field. In a
background-independent theory, the dependence on a boundary geometry is not in the
location of Σ with respect to a background geometry, but rather in the boundary state
of the gravitation field on the surface Σ itself.

Having understood this, it is clear that the two-point function of a background-
independent theory can be defined as a function of the mean boundary geometry,
instead of a function of the background metric. If q = (q, p) is a given geometry of a
closed surface Σ with the topology of a 3-sphere, and Ψq is a coherent state peaked
on this geometry, consider the expression

Gabcdq (x, y) =

∫

[Dγ] hab(x) hcd(y) W [γ] Ψq(γ). (8.51)

At first sight, this expression appears to be meaningless. The r.h.s. is completely
independent from the location of Σ on the spacetime manifold. What is then the
meaning of the 4d coordinates x and y in the l.h.s.? In fact, this is nothing than
the usual well–known problem of the conventional definition of n-point functions in
generally covariant theories: if action and measure are generally covariant, equation
(8.34) is independent from x and y (as long as x 6= y); because a diffeomorphism on
the integration variable can change x and y, leaving all the rest invariant. We seem to
have hit the usual stumbling block that makes n-point functions useless in generally
covariant theories.

In fact, we have not, because the very dependence of Gabcdq (x, y) on q provides the
obvious solution to this problem: let us define a “generally covariant 2-point function”
Gabcd

q (x, y) as follows. Given a three-manifold S3 with the topology of a 3-sphere,

equipped with given fields q = (qab(x), pab(y)), and given two points x and y on this
metric manifold, we define

Gabcd
q (x,y) =

∫

[Dγ] hab(x) hcd(y) W [γ] Ψq(γ). (8.52)

The difference between (8.51) and (8.52) is that in the first expression x and y are
coordinates in the background 4d differential manifold, while in the second x and
y are points in the 3d metric manifold (S3, q). It is clear that with this definition
the dependence of the 2-point function on x and y is non trivial: metric relations
between x and y are determined by q. In particular, a 3d active diffeomorphism on
the integration variable g changes x and y, but also q, leaving the metric relations
between x and y invariant.

The physically interesting case is when q = (q, p) are a set of physical boundary
conditions. Since we are considering here pure general relativity without matter, this
means that there exists a Ricci flat spacetime with 4d metric g and an imbedding
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Σ : S3 → M , such that g induces the three metric q and the extrinsic curvature p on
S3. In this case, the semiclassical boundary state Ψq is a physical state. Measure and
boundary states must be normalized in such a way that

∫

[Dγ] W [γ] Ψq(γ) = 1. (8.53)

Then the two point function (8.52) is a non-trivial and invariant function of the physical
4d distance

L = dg(Σ(x),Σ(y)). (8.54)

It is clear that if g is the flat metric this function must reduce immediately to the
conventional 2-point function of the linearized theory, in the appropriate large distance
limit. This is the definition of a generally covariant two-point function which we use
here.

Finally, the physical interpretation of (8.52) is transparent: it defines an amplitude
associated to a joint set of measurements performed on a surface Σ bounding a finite
spacetime region, where the measurements include: (i) the average geometry of Σ itself,
namely the physical distance between detectors, the time lapse between measurements,
and so on; as well as (ii) the detection of a (“outgoing”) particle (a graviton) at
x and the detection of a (“incoming”) particle (a graviton) at y. The two kinds
of measurements, that are considered of different nature in non-generally-relativistic
physics, are on equal footing in general relativistic physics (see [12], pg. 152-153).

In generally covariant quantum field theory, the single boundary state ĥab(x)ĥcd(y)Ψq

codes the two. Notice that the quantum geometry in the interior of the region R is free
to fluctuate. In fact, W can be interpreted as the sum over all interior 4-geometries.
What is determined is a boundary geometry as measured by the physical apparatus
that surrounds a potential interaction region.

Equation (8.52) can be realized concretely in LQG by identifying (i) the bound-
ary Hilbert space associated to Σ with the separable Hilbert space spanned by the
(abstract) spin network states s, namely the s-knot states; (ii) the linearized gravita-

tional field operators ĥab(x) and ĥcd(y) with the corresponding LQG operators; (iii)
the boundary state Ψq with a suitable spin network functional Ψq[s] peaked on the
geometry q; and finally, (iv) the boundary functional W [s], representing the functional
integral on the interior geometries bounded by the boundary geometry s, with the
W [s] defined by a spin foam model. This, indeed, is given by a sum over interior
spinfoams, interpreted as quantized geometries. This gives the expression

Gabcd
q (x,y) =

∑

s

W [s] ĥab(x) ĥcd(y) Ψq[s]. (8.55)

which we analyze in detail in rest of the paper. The WdW condition reads

1 =
∑

s

W [s] Ψq[s]. (8.56)

Using these two equations together, we can write

Gabcd
q (x,y) =

∑

s W [s] ĥab(x) ĥcd(y) Ψq[s]
∑

s W [s] Ψq[s]
, (8.57)
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a form that allows us to disregard the overall normalization of W and Ψq. We analyze
these ingredients in detail in the next section.

8.2 Graviton propagator: definition and ingredients

Equation (8.55) is well-defined if we choose a dynamical model givingW [s], a boundary

state Ψq[s] and a form for the operator ĥab(x). We choose the boundary functional
W [s] defined by the group field theory EPRL−GFT . We consider here only the lowest
order terms in the expansion of W [s] in the GFT coupling constant λ. Furthermore,
we consider only the first order in a large distance expansion. Our aim is to recover
the 2-point function of the linearized theory, namely the graviton propagator, in this
limit.

8.2.1 The boundary functional W [s]

We recall the definition of W [s] in the context of the spinfoam GFT where the theory
is defined for a field φ : (SO(4))4 → R by an action of the form

S[φ] = Skin[φ] +
λ

5!
Sint[φ]. (8.58)

SO(4)-invariant observables of the theory are computed as the expectation values

W [s] =
1

Z

∫

Dφ fs(φ) e−
∫

(PGPβφ)2− λ
5!

∫

(PGPβφ)5 (8.59)

where the normalization Z is the functional integral without fs(φ), and fs(φ) is the
function of the field determined by the spin network s = (Γ, jl, in). Recall that a spin
network is a graph Γ formed by nodes n connected by links l, colored with represen-
tations jl = (j+l , j

−
l ) = ((1 + β)ll, (1 − β)ll) associated to the links and intertwiners

in associated to the nodes. We note lnm a link connecting the nodes n and m, and
jnm ≡ jmn the corresponding color. The spin network function is defined in terms of
the modes (see chapter 7) by

fs(φ) =
∑

αnm

∏

n

φjnm

αnmin
. (8.60)

Here n runs over the nodes and, for each n, the index m runs over the four nodes that
bound the four links lnm joining at n. Notice that each index αnm ≡ αmn appears
exactly twice in the sum, and are thus contracted.

Fixed a spin network s, (8.59) can be treated by a perturbative expansion in λ,
which leads to a sum over Feynman diagrams. Expanding both numerator and de-
nominator, we have

W [s] =
1

Z0

∫

Dφ fs(φ) e−
∫

(PGPβφ)2 − (8.61)

+
1

Z0

λ

5!

[

∫

Dφ fs(φ)

(∫

(PGPβφ)5
)

e−
∫

(PGPβφ)2 −
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Table 8.1: Terminology

0d 1d 2d 3d 4d

Spin networks: node, link;

Spinfoams: vertex, edge, face;

Triangulation: point, segment, triangle, tetrahedron, four-simplex.

−
∫

Dφ
(∫

(PGPβφ)5
)

e−
∫

(PGPβφ)2

Z0

∫

Dφ fs(φ) e−
∫

(PGPβφ)2

]

+

+
1

Z0

λ2

2(5!)2

[

∫

Dφ fs(φ)

(∫

(PGPβφ)5
)2

e−
∫

(PGPβφ)2 + . . .

]

,

where Z0 =
∫

Dφ e−
∫

(PGPβφ)2 . As usual in QFT, the normalization Z gives rise to
all vacuum–vacuum transition amplitudes, and it role is to eliminate disconnected
diagrams.

Recall that this Feynman sum can be expressed as a sum over all connected spin-
foams σ = (Σ, jf , ie) bounded by the spin network s. A spinfoam is a two-complex
Σ, namely an ensemble of faces f bounded by edges e, in turn bounded by vertices v,
colored with representations jf associated to the faces and intertwiners ie associated
to the edges.

The boundary of a spinfoam σ = (Σ, jf , ie) is a spin network s = (Γ, jl, in), where
the graph Γ is the boundary of the two-complex Σ, jl = jf anytime the link l of the
spin network bounds a face f of the spinfoam and in = ie anytime the node n of the
spin network bounds an edge e of the spinfoam. See the Table 8.1 for a summary of
the terminology.

The amplitudes can be reconstructed from the following Feynman rules; the prop-
agator

Pjnαni
j′n
α′

ni
′ = δi,i′

∑

π(n)

∏

n

δj+n ,j′+π(n)
δα+

nα′+
π(n)

δj−n ,j′−π(n)
δα−

nα′−
π(n)

(8.62)

where π(n) are the permutations of the four numbers n = 1, 2, 3, 4; and the vertex
amplitude

Vαnmin
jnm

=
∑

{iEP R}

(

∏

n

δiniEPR,n

)(

∏

n 6=m
δα+

nmα
+
mn
δα−

nmα
−
mn

)

AEPR(jnm, iEPR,n),

(8.63)

where the index n = 1, ..., 5 labels the five legs of the five-valent vertex; while the
index m 6= n labels the four indices on each leg. The sum on {iEPR} runs on all the
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possible choices of EPR-intertwiners for every node n. We obtain in this manner the
amplitude

W [s] =
1

Z

∑

{iEP R}

∑

σ,∂σ=s

∏

f∈σ
dim[(1 + β)l]dim[(1 − β)l] ·

·
∏

v∈σ
λAEPR(jvnm, iEPR,n)

(

∏

n∈s
〈in|iEPR,n〉

)

. (8.64)

Here σ are spinfoams with vertices v dual to a four–simplex, bounded the spin network
s. f are the faces of σ; the spins jvnm label the representations associated to the ten
faces adjacent to the vertex v, where n 6= m = 1, ..., 5; dim(j) is the dimension of the
representation j. The colors of a faces f of σ bounded by a link l of s is restricted to
match the color of the link: jf = jl. The expression is written for arbitrary boundary
spin-network intertwiners in: the scalar product is in the intertwiner space and derives
from the fact that the vertex amplitude projects on the sole EPRL intertwiner. The
relation between the different elements is summarized in Table 8.2.

The sum (8.64) can be written as a power series in λ

W [s] =

∞
∑

k=0

λk Wk[s] (8.65)

with

Wk[s] =
1

Z

∑

{iEP R}

∑

σk,∂σk=s

∏

f∈σ
dim[(1 + β)l]dim[(1 − β)l] ·

·
∏

v∈σ
AEPR(jvnm, iEPR,n)

(

∏

n∈s
〈in|iEPR,n〉

)

, (8.66)

where σk is a spinfoam with k vertices.
Finally, recall that the last expression can be interpreted as the quantum gravity

boundary amplitude associated to the boundary state defined by the spin network s.
The individual spin foams σ appearing in the sum can be interpreted as (discretized)
spacetimes bounded by a 3-geometry determined by s. That is, (8.64) can be inter-
preted as a concrete definition of the formal functional integral

Ψ[q] =

∫

∂g=q

Dg eiSGR[g] (8.67)

where q is a 3-geometry and the integral of the exponent of the general relativity action
is over the 4-geometries g bounded by q. Indeed, (8.64) can also be derived from a
discretization of a suitable formulation of this functional integral.

8.3 A comment on the “Order Zero”

The general covariant 2-point function is, to the order zero in λ,
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Table 8.2: Relation between a triangulation and its dual, in the 4d bulk and in its 3d
boundary. In parenthesis: adjacent elements. In italic, the two-complex and the spin-
network’s graph. The spinfoam is σ = (∆∗

4, jf , ie). The spin network is s = (∆∗
3, jl, in).

∆4 ∆∗
4 coloring

4-simplex vertex (5 edg, 10 fac)

tetrahedron edge (4 faces) ie

triangle face jf

segment

point

∆3 ∆∗
3 coloring

tetrahedron node (4 links) in = ie

triangle link jl = jf

segment

point

W0[s] = Z−1
0

∫

Dφ fs(φ) e−
∫

(PGPβφ)2 . (8.68)

The Wick expansion of this integral gives non–vanishing contributions for all s with
an even number of nodes. Since there are no vertices, each of these contributions
is simply given by products of face contributions, namely products of dimensions of
representations. The 2-point function (8.55) reads

Gabcd
q (x,y) =

∑

s

W0[s] ĥ
ab(x)ĥcd(y)Ψq[s]. (8.69)

We are interested at the large j(0)l regime, where the gaussian effectively restricts the
sum over (a large region of) spins of order j(0)l . Over this region, the phase factors
fluctuate widely, and suppress the sum, unless they are compensated by similar phase
factors. But W0[s] contains only powers of jl’s, and cannot provide this compensation.
Hence we do not expect a contribution of zero order to the sum. The only exception
can be the null spin network s = ∅, which gives W [∅] = 1 because of the normalization.
Hence, to order zero

Gabcd
q (x,y) = W0[∅] ĥab(x)ĥcd(y) C∅. (8.70)

But is reasonable to assume that the semiclassical boundary state on a macroscopic
geometry q has vanishing component on s = ∅, whose interpretation is that of a
quantum state without any volume. Hence we take C∅ = 0, and we conclude that the
2-point function has no zero order component in λ.

This result has a compelling geometrical interpretation. The sum over spinfoams
can be interpreted as a sum over 4-geometries. The boundary state Ψq[s] describes a
boundary geometry which has a nontrivial extrinsic curvature, described by the phase
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of the state. In the large distance limit, we expect semiclassical histories to dominate
the path integral. These must be close to a classical solution of the equations of
motion, fitting the boundary data. Because of the extrinsic curvature of the boundary
data, it is necessary that the internal geometry has non vanishing 4-volume. A round
soccer ball must have volume inside. But the four-volume of a spinfoam is given by its
vertices, which are dual to the four-simplices of the triangulation. Absence of vertices
means absence of four-volume. It is therefore to be expected that the zero order
contribution, which has no vertices, and therefore zero volume, is suppressed by the
phases of the boundary state, representing the extrinsic curvature. Let us therefore go
over to to the first order in λ.

8.4 First order: Semiclassical boundary state

Semiclassical boundary states are a key ingredient in the definition of boundary am-
plitudes. Here we describe in detail the construction of a boundary state peaked on
the intrinsic and the extrinsic geometry of the boundary of a Euclidean 4-simplex.
The construction is new: it uses the coherent intertwiners of Livine and Speziale [65]
(see also [72]) together with a superposition over spins as done in [45, 46]. It can
be considered as an improvement of the boundary state used in [50, 51, 52] where
Rovelli-Speziale gaussian states [81] for intertwiners were used.

We consider a simplicial decomposition ∆5 of S3. The decomposition ∆5 is home-
omorphic to the boundary of a 4-simplex: it consists of five cells ta which meet at ten
faces fab (a, b = 1, . . , 5 and a < b). Then we consider the sector of the Hilbert space
HΣ spanned by spin network states with graph Γ5 dual to the decomposition ∆5, see
figure 8.1.

Figure 8.1: The complete graph Γ5 with five nodes

Γ5 is a complete graph with five nodes. We call va its nodes and lab (a < b) its ten
links. Spin network states supported on this graph are labelled by ten spins lab (a < b)
and five intertwiners ia. We denote them by |Γ5, lab, ia〉 and call HΓ5 the Hilbert space
they span. On HΓ5 we can introduce a metric operator smearing the electric field on
surfaces dual to links, i.e. considering scalar products of fluxes. We focus on the node
n and consider a surface fna which cuts the link from the node n to the node a. The
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flux operator through the surface fna, parallel transported in the node n, is denoted3

(Ean)i. It has the following three non-trivial properties:
(i) the flux operators (Ean)i and (Ena )i are related by a SU(2) parallel transport gan
from the node a to the node n together with a change of sign which takes into account
the different orientation of the face fan,

(Ean)i = −(Ran)i
j
(Ena )j , (8.71)

where Ran is the rotation which corresponds to the group element gan associated to
the link lan, i.e. Ran = D(1)(gab);
(ii) the commutator of two flux operators for the same face fna is4

[ (Ean)i , (Ean)j ] = iβεij
k (Ean)k ; (8.72)

(iii) a spin network state is annihilated by the sum of the flux operators over the faces
bounding a node

∑

c6=n
(Ecn)i|Γ5, lab, ia〉 = 0 . (8.73)

This last property follows from the SU(2) gauge invariance of the spin network node.
Using the flux operator we can introduce the density-two inverse-metric operator

at the node n, projected in the directions normal to the faces fna and fnb. It is defined
as Ean ·Ebn = δij(Ean)i(E

b
n)j . Its diagonal components Ean ·Ean measure the area square

of the face fna,

Ean ·Ean |Γ5, lab, ia〉 =
(

β
√

lna(lna + 1)
)2

|Γ5, lab, ia〉 . (8.74)

Spin network states are eigenstates of the diagonal components of the metric operator.
On the other hand, the off-diagonal components Ean·Ebn with a 6= bmeasure the dihedral
angle between the faces fna and fnb (weighted with their areas). It reproduces the
angle operator [78]. Using the recoupling basis for intertwiner space, we have that
in general the off-diagonal components of the metric operator have non-trivial matrix
elements

Ean ·Ebn |Γ5, lab, ia〉 =
∑

i′c

(

Ean ·Ebn
)

ic

i′c |Γ5, lab, i
′
a〉 . (8.75)

We refer to [50, 51] for a detailed discussion. In particular, from property (ii), we have
that some off-diagonal components of the metric operator at a node do not commute
[77]

[Ean ·Ebn , Ean ·Ecn ] 6= 0 . (8.76)

From this non-commutativity an Heisenberg inequality for dispersions of metric oper-
ators follows. Here we are interested in states which are peaked on a given value of
all the off-diagonal components of the metric operator and which have dispersion of
the order of Heisenberg’s bound. Such states can be introduced using the technique

3Throughout the chapter i, j, k . . . = 1, 2, 3 are indices for vectors in R3.
4Throughout the chapter we put c = h̄ = GNewton = 1.
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of coherent intertwiners [65, 72]. A coherent intertwiner between the representations
l1, . . , l4 is defined as5

Φm1···m4(~n1, . . , ~n4) =
1

√

Ω(~n1, . . , ~n4)

∫

SU(2)

dh

4
∏

a=1

〈la,ma|D(la)(h)|la, ~na〉 (8.77)

and is labelled by four unit vectors ~n1, . . , ~n4 satisfying the closure condition

l1~n1 + · · · + l4~n4 = 0 . (8.78)

The function Ω(~n1, . . , ~n4) provides normalization to one of the intertwiner. The func-
tion Φm1···m4 is invariant under rotations of the four vectors ~n1, . . , ~n4. In the following
we always assume that this invariance has been fixed with a given choice of orienta-
tion6.

Nodes of the spin network can be labelled with coherent intertwiners. In fact such
states provide an overcomplete basis of HΓ5 . Calling vm1···m4

i the standard recoupling
basis for intertwiners, we can define the coefficients

Φi(~n1, . . , ~n4) = vm1···m4
i Φm1···m4(~n1, . . , ~n4) . (8.79)

We define a coherent spin network |Γ5, lab,Φa〉 as the state labelled by ten spins lab
and 4 × 5 normals ~nab and given by the superposition

|Γ5, lab,Φa(~n)〉 =
∑

i1···i5

(

5
∏

a=1

Φia(~nab)
)

|Γ5, lab, ia〉 . (8.80)

The expectation value of the metric operator on a coherent spin network is simply

〈Γ5, lab,Φa|Eac ·Ebc |Γ5, lab,Φa〉 ≃ β2lcalcb ~nca · ~ncb (8.81)

in the large spin limit. As a result we can choose the normals ~nab so that the coherent
spin network state is peaked on a given intrinsic geometry of Σ.

Normals in different tetrahedra cannot be chosen independently if we want to peak
on a Regge geometry [82]. The relation between normals is provided by the requirement
that they are computed from the lengths of the edges of the triangulation ∆5. In fact,
a state with generic normals (satisfying the closure condition (8.78)) is peaked on a
discontinuous geometry. This fact can be seen in the following way: let us consider

5The state |l, ~n〉 is a spin coherent state. It is labelled by a unit vector ~n or equivalently by a point
on the unit sphere. Given a SU(2) transformation g which acts on the vector +~ez sending it to the
vector ~n = Rez , a spin coherent state is given by |l, ~n〉 = D(l)(g)|l,+l〉. As a result, it is defined up

to a phase eiαl corresponding to a transformation exp(iα~n · ~J)|l, ~n〉 = eiαl|l, ~n〉. A phase ambiguity
in the definition of the coherent intertwiner (8.77) follows. Such ambiguity becomes observable when
a superposition over l is considered.

6For instance we can fix this redundancy assuming that the sum l1~n1 + l2~n2 is in the positive
z direction while the vector ~n1 × ~n2 in the positive y direction. Once chosen this orientation, the
four unit-vectors ~n1, . . , ~n4 (which satisfying the closure condition) depend only on two parameters.
These two parameters can be chosen to be the dihedral angle cos θ12 = ~n1 · ~n2 and the twisting angle

tanφ(12)(34) =
(~n1×~n2)·(~n3×~n4)
|~n1×~n2| |~n3×~n4|

.
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an edge of the triangulation ∆5; this edge is shared by three tetrahedra; for each
tetrahedron we can compute the expectation value of the length operator for an edge
in its boundary [80]; however in general the expectation value of the length of an edge
seen from different tetrahedra will not be the same; this fact shows that the geometry
is discontinuous. The requirement that the semiclassical state is peaked on a Regge
geometry amounts to a number of relations between the labels ~nab. In the case of
the boundary of a Euclidean 4-simplex (excluding the ‘rectangular’ cases discussed in
[83]), the normals turn out to be completely fixed once we give the areas of the ten
triangles or equivalently the ten spins lab,

~nab = ~nab(lcd) . (8.82)

This assignment of normals guarantees that the geometry we are peaking on is Regge-
like. In particular, in this chapter we are interested in the case of a 4-simplex which
is approximately regular. In this case the spins labelling the links are of the form
lab = l0 + δlab with δlab

l0
≪ 1 and a perturbative expression for the normals solving the

continuity condition is available:

~nab(l0 + δl) = ~nab(l0) +
∑

cd

v(ab)(cd)δlcd . (8.83)

The coefficients v(ab)(cd) can be computed in terms of the derivative of the normals ~nab
with respect to the ten edge lengths, using the Jacobian of the transformation from
the ten areas to the ten edge lengths of the 4-simplex7.

In the following we are interested in superpositions over spins of coherent spin
networks. As coherent intertwiners are defined only up to a spin-dependent arbitrary
phase, a choice is in order. We make the canonical choice of phases described in
[73]. We briefly recall it here. Consider a non-degenerate Euclidean 4-simplex; two
tetrahedra ta and tb are glued at the triangle fab ≡ fba. Now, two congruent triangles
fab and fba in R3 can be made to coincide via a unique rotation Rab ∈ SO(3) which,
together with a translation, takes one outward-pointing normal to minus the other
one,

Rab~nab = −~nba . (8.84)

The canonical choice of phase for the spin coherent states |lab, ~nab〉 and |lab, ~nba〉 en-
tering the coherent intertwiners Φa and Φb is given by lifting the rotation Rab to a
SU(2) transformation gab and requiring that

|lab, ~nba〉 = D(lab)(gab) J |lab, ~nab〉 (8.85)

where J : Hl → Hl is the standard antilinear map for SU(2) representations defined
by

〈ǫ|
(

|α〉 ⊗ J |β〉
)

= 〈β|α〉 with |α〉, |β〉 ∈ Hl (8.86)

and 〈ǫ| is the unique intertwiner in Hl⊗Hl. In the following we will always work with
coherent spin networks |Γ5, lab,Φa(~n(l))〉 satisfying the continuity condition, and with

7For a given choice of orientation, see footnote 5 in “LQG propagator from the new spin-foams”,
ArXiv 0905.4082v1.
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the canonical choice for the arbitrary phases of coherent states. From now on we use
the shorter notation |l,Φ(~n)〉.

Coherent spin networks are eigenstates of the diagonal components of the metric
operator, namely the area operator for the triangles of ∆5. The extrinsic curvature
to the manifold Σ measures the amount of change of the 4-normal to Σ, parallel
transporting it along Σ. In a piecewise-flat context, the extrinsic curvature has support
on triangles, that is it is zero everywhere except that on triangles. For a triangle fab,
the extrinsic curvature Kab is given by the angle between the 4-normals Nµ

a and Nµ
b

to two tetrahedra ta and tb sharing the face fab. As the extrinsic curvature is the
momentum conjugate to the intrinsic geometry, we have that a semiclassical state
cannot be an eigenstate of the area as it would not be peaked on a given extrinsic
curvature. In order to define a state peaked both on intrinsic and extrinsic geometry,
we consider a superposition of coherent spin networks,

|Ψ0〉 =
∑

lab

ψl0,φ0
(l)|l,Φ(~n)〉 , (8.87)

with coefficients ψl0,φ0(l) given by a gaussian times a phase,

ψl0,φ0(l) =
1

N
exp

(

−
∑

ab,cd

α(ab)(cd) lab − l0ab√
l0ab

lcd − l0cd√
l0cd

)

×

× exp
(

−i
∑

ab

φab0 (lab − l0ab)
)

. (8.88)

As we are interested in a boundary configuration peaked on the geometry of a regular
4-simplex, we choose all the background spins to be equal, l0ab ≡ l0. Later we will
consider an asymptotic expansion for large l0. The phases φab0 are also chosen to
be equal. The extrinsic curvature at the face fab in a regular 4-simplex is Kab =
arccosNa ·Nb = arccos(− 1

4 ). In Ashtekar-Barbero variables (E0, A0) we have

φ0 ≡ φab0 = βKab = β arccos(−1/4) . (8.89)

The 10× 10 matrix α(ab)(cd) is assumed to be complex with positive definite real part.
Moreover we require that it has the symmetries of a regular 4-simplex. We introduce

the matrices P
(ab)(cd)
k with k = 0, 1, 2 defined as

P
(ab)(cd)
0 = 1 if (ab) = (cd) and zero otherwise, (8.90)

P
(ab)(cd)
1 = 1 if {a = c, b 6= d} or a permutation of it

and zero otherwise, (8.91)

P
(ab)(cd)
2 = 1 if (ab) 6= (cd) and zero otherwise. (8.92)

Their meaning is simple: a couple (ab) identifies a link of the graph Γ5; two links

can be either coincident, or touching at a node, or disjoint. The matrices P
(ab)(cd)
k

correspond to these three different cases. Using the basis P
(ab)(cd)
k we can write the

matrix α(ab)(cd) as

α(ab)(cd) =
2
∑

k=0

αk P
(ab)(cd)
k . (8.93)
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As a result our ansatz for a semiclassical boundary state |Ψ0〉 is labelled by a (large)
half-integer l0 and has only three complex free parameters, the numbers αk.

8.5 The new spin foam dynamics

The dynamics is implemented in terms of a spin foam functional 〈W |. Here we are
interested in its components on the Hilbert space spanned by spin networks with graph
Γ5. The sum over two-complexes can be implemented in terms of a formal perturbative
expansion in the parameter λ of a Group Field Theory [84]:

〈W |Γ5, lab, ia〉 =
∑

σ

λNσW (σ) (8.94)

The sum is over spinfoams (colored 2-complexes) whose boundary is the spin network
(Γ5, lab, ia), W (σ) is the spinfoam amplitude

W (σ) =
∏

f⊂σ
Wf

∏

v⊂σ
Av
EPR (8.95)

where Av
EPR and Wf are the vertex and face amplitude respectively. The quantity Nσ

in (8.94) is the number of vertices in the spin foam σ, therefore the formal expansion
in λ is in fact a vertex expansion.

The vertex amplitude is given by

Av
EPR(lab, ia) =

∑

i+a i
−
a

{15l}
(

j+ab, i
+
a

)

{15j}
(

j−ab, i
−
a

)

∏

a

f ia
i+a i

−
a

(lab) (8.96)

where the unbalanced spins j+, j− are

j±ab = β±lab, β± =
1 ± β

2
. (8.97)

This relation puts restrictions8 on the value of β and of lab. The fusion coefficients
f ia
i+a i

+
a

(lab) are defined in [57] (see also [85]) and built out of the intertwiner vm1···m4
i

in Hl1 ⊗ · · ⊗Hl4 and the intertwiners v
m±

1 ···m±
4

i±
in Hj±1

⊗ · · · ⊗ Hj±4
. Defining a map

Y : Hl → Hj+ ⊗Hj− with matrix elements Y mm+m− = 〈j+,m+; j−,m−|Y |l,m〉 given

by Clebsh-Gordan coefficients, we have that the fusion coefficients f ia
i+a i

+
a

are given by

f ia
i+a i

+
a

= Ym1m
+
1 m

−
1
· · ·Ym4m

+
4 m

−
4
vm1···m4
i v

m+
1 ···m+

4
i+

v
m−

1 ···m−
4

i−
. (8.98)

Indices are raised and lowered with the Wigner metric.

8Formula (8.96) is well-defined only for j± half-integer. As a result, for a fixed value of β, there
are restrictions on the boundary spin l. For instance, if we choose β = 1/n with n integer, then we
have that l has to be integer and l ≥ n, i.e. l ∈ {n, n+ 1, n+ 2, · · ·}.
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Throughout this paper we will restrict attention to the lowest order in the vertex
expansion. To this order, the boundary amplitude of a spin network state with graph
Γ5 is given by

〈W |Γ5, lab, ia〉 = µ(lab)Av
EPR(lab, ia) , (8.99)

i.e. it involves a single spin foam vertex.
The function µ is defined as µ(l) =

∏

abWfab
(l). A natural choice for the face

amplitude is Wf (j
+, j−) = (2j+ +1)(2j− +1) = (1−β2)l2 +2l+1. Other choices can

be considered. We assume that µ(λlab) scales as λp for some p for large λ. We will
show in the following that, at the leading order in large l0, the LQG propagator (8.3)
is in fact independent from the choice of face amplitude, namely from the function
µ(l).

8.6 LQG propagator: integral formula

In this section we define the LQG propagator and then provide an integral formula for
it. The dynamical expectation value of an operator O on the state |Ψ0〉 is defined via
the following expression

〈O〉 =
〈W |O|Ψ0〉
〈W |Ψ0〉

. (8.100)

The geometric operator we are interested in is the metric operator Ean · Ebn discussed
in section 8.4. We focus on the connected two-point correlation function Gabcdnm on a
semiclassical boundary state |Ψ0〉. It is defined as

Gabcdnm = 〈Ean ·Ebn Ecm ·Edm〉 − 〈Ean ·Ebn〉 〈Ecm ·Edm〉 . (8.101)

We are interested in computing this quantity using the boundary state |Ψ0〉 introduced
in section 8.4 and the spin foam dynamics (8.96). This is what we call the LQG
propagator. As the boundary state is a superposition of coherent spin networks, the
LQG propagator involves terms of the form 〈W |O|l,Φ(~n)〉. Its explicit formula is

Gabcdnm =

∑

l ψ(l)〈W |Ean · EbnEcm · Edm|l,Φ(~n)〉
∑

l ψ(l)〈W |l,Φ(~n)〉 −

−
∑

l ψ(l)〈W |Ean · Ebn|l,Φ(~n)〉
∑

l ψ(l)〈W |l,Φ(~n)〉

∑

l ψ(l)〈W |Ecm · Edm|l,Φ(~n)〉
∑

l ψ(l)〈W |l,Φ(~n)〉
(8.102)

In the following two subsections we recall the integral formula for the amplitude of
a coherent spin network 〈W |l,Φ(~n)〉 [70, 72],[73] and derive analogous integral ex-
pressions for the amplitude with metric operator insertions 〈W |Ean ·Ebn|l,Φ(~n)〉 and
〈W |Ean ·EbnEcm ·Edm|l,Φ(~n)〉.

8.6.1 Integral formula for the amplitude of a coherent spin net-
work

The boundary amplitude of a coherent spin network |l,Φ(~n)〉 admits an integral repre-
sentation [70, 72],[73]: see section 7.3 in chapter 7. Here we go through its derivation
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as we will use a similar technique in next section.
The boundary amplitude 〈W |l,Φ(~n)〉 can be written as an integral over five copies

of SU(2) × SU(2) (with respect to the Haar measure)9:

〈W |lab,Φa(~n)〉 = µ(l)Av
EPR(lab, ia)

=
∑

ia

(

∏

a

Φia(~n)
)

〈W |lab, ia〉

= µ(l)

∫ 5
∏

a=1

dg+
a dg

−
a

∏

ab

P ab(g+, g−) . (8.103)

The function P ab(g+, g−) is given by

P ab(g+, g−) = 〈lab,−~nba|Y †D(j+
ab

)
(

(g+
a )−1g+

b

)

⊗D(j−
ab

)
(

(g−a )−1g−b
)

Y |lab, ~nab〉 .
(8.104)

where the map Y is defined in section 8.5. Using the factorization property of spin
coherent states,

Y |l, ~n〉 = |j+, ~n〉 ⊗ |j−, ~n〉 , (8.105)

we have that the function P ab(g+, g−) factorizes as

P ab(g+, g−) = P ab+(g+)P ab−(g−) (8.106)

with

P ab± = 〈lab,−~nba|D(j±
ab

)
(

(g±a )−1g±b
)

|lab, ~nab〉 =
(

〈1
2
,−~nba|(g±a )−1g±b |

1

2
, ~nab〉

)2j±
ab

.

(8.107)
In the last equality we have used (again) the factorization property of spin coherent
states to exponentiate the spin j±ab. In the following we will drop the 1/2 in | 12 , ~nab〉
and write always |~nab〉 for the coherent state in the fundamental representation.

The final expression we get is

〈W |l,Φ(~n)〉 = µ(l)

∫ 5
∏

a=1

dg+
a dg

−
a e

S (8.108)

where the “action” S is given by the sum S = S+ + S−, with

S± =
∑

ab

2j±ab log〈−~nab|(g±a )−1g±b |~nba〉 . (8.109)

8.6.2 LQG operators as group integral insertions

In this section we use a similar technique to derive integral expressions for the expec-
tation value of metric operators. In particular we show that

〈W |Ean ·Ebn|lab,Φa(~n)〉 = µ(l)

∫ 5
∏

a=1

dg+
a dg

−
a qabn (g+, g−) eS (8.110)

9See section 7.3 in chapter 7.
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and that

〈W |Ean ·Ebn Ecm ·Edm|lab,Φa(~n)〉 = µ(l)

∫ 5
∏

a=1

dg+
a dg

−
a qabn (g+, g−) qcdm (g+, g−) eS

(8.111)
where we assume10 n 6= m and a, b, c, d 6= n,m. The expression for the insertions
qabn (g+, g−) in the integral is derived below.

We start focusing on 〈Ean ·Ebn〉 in the case a 6= b. The metric field (Eba)i acts on a
state |lab,mab〉 as β times the generator Ji of SU(2). As a result we can introduce a
quantity Qabi defined as

Qabi (g+, g−) = 〈lab,−~nba|Y †D(j+
ab

)
(

(g+
a )−1g+

b

)

⊗D(j−
ab

)
(

(g−a )−1g−b
)

Y (Eba)i|lab, ~nab〉 ,
(8.112)

so that

〈W |Ena ·Enb|l,Φ(~n)〉 =

∫ 5
∏

a=1

dg+
a dg

−
a δ

ijQnai Qnbj
∏

cd

′
P cd(g+, g−) . (8.113)

The product
∏′

is over couples (cd) different from (na), (nb). Thanks to the invariance
properties of the map Y , we have that

Y Jabi |lab,mab〉 = (Jab+i + Jab−i )Y |lab,mab〉 . (8.114)

Thus Qabi can be written as

Qabi = Qab+i P ab− + P ab+Qab−i (8.115)

with
Qab±i = β 〈j±ab,−~nba|D(j±

ab
)
(

(g±a )−1g±b
)

Jab±i |j±ab, ~nab〉 . (8.116)

Now we show that Qab±i is given by a function Aab±i linear in the spin j±ab, times the
quantity P ab± defined in (8.107),

Qab±i = Aab±i P ab± . (8.117)

The function Aab±i is determined as follows. The generator Jab±i of SU(2) in repre-
sentation j±ab can be obtained as the derivative

i
∂

∂αi
D(j±

ab
)
(

h(α)
)

∣

∣

∣

∣

αi=0

= Jab±i (8.118)

where the group element h(α) is defined via the canonical parametrization h(α) =
exp(−iαi σi

2 ). Therefore, we can write Qab±i as

Qab±i = i β
∂

∂αi

(

〈j±ab,−~nba|D(j±
ab

)
(

(g±a )−1g±b
)

D(j±
ab

)
(

h(α)
)

|j±ab, ~nab〉
)

∣

∣

∣

∣

αi=0

= i β
∂

∂αi

(

β 〈−~nba|(g±a )−1g±b h(α)|~nab〉
)2j±

ab

∣

∣

∣

∣

αi=0

= β j±ab 〈−~nba|(g±a )−1g±b σ
i|~nab〉

(

〈−~nba|(g±a )−1g±b |~nab〉
)2j±

ab
−1

. (8.119)

10Similar formulae can be found also in the remaining cases but are not needed for the calculation
of the LQG propagator.
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Comparing expression (8.119) with (8.117) and (8.107), we find that Ana±i is given by

Ana±i = βj±na
〈−~nan|(g±a )−1g±n σ

i|~nna〉
〈−~nan|(g±a )−1g±n |~nna〉

. (8.120)

A vectorial expression for Ana±i can be given, introducing the rotation R±
a = D(1)(g±a ),

Ana±i = βj±na (R±
n )−1R

±
n nna −R±

a nan − i(R±
n nna ×R±

a nan)

1 − (R±
a nan) · (R±

n nna)
. (8.121)

Thanks to (8.115) and (8.117), we have that the expression for Qabi simplifies to

Qabi = Aabi P ab (8.122)

with

Aabi = Aab+i +Aab−i . (8.123)

As a result, equation (8.113) reduces to

〈W |Ean ·Ebn|l,Φ(~n)〉 =

∫ 5
∏

a=1

dg+
a dg

−
a δijAnai Anbj

∏

cd

P cd(g+, g−) , (8.124)

which is of the form (8.108) with the insertion Ana · Anb. Therefore, comparing with
equation (8.110), we have that

qabn (g+, g−) = Ana ·Anb (8.125)

for a 6= b. The case with a = b can be computed using a similar technique but the
result is rather simple and expected, thus we just state it

qaan (g+, g−) = β2lna(lna + 1) . (8.126)

As far as 〈Ean ·EbnEcm ·Edm〉 a similar result can be found. In particular, for n 6= m
and a, b, c, d 6= n,m the result is stated at the beginning of this section, equation
(8.111), with the same expression for the insertion qabn (g+, g−) as in equation (8.125)
and equation (8.126).

Substituting (8.110)-(8.111) in (8.102) we obtain a new expression for the propa-
gator in terms of group integrals:

Gabcdnm =

∑

l µ(l)ψ(l)
∫

dg± qabn qcdm eS
∑

l µ(l)ψ(l)
∫

dg± eS
−

−
∑

l µ(l)ψ(l)
∫

dg± qabn eS
∑

l µ(l)ψ(l)
∫

dg± eS

∑

l µ(l)ψ(l)
∫

dg± qcdm eS
∑

l µ(l)ψ(l)
∫

dg± eS
. (8.127)

This expression with metric operators written as insertions in an integral is the starting
point for the large l0 asymptotic analysis of next section.
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8.7 Stationary phase approximation

The correlation function (8.127) depends on the scale j0 fixed by the boundary state.
We are interested in computing its asymptotic expansion for large j0. The technique
we use is an (extended) stationary phase approximation of a multiple integral over both
spins and group elements. In 8.7.1 we put expression (8.127) in a form to which this
approximation can be applied. Then in 8.7.2 we recall a standard result in asymptotic
analysis regarding connected two-point functions and in 8.7.3-8.7.4 we apply it to our
problem.

8.7.1 The total action and the extended integral

We introduce the “total action” defined as Stot = logψ + S or more explicitly as

Stot(jab, g
+
a , g

−
a ) = −1

2

∑

ab,cd

α(ab)(cd) jab − j0ab√
j0ab

jcd − j0cd√
j0cd

− i
∑

ab

φab0 (jab − j0ab)

+S+(jab, g
+
a ) + S−(jab, g

−
a ) . (8.128)

Notice that the action S+ + S− is a homogeneous function of the spins jab therefore,
rescaling the spins j0ab and jab by an interger λ so that j0ab → λj0ab and jab → λjab,
we have that the total action goes to Stot → λStot. We recall also that qabn → λ2qabn .
In the large λ limit, the sums over spins in expression (8.127) can be approximated
with integrals over continuous spin variables11:

∑

j

µ

∫

d5g± qabn eλStot =

∫

d10j d5g± µ qabn eλStot +O(λ−N ) ∀N > 0 . (8.129)

Moreover, notice that the action, the measure and the insertions in (8.127) are invariant
under a SO(4) symmetry that makes an integration dg+dg− redundant. We can factor
out one SO(4) volume, e.g. putting g+

1 = g−1 = 1, so that we end up with an integral

over d4g± =
∏5
a=2dg

+
a dg

−
a .

As a result we can re-write expression (8.127) in the following integral form

Gabcdnm = λ4(

∫

d10j d4g±µ qabn qcdm eλStot

∫

d10j d4g±µ eλStot
−
∫

d10j d4g±µ qabn eλStot

∫

d10j d4g±µ eλStot

∫

d10j d4g±µ qcdm eλStot

∫

d10j d4g±µ eλStot
) .

(8.130)
To this expression we can apply the standard result stated in the following section.

8.7.2 Asymptotic formula for connected two-point functions

Consider the integral

F (λ) =

∫

dx f(x) eλS(x) (8.131)

11The remainder, i.e. the difference between the sum and the integral, can be estimated via Euler-
Maclaurin summation formula. This approximation does not affect any finite order in the computation
of the LQG propagator.



176 CHAPTER 8. GRAVITON PROPAGATOR

over a region of Rd, with S(x) and f(x) smooth complex-valued functions such that
the real part of S is negative or vanishing, ReS ≤ 0. Assume also that the stationary
points x0 of S are isolated so that the Hessian at a stationary point H = S′′(x0)
is non-singular, detH 6= 0. Under these hypothesis an asymptotic expansion of the
integral F for large λ is available: it is an extension of the standard stationary phase
approximation that takes into account the fact that the action S is complex [86]. A
key role is played by critical points, i.e. stationary points x0 for which the real part
of the action vanishes, ReS(x0) = 0. Here we assume that there is a unique critical
point. Then the asymptotic expansion of F (λ) for large λ is given by

F (λ) =

(

2π

λ

)
d
2 ei IndHeλS(x0)

√

|detH|

(

f(x0) +
1

λ

(1

2
f ′′ij(x0)(H

−1)ij +D
)

+ O( 1
λ2 )

)

(8.132)
with f ′′ij = ∂2f/∂xi∂xj and IndH is the index12 of the Hessian. The term D does not

contain second derivatives of f , it contains only13 f(x0) and f ′i(x0). Now we consider
three smooth complex-valued functions g, h and µ. A connected 2-point function
relative to the insertions g and h and w.r.t. the measure µ is defined as

G =

∫

dxµ(x) g(x)h(x) eλS(x)

∫

dxµ(x) eλS(x)
−
∫

dxµ(x) g(x) eλS(x)

∫

dxµ(x) eλS(x)

∫

dxµ(x)h(x) eλS(x)

∫

dxµ(x) eλS(x)
. (8.134)

Using (8.132) it is straightforward to show that the (leading order) asymptotic formula
for the connected 2-point function is simply

G =
1

λ
(H−1)ij g′i(x0)h

′
j(x0) + O( 1

λ2 ) . (8.135)

Notice that both the measure function µ and the disconnected term D do not appear
in the leading term of the connected 2-point function; nevertheless they are present in
the higher orders (loop contributions). The reason we are considering the quantity G,
built from integrals of the type (8.131), is that the LQG propagator has exactly this
form. Specifically, in sections 8.7.3 we determine the critical points of the total action,
in 8.7.4 we compute the Hessian of the total action and the derivative of the insertions
evaluated at the critical points, and in 8.9 we state our result.

8.7.3 Critical points of the total action

The real part of the total action is given by

ReStot = −
∑

ab,cd

(Reα)(ab)(cd)
lab − l0ab√

l0ab

lcd − l0cd√
l0cd

+

12The index is defined in terms of the eigenvalues of hk of the Hessian as IndH = 1
2

∑

k
arg (hk)

with −π
2
≤ arg (hk) ≤ +π

2
.

13More explicitly, the term D is given by

D = f ′i(x0)R′′′
jkl(x0)(H−1)ij(H−1)kl +

5

2
f(x0)R′′′

ijk(x0)R′′′
mnl(x0)(H−1)im(H−1)jn(H−1)kl (8.133)

with R(x) = S(x) − S(x0) − 1
2
Hij(x0)(x− x0)i(x− x0)j .
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+
∑

ab

j−ab log
1 − (R−

a nab) · (R−
b nba)

2
+
∑

ab

j+ab log
1 − (R+

a nab) · (R+
b nba)

2
.

(8.136)

Therefore, having assumed that the matrix α in the boundary state has positive definite
real part, we have that the real part of the total action is negative or vanishing,
ReStot ≤ 0. In particular the total action vanishes for the configuration of spins jab
and group elements g±a satisfying

lab = l0ab , (8.137)

g±a such that R±
a nab(l) = −R±

b nba(l) . (8.138)

Now we study the stationary points of the total action and show that there is a
unique stationary point for which ReStot vanishes.

The analysis of stationary points of the action S+ + S− with respect to variations
of the group variables g±a has been performed in full detail by Barrett et al. in [73].
Here we briefly summarize their result as they apply unchanged to the total action.
We invite the reader to look at the original reference for a detailed derivation and a
geometrical interpretation of the result.

The requirement that the variation of the total action with respect to the group
variables g±a vanishes, δgStot = 0, leads to the two sets of equations (respectively for
the real and the imaginary part of the variation):

∑

b 6=a
j±ab

R±
a nab −R±

b nba

1 − (R±
a nab) · (R±

b nba)
= 0 ,

∑

b 6=a
j±ab

(R±
a nab) × (R±

b nba)

1 − (R±
a nab) · (R±

b nba)
= 0 . (8.139)

When evaluated at the maximum point (8.138), these two sets of equations are trivially
satisfied. In fact the normals ~nab in the boundary state are chosen to satisfy the closure
condition (8.78) at each node. Therefore the critical points in the group variables are
given by all the solutions of equation (8.138).

For normals ~nab which define non-degenerate tetrahedra and satisfy the continuity
condition (8.82), the equation Ranab = −Rbnba admits two distinct sets of solutions,
up to global rotations. These two sets are related by parity. The two sets can be lifted
to SU(2). We call them ḡ+

a and ḡ−a . Out of them, four classes of solutions for the
couple (g+

a , g
−
a ) can be found. They are given by

(ḡ+
a , ḡ

−
a ), (ḡ−a , ḡ

+
a ), (ḡ+

a , ḡ
+
a ), (ḡ−a , ḡ

−
a ) . (8.140)

The geometrical interpretation is the following. The couples (lab~nab, lab~nab) are inter-
preted as the selfdual and anti-selfdual parts (with respect to some “time” direction,
e.g. (0, 0, 0, 1)) of area bivectors associated to triangles in 4-dimensions; since these
bivectors are diagonal, they live in the 3-dimensional subspace of R4 orthogonal to the
chosen “time” direction. Because of the closure condition (8.78), for a fixed n the four
bivectors (lna~nna, lna~nna) define an embedding of a tetrahedron in R4. The two group
elements g+

a and g−a of the action (8.109) define an SO(4) element which rotates the
“initial” tetrahedron. The system (8.138) is a gluing condition between tetrahedra.
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The first two classes of solutions in (8.140) glue five tetrahedra into two Euclidean
non-degenerate 4-simplices related by a reflection, while the second two classes corre-
spond to degenerate configurations with the 4-simplex living in the three-dimensional
plane orthogonal to the chosen “time” direction.

The evaluation of the action S(lab, g
+
a , g

−
a ) = S+(lab, g

+
a ) + S−(lab, g

−
a ) on the four

classes of critical points gives

S(lab, ḡ
+
a , ḡ

−
a ) = +SRegge(lab) , (8.141)

S(lab, ḡ
−
a , ḡ

+
a ) = −SRegge(lab) , (8.142)

S(lab, ḡ
+
a , ḡ

+
a ) = +β−1SRegge(lab) , (8.143)

S(lab, ḡ
−
a , ḡ

−
a ) = −β−1SRegge(lab) , (8.144)

where SRegge(lab) is Regge action for a single 4-simplex with triangle areas Aab = βlab
and dihedral angles φab(l) written in terms of the areas

SRegge(lab) =
∑

ab

βlabφab(l) . (8.145)

Now we focus on stationarity of the total action with respect to variations of the
spin labels lab. We fix the group elements (g+

a , g
−
a ) to belong to one of the four classes

(8.140). For the first class we find

0 =
∂Stot
∂lab

∣

∣

∣

∣

(ḡ+a ,ḡ
−
a )

= −
∑

cd

α(ab)(cd)(lcd − l0cd)√
l0ab

√
l0cd

− iφab0 + i
∂SRegge
∂lab

. (8.146)

The quantity ∂SRegge/∂lab is β times the extrinsic curvature at the triangle fab of
the boundary of a 4-simplex with triangle areas Aab = βlab. As the phase φab0 in the
boundary state is choosen to be exactly β times the extrinsic curvature, we have that
equation (8.146) vanishes for lab = l0ab. Notice that, besides being a stationary point,
this is also a critical point of the total action as stated in (8.137).

On the other hand, if equation (8.146) is evaluated on group elements belonging
to the classes (ḡ−a , ḡ

+
a ), (ḡ−a , ḡ

−
a ), (ḡ+

a , ḡ
+
a ), we have that there is no cancellation of

phases and therefore no stationary point with respect to variations of spins. This is
the feature of the phase of the boundary state: it selects a classical contribution to the
asymptotics of a spin foam model, a fact first noticed by Rovelli for the Barrett-Crane
model in [45].

8.7.4 Hessian of the total action and derivatives of the inser-
tions

Here we compute the Hessian matrix of the total action Stot at the critical point
lab = l0ab, (g+

a , g
−
a ) = (ḡ+

a , ḡ
−
a ). We introduce a local chart of coordinates (~p+

a , ~p
−
a ) in a

neighborhood of the point (ḡ+
a , ḡ

−
a ) on SU(2)×SU(2). The parametrization is defined

as follows: we introduce

g±a (p±a ) = h(p±a ) ḡ±a (8.147)
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with h(p±a ) =
√

1 − |~p±a |2 +i~p±a ·~σ. The vector ~p±a is assumed to be in a neighborhood of

the origin, which corresponds to the critical point ḡ±a . We introduce also the notation
n±a

n±
a = R̄±

a na (8.148)

where R̄±
a is the rotation associated to the SU(2) group element ḡ±a . The bivectors

(labn
+
ab, labn

−
ab) have the geometrical interpretation of area bivectors associated to the

triangles of a 4-simplex with faces of area proportional to lab.
The Hessian matrix is obtained computing second derivatives of the total action

with respect to lab, p
+
a and p−a , and evaluating it at the point lab = l0ab and p±a = 0.

With this definitions we have that the (gauge-fixed) Hessian matrix is a (10 + 12 +
12) × (10 + 12 + 12) matrix (as it does not contain derivatives w.r.t. g±1 ) and has the
following structure:

S′′
tot =







∂2Stot

∂l∂l 010×12 010×12

012×10
∂2Stot

∂p+∂p+ 012×12

012×10 012×12
∂2Stot

∂p−∂p−






(8.149)

as
∂2Stot

∂pi±a ∂pj∓b

∣

∣

∣

∣

∣

~p=0

= 0 ,
∂2Stot

∂lab∂p
j∓
c

∣

∣

∣

∣

~p=0

= 0 . (8.150)

For the non-vanishing entries we find

Q(ab)(cd) =
∂2Stot
∂lab∂lcd

∣

∣

∣

∣

~p=0

= − α(ab)(cd)

√
l0ab

√
l0cd

+ (S′′
Regge)(ab)(cd) , (8.151)

H±
(ai)(bj) =

∂2Stot

∂pi±a ∂pj±b

∣

∣

∣

∣

∣

~p=0

= 2iβ±l0ab(δ
ij − ni±abn

j±
ab + iǫijknk±ab ) , (8.152)

H±
(ai)(aj) =

∂2Stot

∂pi±a ∂pj±a

∣

∣

∣

∣

~p=0

= −2iβ±∑

b 6=a
l0ab(δ

ij − ni±abn
j±
ab ) , (8.153)

where we have defined the 10×10 matrix of second derivatives of the Regge action

(S′′
Regge)(ab)(cd) =

∂2SRegge
∂lab∂lcd

∣

∣

∣

∣

l0ab

. (8.154)

We report also the first derivatives of the insertion qabn (g+, g−) evaluated at the critical
point:

∂qabn
∂~p±a

∣

∣

∣

∣

~p=0

= iβ2β±l0nal0nb(~n
±
nb − ~nna · ~nnb ~n±na + i ~n±na × ~n±nb) , (8.155)

∂qabn
∂~p±n

∣

∣

∣

∣

~p=0

= −iβ2β±l0nal0nb(~n
±
na + ~n±nb)(1 − ~nna · ~nnb) , (8.156)

∂qabn
∂lcd

∣

∣

∣

∣

~p=0

= β2 ∂(lna~nna · lnb~nnb)
∂lcd

∣

∣

∣

∣

l0ab

. (8.157)



180 CHAPTER 8. GRAVITON PROPAGATOR

We recall that in all these expressions the normals ~nab are functions of lab as explained
in section 8.4. These expressions will be used in section 8.9 to compute the leading
order of the LQG propagator.

8.8 Expectation value of metric operators

Before focusing on the LQG propagator, i.e. on the two-point function, here we briefly
discuss the one-point function 〈Ean · Ebn〉. Its meaning is the dynamical expectation
value of the metric operator. The fact that it is non-vanishing provides the background
for the propagator. Using the technique developed in the previous sections we can
compute it at the leading order in the large spin expansion. We use the integral
formula for the metric operator (8.110)-(8.111) and the stationary phase analysis of
section 8.7 and find that the expectation value of the metric operator is simply given
by the evaluation of the insertion qabn (g+, g−) at the critical point

〈Ean · Ebn〉 = qabn (g+, g−)
∣

∣

l0ab,ḡ+,ḡ−
+ O(l0). (8.158)

For the diagonal components a = b we have that the insertion is simply given by
qaan = (βlna)

2 so that its evaluation at the critical point gives the area square of the
triangle fna. For the off-diagonal components we have that qabn = Aan · Abn where Aain
is given in equation (8.121). Its evaluation at the critical point can be easily found
using equation (8.138) in expression (8.121). We find

~Ana
∣

∣

∣

l0ab,ḡ+,ḡ−
= ~Ana+

∣

∣

∣

l0ab,ḡ+
+ ~Ana−

∣

∣

∣

l0ab,ḡ−

= βl+0na~nna(l0) + βl−0na~nna(l0) = βl0na~nna(l0) (8.159)

so that ~Ana at the critical point evaluates to the classical value ~Ea
ncl = βl0na~nna(l0),

the normal to the face a of the tetrahedron n (normalized to the area of the face). It is
the classical counterpart of the operator (Ean)

i. Therefore we have that at the leading
order the expectation value of the off-diagonal components is given by the dihedral
angle between two faces of a tetrahedron

〈Ean · Ebn〉 = ~Ea
ncl · ~E

b
ncl + O(l0)

= β2l0nal0nb ~nna(l0) · ~nnb(l0) + O(l0) . (8.160)

They have the expected geometrical meaning. We observe that the same quantities
computed with the Barrett-Crane spinfoam dynamics do not show the right behavior
when the off-diagonal components of the metric operator are considered.

Using the same technique we can evaluate the leading order of the two-point func-
tion. We have that

〈Ean ·EbnEcm ·Edm〉 = Eancl ·Ebncl Ecmcl ·Edmcl + O(l30) . (8.161)

The quantity we are specifically interested in in this paper is the connected two-point
function. It is of order O(l30), therefore it requires the next-to-leading orders in equa-
tions (8.160) and (8.161). Such orders depend on the measure µ(l). However in the
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computation of the connected part, these contributions cancel. The technique we
use in next section for the calculation of the connected two-point function is the one
introduced in section (8.7.2) and captures directly the leading order.

8.9 LQG propagator: the leading order

We have defined the LQG propagator as the connected two-point function Gabcdnm =
〈Ean · EbnEcm · Edm〉 − 〈Ean · Ebn〉 〈Ecm · Edm〉. Using the integral formula (8.110)-(8.111)
and the result (8.135) for the asymptotics of connected two-point functions, we can
compute the LQG propagator in terms of (the inverse of) the Hessian of the total
action and of the derivative of the metric operator insertions at the critical point.
These two ingredients are computed in section 8.7.4. Using them, we find that the
LQG propagator is given by

Gabcdnm (α) =
∑

p,q,r,s

Q−1
(pq)(rs)

∂qabn
∂lpq

∂qcdm
∂lrs

+

+
5
∑

r,s=2

3
∑

i,k=1

(

(H+)−1
(ri)(sk)

∂qabn
∂pi+r

∂qcdm
∂pk+s

+ (H−)−1
(ri)(sk)

∂qabn
∂pi−r

∂qcdm
∂pk−s

)

+O(l20) (8.162)

where all the terms appearing in this expression are defined in section 8.7.4. From this
expression we can extract the dependence on the boundary spin l0 and on the Immirzi
parameter β. We notice that the combinations

Rabcdnm =
1

β3l30

∑

p<q,r<s

Q−1
(pq)(rs)

∂qabn
∂lpq

∂qcdm
∂lrs

, (8.163)

Xabcd
nm =

1

2β4l30

5
∑

r,s=2

3
∑

i,k=1

( 1

β+
(H+)−1

(ri)(sk)

∂qabn
∂pi+r

∂qcdm
∂pk+s

+
1

β− (H−)−1
(ri)(sk)

∂qabn
∂pi−r

∂qcdm
∂pk−s

)

,

(8.164)

Y abcdnm =
1

2β4l30

5
∑

r,s=2

3
∑

i,k=1

( 1

β+
(H+)−1

(ri)(sk)

∂qabn
∂pi+r

∂qcdm
∂pk+s

− 1

β− (H−)−1
(ri)(sk)

∂qabn
∂pi−r

∂qcdm
∂pk−s

)

,

(8.165)

are in fact independent from l0 and from β. In terms of these quantities we have that
the LQG propagator has the following structure

Gabcdnm (α) = (βl0)
3
(

Rabcdnm (α) + βXabcd
nm + β2Y abcdnm

)

+ O(l20) (8.166)

where the dependence on β and on l0 has been made explicit now. The matrices Rabcdnm ,
Xabcd
nm and Y abcdnm can be evaluated algebraically. Only the matrix Rabcdnm depends on



182 CHAPTER 8. GRAVITON PROPAGATOR

the three parameters α0, α1, α2 appearing on the boundary state. We find that

Rabcdnm =

































c1 c3 c3
c3 c2 c4
c3 c4 c2









c3 c5 c6
c5 c3 c6
c6 c6 c4









c3 c6 c5
c6 c4 c6
c5 c6 c3









c3 c5 c6
c5 c3 c6
c6 c6 c4









c2 c3 c4
c3 c1 c3
c4 c3 c2









c4 c6 c6
c6 c3 c5
c6 c5 c3









c3 c6 c5
c6 c4 c6
c5 c6 c3









c4 c6 c6
c6 c3 c5
c6 c5 c3









c2 c4 c3
c4 c2 c3
c3 c3 c1

































(8.167)

where

c1 = 4γ1 , c2 = 4γ2 , c3 = −2

3
(2γ0 − 3γ1 + 3γ2) , (8.168)

c4 =
1

3
(8γ0 − 12γ1) , c5 =

1

9
(49γ0 − 93γ1 + 48γ2) , c6 = −1

9
(23γ0 − 42γ1 + 15γ2) ,

(8.169)

and14

γ0 =
1

10

(

− 1

α0 + 6α1 + 3α2
+

32

−8α0 − 8α1 + 16α2 + i
√

15
− 5

α0 − 2α1 + α2 + i
√

15

)

,

(8.172)

γ1 =
1

30

(

− 3

α0 + 6α1 + 3α2
+

16

−8α0 − 8α1 + 16α2 + i
√

15
+

5

α0 − 2α1 + α2 + i
√

15

)

,

(8.173)

γ2 =
1

30

(

− 3

α0 + 6α1 + 3α2
− 64

−8α0 − 8α1 + 16α2 + i
√

15
− 5

α0 − 2α1 + α2 + i
√

15

)

.

(8.174)

The matrices Xabcd
nm and Y abcdnm turn out to be proportional

Xabcd
nm =

7

36
Zabcdnm , Y abcdnm = −i

√
15

36
Zabcdnm , (8.175)

14We notice that the inverse of the matrix Q(ab)(cd) can be written in terms of the parameters γk

using the formalism (8.93) introduced in section 8.4,

(Q−1)(ab)(cd) =

2
∑

k=0

l0γkP
(ab)(cd)
k

. (8.170)

The matrix Q(ab)(cd) is defined in equation (8.151) and is given by

Q(ab)(cd) =
1

l0

2
∑

k=0

(ihk − αk)P
(ab)(cd)
k

, (8.171)

with h0 = − 9
4

√

3
5

, h1 = 7
8

√

3
5

, h2 = −
√

3
5

.
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with the matrix Zabcdnm given by

Zabcdnm =

































0 0 0
0 0 0
0 0 0









0 −1 ei
π
3

−1 0 e−i
π
3

ei
π
3 e−i

π
3 0









0 e−i
π
3 −1

e−i
π
3 0 ei

π
3

−1 ei
π
3 0









0 −1 ei
π
3

−1 0 e−i
π
3

ei
π
3 e−i

π
3 0









0 0 0
0 0 0
0 0 0









0 ei
π
3 e−i

π
3

ei
π
3 0 −1

e−i
π
3 −1 0









0 e−i
π
3 −1

e−i
π
3 0 ei

π
3

−1 ei
π
3 0









0 ei
π
3 e−i

π
3

ei
π
3 0 −1

e−i
π
3 −1 0









0 0 0
0 0 0
0 0 0

































.

(8.176)

This is the main result of the paper, the scaling and the tensorial structure of
metric correlations in LQG. In the following we collect some remarks on this result:

- The LQG propagator scales as l30, as expected for correlations of objects with
dimensions of area square, Ean · Ebn ∼ (βl0)

2.

- The off-diagonal components are not suppressed as happened for the Barrett-
Crane model [50, 51] and have the same scaling as the diagonal ones.

- The contribution Rabcdnm in (8.166) matches exactly with the matrix of correlations
of areas and angles computed in perturbative quantum Regge calculus with a
boundary state as done in [48].

- On the other hand, the ‘β-terms’ in (8.166), βXabcd
nm + β2Y abcdnm , are new and

proper of the spin foam model. They come from SU(2) × SU(2) “group” fluc-
tuations. They don’t contribute to area-area correlations, nor to area-angle
correlations. On the other hand, their contribution to angle-angle correlations is
non-trivial.

- In the limit β → 0 and l0 → ∞ with βl0 = const = A0, only the Regge contri-
bution survives. It is interesting to notice that the same limit was considered in
[87] in the context of loop quantum cosmology.

- The ‘β-terms’ have an interesting feature that we now describe. Let us focus on

the tensorial components G4 = G
(34)(45)
12 and G5 = G

(35)(45)
12 . They are related

by a permutation of the vertices 4 and 5, keeping the other three vertices fixed.

The ‘Regge-term’ is invariant under this permutation, R
(34)(45)
12 = R

(35)(45)
12 . On

the other hand the ‘β-terms’ are not. In particular we have that

βX
(35)(45)
12 + β2Y

(35)(45)
12 = ei

2π
3

(

βX
(34)(45)
12 + β2Y

(34)(45)
12

)

. (8.177)

It would be interesting to identify the origin of the phase 2π
3 . We notice that

the permutation of the vertex 4 with the vertex 5 of the boundary spin network
corresponds to a parity transformation of the four-simplex. In this sense the
‘β-terms’ are parity violating.

In next section we investigate the relation of the result found with the graviton
propagator computed in perturbative quantum field theory.
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8.10 Comparison with perturbative quantum grav-
ity

The motivation for studying the LQG propagator comes from the fact that it probes a
regime of the theory where predictions can be compared to the ones obtained pertur-
batively in a quantum field theory of gravitons on flat space [42, 43, 44]. Therefore it is
interesting to investigate this relation already at the preliminary level of a single spin
foam vertex studied in this paper. In this section we investigate this relation within
the setting discussed in [50, 51, 52].

In perturbative quantum gravity15, the graviton propagator in the harmonic gauge
is given by

〈hµν(x)hρσ(y)〉 =
−1

2|x− y|2 (δµρδνσ + δµσδνρ − δµνδρσ). (8.178)

Correlations of geometrical quantities can be computed perturbatively in terms of the
graviton propagator. For instance the angle at a point xn between two intersecting
surfaces fna and fnb is given by16

qabn = gµν(xn)gρσ(xn)B
µρ
na(xn)B

νσ
nb (xn) (8.179)

where Bµν is the bivector associated to the surface17. As a result the angle fluctuation
can be written in terms of the graviton field

δqabn = hµν(xn) (T abn )µν , (8.181)

where we have defined the tensor (T abn )µν = 2δρσB
µρ
na(xn)B

νσ
nb (xn). The angle correla-

tion (Gabcdnm )qft is simply given by

(Gabcdnm )qft = 〈hµν(xn)hρσ(xm)〉 (T abn )µν(T cdm )ρσ . (8.182)

In particular, this quantity can be computed for couples of surfaces identified by trian-
gles of area A0 living on the boundary of a regular Euclidean 4-simplex. This quantity
has been computed in [51] and we report it here for reference,

(

Gabcdnm

)

qft
=

−A3
0

18
√

3 × 512
×

15Here we consider the Euclidean case.
16We thank E. Alesci for a discussion on this point.
17To be more specific, we consider local coordinates (σ1, σ2) for a surface t and call tµ(σ) its

embedding in the 4d manifold. The bivector Bµν
t (x) is defined as

Bµν
t (x) =

∂tµ

∂σα

∂tν

∂σβ
εαβ . (8.180)
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(8.183)

The question we want to answer here is if the quantity (Gabcdnm )qft and the leading

order of the LQG propagator given by equation (8.166) can match. As we can identify
βl0 with the area A0, we have that the two have the same scaling. The non-trivial part
of the matching is the tensorial structure. Despite the fact that we have 9×9 tensorial
components, only six of them are independent as the others are related by symmetries
of the configuration we are considering. On the other hand the semiclassical boundary
state |Ψ0〉 we used in the LQG calculation has only three free parameters, α0, α1, α2.
Therefore we can ask if there is a choice of these 3 parameters such that we can satisfy
the 6 independent equations given by the matching condition

(

Gabcdnm (α)
)

lqg
=
(

Gabcdnm

)

qft
. (8.184)

We find that a solution in terms of the parameters αk can be found only in the limit
of vanishing Immirzi parameter, keeping constant the product βl0 = A0. In this limit
we find a unique solution for αk given by

α0 =
1

100
(495616

√
3 − 45

√
15 i) , (8.185)

α1 =
1

200
(−299008

√
3 + 35

√
15 i) , (8.186)

α2 =
1

25
(31744

√
3 − 5

√
15 i) . (8.187)

Therefore the matching condition (8.184) can be satisfied, at least in the specific limit
considered. Having found a non-trivial solution, it is interesting to study the real part
of the matrix α(ab)(cd) in order to determine if it is positive definite. Its eigenvalues
(with the associated degeneracy) are

λ5 = 9216
√

3 , deg = 5 , (8.188)

λ4 =
4608

√
3

5
, deg = 4 , (8.189)

λ1 = −1024
√

3

5
, deg = 1 . (8.190)

We notice that all the eigenvalues are positive except one, λ1. The corresponding
eigenvector represents conformal rescalings of the boundary state, l0ab → λl0ab. It
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would be interesting to determine its origin and to understand how the result depends
on the choice of gauge made for the graviton propagator (8.178).

8.11 Conclusions

We have studied correlation functions of metric operators in loop quantum gravity.
The analysis presented involves two distinct ingredients:

• The first is a setting for defining correlation functions. The setting is the bound-
ary amplitude formalism. It involves a boundary semiclassical state |Ψ0〉 which
identifies the regime of interest, loop quantum gravity operators Ean · Ebn which
probe the quantum geometry on the boundary, a spin foam model 〈W | which im-
plements the dynamics. The formalism allows to define semiclassical correlation
functions in a background-independent context.

• The second ingredient consists in an approximation scheme applied to the quan-
tity defined above. It involves a vertex expansion and a large spin expansion.
It allows to estimate the correlation functions explicitly. The explicit result can
then be compared to the graviton propagator of perturbative quantum gravity.
In this chapter we focused on the lowest order in the vertex expansion and the
leading order in the large spin expansion.

The results found in the chapter can be summarized as follows:

1. In section 8.4 we have introduced a semiclassical state |Ψ0〉 peaked on the intrin-
sic and the extrinsic geometry of the boundary of a regular Euclidean 4-simplex.
The technique used to build this state is the following: (i) we use the coherent
intertwiners introduced in [65, 72] to define coherent spin networks as in [73]; (ii)
we choose the normals labelling intertwiners so that they are compatible with a
simplicial 3-geometry (8.82). This addresses the issue of discontinuous lengths
identified in [80]; (iii) then we take a gaussian superposition over coherent spin
networks in order to peak on extrinsic curvature as in [45, 46]. This state is an
improvement of the ansatz used in [50, 51, 52], as it depends only on the three
free parameters α0, α1, α2.

2. In section 8.6 we have defined expectation values of geometric observables on
a semiclassical state. The LQG propagator is defined in equation (8.101) as a
connected correlation function for the product of two metric operators

Gabcdnm = 〈Ean ·Ebn Ecm ·Edm〉 − 〈Ean ·Ebn〉 〈Ecm ·Edm〉 . (8.191)

This is the object that in principle can be compared to the graviton propagator
on flat space: the background is coded in the expectation value of the geomet-
ric operators and the propagator measures correlations of fluctuations over this
background.

3. In section 8.6.2 we have introduced a technique which allows to write LQG metric
operators as insertions in a SO(4) group integral. It can be interpreted as the



8.11. CONCLUSIONS 187

covariant version of the LQG operators. The formalism works for arbitrary fixed
triangulation. Having an integral formula for expectation values and correlations
of metric operators allows to formulate the large spin expansion as a stationary
phase approximation. The problem is studied in detail restricting attention to
the lowest order in the vertex expansion, i.e. at the single-vertex level.

4. The analysis of the large spin asymptotics is performed in section 8.7. The
technique used is the one introduced by Barrett et al in [73]. There, the large
spin asymptotics of the boundary amplitude of a coherent spin network is studied
and four distinct critical points are found to contribute to the asymptotics. Two
of them are related to different orientations of a 4-simplex. The other two come
from selfdual configurations. Here, our boundary state is peaked also on extrinsic
curvature. The feature of this boundary state is that it selects only one of the
critical points, extracting exp iSRegge from the asymptotics of the EPRL spin

foam vertex. This is a realization of the mechanism first identified by Rovelli in
[45] for the Barrett-Crane model.

6. In 8.8 we compute expectation values of LQG metric operators at leading order
and find that they reproduce the intrinsic geometry of the boundary of a regular
4-simplex.

7. Computing correlations of geometric operators requires going beyond the lead-
ing order in the large spin expansion. In section 8.7.2 we derive a formula for
computing directly the connected two-point correlation function to the lowest
non-trivial order in the large spin expansion. The formula is used in section
8.7.4.

8. The result of the calculation, the LQG propagator, is presented in section 8.9.
We find that the result is the sum of two terms: a “Regge term” and a “β-term”.
The Regge term coincides with the correlations of areas and angles computed in
Regge calculus with a boundary state [48]. It comes from correlations of fluctu-
ations of the spin variables and depends on the parameters αk of the boundary
state. The “β-term” comes from fluctuations of the SO(4) group variables. An
explicit algebraic calculation of the tensorial components of the LQG propagator
is presented.

9. The LQG propagator can be compared to the graviton propagator. This is done
in section 8.10. We find that the LQG propagator has the correct scaling be-
haviour. The three parameters αk appearing in the semiclassical boundary state
can be chosen so that the tensorial structure of the LQG propagator matches
with the one of the graviton propagator. The matching is obtained in the limit
β → 0 with βl0 fixed.

Now we would like to put these results in perspective with respect to the problem
of extracting the low energy regime of loop quantum gravity and spin foams (see in
particular [88]).

Deriving the LQG propagator at the level of a single spin foam vertex is certainly
only a first step. Within the setting of a vertex expansion, an analysis of the LQG
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propagator for a finite number of spinfoam vertices is needed. Some of the techniques
developed in this chapter generalize to this more general case. In particular super-
positions of coherent spin networks can be used to build semiclassical states peaked
on the intrinsic and the extrinsic curvature of an arbitrary boundary Regge geometry.
Moreover, the expression of the LQG metric operator in terms of SO(4) group inte-
grals presented in this chapter works for an arbitrary number of spin foam vertices
and allows to derive an integral representation of the LQG propagator in the general
case, analogous to the one of [70] but with non-trivial insertions. This representation
is the appropriate one for the analysis of the large spin asymptotics along the lines
discussed for Regge calculus in [89]. The non-trivial question which needs to be an-
swered then is if the semiclassical boundary state is able to enforce semiclassicality
in the bulk. Another feature identified in this chapter which appears to be general is
that, besides the expected Regge contribution, correlations of LQG metric operators
have a non-Regge contribution which is proper of the spin foam model. It would be
interesting to investigate if this contribution propagates when more than a single spin
foam vertex is considered.
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Starting from a BF-type formulation of General Relativity in the canonical formalism, we construct
a physical scalar product with no restrictions for the boundary states that, for particular cases,
reproduce the E.P.R. amplitude.

I. INTRODUCTION

Loop quantum gravity has so far achieved splendid results in the description of the kinematic of pure gravity states in
terms of colored graphs, whose nodes represent quanta of volume connected by links representing quanta of area [1].
However, it is still incomplete as far as the the dynamics is concerned. A hamiltonian operator has been described by
T. Thiemann [2] for the formulation of General Relativity via Ashtekar variables but, in spite of the formal definition,
we have not yet been able to decipher the precise action on the states because of its complexity. In alternative, a
quantum dynamics has been constructed by describing gravity as a topological theory (BF-theory) with constraints
on the states [3]; in particular, he we will refer to the work by Engle Pereira and Rovelli (E.P.R.) in [4]. The amplitude
obtained, sometimes referred to as E.P.R. has the correct low energy limit [11]. But so far the results are limited to a
formulation via path integral over space-times of Regge type. Here we take some steps towards the derivation of the
E.P.R. amplitude from the hamiltonian theory.

We start in section (II) with a standard introduction on the spin-network as functions on a compact group G and
we define the approximation of a spin-network on a lattice. We perform a series of integrals on G over products of
holonomies along the squares of the lattice. This allows us to calculate the expectation value of an operator that will
revealed itself in section (III) as the projector on the physical states. For doing this we extend at the general case the
approach adopted by Karim Noui and Alejandro Perez in [6] for the three dimensional case. In section (III) we consider
BF-theory and the classical constraints that give General Relativity starting from this theory. In the quantum theory,
these constraints have to be imposed on the physical states. We choose to impose them already on the kinematical
states. We extract some indication for doing this from the work of Jonathan Engle, Etera Livine, Roberto Pereira,
Carlo Rovelli [4] where is largely explored the case of 4-valent spin-networks. We get a projector on the physical
states and we calculate a physical scalar product between the two simpler 4-valent spin-networks, obtaining the same
amplitude obtained in [4] via path integral over space-times of Regge type, called E.P.R. amplitude. For another
attempt to relate the spin-foam vertex with a hamiltonian operator see [10].

II. SPIN-NETWORKS

We use greek letters for spacetime indices and latin letters for space indices and follow the approach of [8]. We consider
S an oriented smooth m-dimensional manifold representing space, parameterized with coordinates xa, a = 1, . . . ,m.
A finite collection γ of real-analytic paths γi such that

γi : [0, 1]→ S

τ → γi(τ), (1)

with γi(τ) points of S, form a graph in S if they intersect, it at all, only in their endpoints. We then call them links
and call their endpoints nodes. Given a node v, we say a link γi is outgoing from v if γi(0) = v, and we say γi is
incoming to v if γi(1) = v. We take a connection A of a compact group G. We can think of the holonomies along
these paths as elements of G. The functionals of the form

ψ(A) = f(Te
∫
γ1
A
, . . . , T e

∫
γn
A)

form an algebra, that we call Fn(A), that is isomorphic to the algebra of all continuous complex-valued functions on
Gn. Given two function in this algebra, we can thus define their inner product by
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< ψ, φ >=
∫
Gn

ψφ (2)

where the integral is done using normalized Haar measure on Gn. Obviously if ψ ∈ Fn(A) we have also ψ ∈ F k(A)
if k > n. This is because we can see Fn(A) as a F k(A), constant with respect to the group elements n+ 1, . . . , k. In
this way it is possible to extend the definition of the scalar product to arbitrary couple of function, respectively in
Fn(A) and Fm(A), by considering both as element of F k(A) with k ≥ m,n. It is easy to see that this is independent
from the choice of k.

A spin-network in S consist of:

• a graph γ in S;

• for each link e of γ, an irreducible representation ρe;

• for each node v of γ, an intertwiner, that is an operator which maps

iv : ρe1 ⊗ . . .⊗ ρep → ρe′1 ⊗ . . .⊗ ρe′q

where e1 . . . ep are the links incoming to v and e′1, . . . e
′
q are the links outgoing from v.

A way to get a function in Fn(A) from a spin-network in S is to take the holonomy along each link of γ, think of it as
a group element, and write it in the representation labeling the link. Picking a basis for this representation we think
of the result as a matrix with one superscript (representing the beginning of the link) and one subscript (representing
the ending of the link). In addition we write the intertwiner for every node as a tensor and contract all indices.

F (A) = [Rρ]ab ⊗ . . .⊗ [Rσ]cd (i1)b... ⊗ . . .⊗ (il)...a ⊗ . . .⊗ (in)...c ⊗ . . .⊗ (iq)d...

It’s easy to see that a normalized state (respect to (2)) can be obtained by multiplying

F (A)NORMALIZED = F (A) ·
√
dimρ . . . dimσ. (3)

This holds because

∫
dU [Rρ(U)]IJ . . . [R

σ(U)]KL =
∑
i

iI...Ki∗J...L (4)

with i a normalized intertwiner between the representations ρ . . . σ. Hence the normalized intertwiner between only
two representation is the “delta” divided by the square root of the dimensions of the representation

∫
dU [Rρ(U)]IJ [Rσ(U)]KL =

δIK√
dimρ

δJL√
dimσ

δρσ =
1

dimρ
δρσδIKδJL. (5)

These functions are gauge invariant. In [7] it is shown that these functions span L2(A/G), with A/G the space of
the connections in S modulo gauge transformations. So, we have a one to one correspondence from spin networks to
functions in L2(A/G) and we can speak about a spin-network meaning the relative function in L2(A/G).

We consider the image in Rm of a part of the graph γ contained in a open set of an atlas covered S. It is given
by the xa(γ). We say that two images made with x and y coordinates are equivalent if exists a continuous, piecewise
differentiable, map from Rm to Rm, y : x→ y(x) such that ya(γi) = ya[x(γi)] for every γi ∈ γ. This take into account
for the different possible choices of coordinates. A change in the coordinates (or a diffeomorphism), deform the image
of the graph in Rm without change its corresponding abstract graph, that is the combinatorial relation between links
and nodes. The “physical scalar product” that we construct in this work depend only on abstract graphs and therefore
it is diffeomorphism-invariant.
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Taken an m-dimensional lattice with step ε, we can always approximate such an image with links of the lattice.
In the limit ε → 0 we recover the smooth image. In this framework we can consider a minimal link of length ε as
an element (a1, . . . , am, z+) where (a1 . . . , am) ∈ Nm labels the starting point, z = 1, . . . ,m indicates the direction
and ± the orientation, with (a1, . . . , az, . . . , am, z+) = (a1, . . . , az +1, . . . , am, z−). We indicate with U(a,...,d,e,...,m,d+)

the holonomy of the link (a, . . . , d, e, . . . ,m, d+). We consider the holonomy in the representation σ along one of this
minimal link, we say R(U)σ(a,...,d,e,...,m,d+). Consider the square path

(a, . . . , d, e, . . . ,m, d+) → (a, . . . , d+ 1, e, . . . ,m, e+)
→ (a, . . . , d+ 1, e+ 1, f, g, . . . ,m, d−)
→ (a, . . . , d, e+ 1, . . . ,m, e−), (6)

We indicate the product of the holonomies associated to the side of the square as Ud+e+
(a,...,d,e,...,m). We have the simple

result

∫
dU(a,...,d,e,...,m,d+)δ(Ud+e+

(a,...,d,e,...,m))R(U)σ(a,...,d,e,...,m,d+) =

= R(U)σ(a,...,d,e,...,m,e−)R(U)σ(a,...,d,e+1,...,m,d+)R(U)σ(a,...,d+1,e+1,...,m,e+), (7)

graphically in figure (1), where we have used

δ(Ud+e+
(a,...,d,e,...,m)) =

∑
ρ

(dimρ)R(U)ρ,d+e+
(a,...,d,e,...,m).

FIG. 1:

With little work we can see that any 2 graphs related by a diffeomorphism can be related using a sequence of such
integrations. Similarly, the product of two deltas along two squares with a common link, integrated in the common
link, results in a delta along the rectangle (UREC) containing the two squares

∫
dU(a,...,d,e,...,m,d+)δ(Ud+e+

(a,...,d,e,...,m))δ(U
d+e−
(a,...,d,e,...,m)) = δ(UREC). (8)

So, if we consider a product of delta functions associates to all the squares of a 2-dimensional region on the lattice,
and we integrate on the internal links, we obtain a delta over the holonomy along the boundary of the region. This
is illustrated in figure (2)
Consider now the following scalar product between two spin-networks

< γ1, ρ1, iv1|
∏

INDEP.
SQUARES

δ(USQ)|γ2, ρ2, iv2 > (9)

The sum is over “indipendent” squares. By this we mean the following. We write the deltas one square at a time
and, when we should consider a square of which all sides have been already drawn from other squares occupied by
deltas, we don’t write it. We continue until we touch all the possible squares of the lattice. This procedure is largely
arbitrary, depending on the sequence that we follow in considering the squares, but we are satisfied if we can calculated
(9) at least for one sequence. This procedure avoid situation like this: you takes a cube and the six deltas on its faces
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FIG. 2:

and integrate on the twelve group elements of the links. The result is an infinitive constant. This is because, if we
integrate the common links of the lower and lateral faces, we obtain a delta on the upper face. But we have already
a delta on this face! In this way we have an integral of the type

∫
dU1dU2dU3dU4 δ(U1U2U3U4)δ(U1U2U3U4) = δ(1) =∞.

The formula (9) contains an integration for every link of the lattice and a delta for every independent square of the
lattice. Now we note that some link appears only in the deltas and not in the initial and final states, we call them
“free links”. Integrating on this links and using repeatedly the result (8) we obtain

< γ1, ρ1, iv1|
∏

INDIP.
SQUARES

δ(USQ)|γ2, ρ2, iv2 >= W < γ1, ρ1, iv1|
∏

INDIP.
FACES

δ(UFC)|γ2, ρ2, iv2 > (10)

where for faces we intend the closed figures formed by the links of the graph γ1 ∪ γ2. Indeed if, by absurd, after
this integration we would obtain deltas over closed paths whose links don’t overlap the links of the graph, we would
have some links of these paths that isn’t in the final or initial state. But this is impossible because we have already
integrated over this free links. The arbitrarily in the choice of the sequence of squares reflect an arbitrarily in the
sequence of faces, following the same idea that a face doesn’t appear if its contour is drawn by the other faces.
Obviously, in the calculation we obtain some “infinity”: for example the integration of a delta over a path which goes
to infinitive, over a free link at the infinite, gives 1. But, after this integration, remain so much integrations over now
empty links at the infinitive of that canceled path, which generate an “infinite” constant, that we call “W”1.

Let us now restrict the dimensions of the space to 3 and to the case where the spin-network are constructed on the
dual 1-skeleton of a triangulated manifold or a Regge space. As before, we start with a 3-dimensional real-analytic
manifold S representing space. Given any triangulation of S we can choose a graph in S called the “dual 1-skeleton”,
having one node at the center of each 3-simplex and one link intersecting each (3 − 1)-symplex. In a 3-dimensional
space we have a node for every tetrahedron and an link for every face. Given two nodes, the link which connects them
correspond at the common face of the two tetrahedron. Note that all the vertices are quadrivalent. In this case the
simplest transition from a normalized (truncated) initial state (the left) to a normalized final (truncated) state (the
right) is represented in the figure (3) and gives, for the scalar product

W−1 < γ2, ρ2, ıv2|
∏

INDIP
SQUARES

δ(USQ)|γ1, ρ1, ıv1 >=< γ2, ρ2, ıv2 |
∏

INDIP
FACES

δ(UFC)|γ1, ρ1, ıv1 >, (11)

1 For a more rigorous treatment, we have to analyze (the images of) the parts of the graph γ1 ∪ γ2 contained in the open sets of the atlas,
once at a time. We can construct a partial “face”, joining by integrations the squares, until we arrive near the frontier of (the image
of) the open set, named OA. Then we pass to another open set OB , with OB ∩ OA 6= 0, containing the links of the partial face near
the frontier of OA. The diffeomorphism from the cart A to the cart B can deform this links but not their mutual relations, so it is not
a problem. Now we can proceed with the integration of the squares in the image of OB and so on, obtaining the complete “face”.
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FIG. 3:

FIG. 4: In red the initial state, in black the final state, in blue the paths of the deltas. The colored rectangles represent the
integrations.

< γ2, ρ2, ıv2|
∏

INDIP.
FACE

δ(UFC)|γ1, ρ1, ıv1 >= 15j ·
6∏
i=1

√
dimρi, (12)

In figure (4) the paths of the deltas are represented in blue and the integrations on the group are represented as
colored rectangles. The yellow rectangles generate, through the relation (4), five four-valent intertwiners. They result
contracted with the pattern in figure (5) that defines the so called 15j-symbol

15j = iabcdρ iaefgσ ibehlα icfhmβ idglmγ ,

where ρ, σ, α, β, γ are the representations of the spins of the intertwiners when we consider them as couples of trivalent
ones linked by links of spin ρ, σ, α, β, γ. The red integrations select from the decomposition of the deltas (the blue
ones) the representations equal to the final state representations and cancel the factor dimρ in the decomposition. The
green integrations cancel the factor

√
dimρ ·

√
dimρ = dimρ coming from the normalizations and impose equivalence

at the truncated parts. The other contractions fix the intertwiners coming from the yellow integrations to be equal
to the intertwiners of the final state.
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FIG. 5: Pattern of contraction of the five 4-valent intertwiners resulting from the yellow integrations.

We can now describe the amplitude (9) computed on these states using a spin-foam language. Let us start joining
the initial and the final states by their external lines (the truncated parts). Returning at the triangulated manifold,
this mean to identify the free face of each tetrahedron in the final states with one face of the initial tetrahedron,
obtaining a 4 dimensional figure called 4-symplex, part of a Regge-spacetime. From a 4-symplex we pass at the 2-
complex or spin-foam, that is its dual. For construct the dual we draw a vertex in the center of the 4-symplex and, for
every tetrahedron, we draw an edge which intersect its and is incident to the vertex. These edges form the boundaries
of the faces of the symplex. In this case we can see the faces as marked by a couple of edges, see (6). We note that
every face marked by a couple of edges corresponding to final tetrahedrons (the black upper ones) includes a link in
the final spin-network. So we associate the spins of these links to these faces. In a similar way every face marked by a
mixed couple includes a link in the initial state and one in the final state with the same spin. We associate these spins
to these faces. Furthermore every node of the spin-networks bounds an edge of the spin-foam and so we associate the
spins of the corresponding nodes to the edges.

FIG. 6: The 2-complex, in black, with the initial and final states, in red.
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In the spin-foam formalism we associate an amplitude to the 2-complex, understood as a product of a faces am-
plitude, an edges amplitude and a vertex amplitude. The vertex amplitude is the part of this that is unfactorizable
in terms of faces and edges. The unfactorizable part in (12) is the 15j. The spins which enter in the symbol are the
six spins from the final states, the four spins from the initial state and the five spins of the spin-networks nodes. As
we have seen, these 15 spins can be associated to the ten faces of the 4-symplex and to its five edges. We remain
with the six factors

√
dimρ from the normalization of the non-truncated part. We can understand them as the faces

amplitude in the spin-foam.
In the spin-foam framework we have a condition on the amplitude for preserving the unitarity: we image of

separating an arbitrary 2-complex in two parts cutting it with a plane. The total amplitude has to be described as
the product of the amplitudes of the two parts. This imposes that the face amplitude for the faces border by a link
included in one of the two boundary states has to return a factor (dimρ)n/2 if an internal face gives (dimρ)n. This is
because, dividing a 2-complex in two parts, we can divide an internal face in two parts. Every parts will be bordered
by a link in a boundary state. The amplitude of the original internal face has to be the product of the amplitudes
of the resulting faces bounded by a link in a boundary state. The relation (dimρ)n = (dimρ)n/2 · (dimρ)n/2 ensures
this. For the same reason, a face bounded by a link in the initial state and a link in the final state has to return
an amplitude equal to 1. If it is not so, we can divide the 2-complex with an infinite number of planes, generating
an infinite number of faces with the same character. In this way the amplitude would explode. The amplitude (12)
respects this conditions with n = 1. Notice that the four faces of the final tetrahedron do not have associated deltas,
because of our choice of associating deltas only to independent faces.

So far we have shown that the scalar product (9) between spin-network states can be expressed in terms of a
spin-foam with vertex amplitude given be a 15j-symbol. Let us can see how this is related to quantum general
relativity.
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III. BF-THEORY AND GENERAL RELATIVITY

We assume that the Lie Algebra g of the group G is equipped with an invariant nondegenerate bilinear form < ·, · >.
The action for BF-theory is

S =
∫
M=S⊗R

F ∧B dm+1x (13)

where F (A) is the curvature of A, that is a g-valued two-form, and B is a g-valued (m−1) form. In the 4-dimensional-
SO(4) case we have

S =
1
4!

∫
M=S⊗R

εµνρσFµνBρσ d
4x (14)

S =
1
2

∫
M=S⊗R

[εabcF0aBbc + εabcFabBc0] d4x (15)

S =
∫
M=S⊗R

[F0aE
a + εabcFabBc] d4x (16)

S =
∫
M=S⊗R

[ȦaEa +A0DaE
a + εabcFabBc] d4x (17)

where we have set εabcBbc = 1
2E

a and B0c = 1
2Bc. We have two first class constraints

DaE
a = 0

which imposes gauge invariance respect to transformations of G, and

Fab = 0 (18)

which codes the dynamic and diffeomorphisms-invariance. Riemaniann general relativity can be obtained by imposing
that B has the form

BIJµν =
( 1
β

+ 1 · ∗
)

(eIµe
J
ν − eIνeJµ)

where IJ are indices of the so(4) algebra, β is the Immirzi parameter and ∗ is an Hodge dual which acts in the
Lie-algebra indices (∗BIJµν = εIJKLB

KL
µν ). This decomposition is possible if and only if

∗Bµν ·Bµν
(

1 +
1
β2

)
− 2
β
Bµν ·Bµν = 0 (19)

nI

(
(∗B)IJµν −

1
β
BIJµν

)
= 0 (20)

for some direction nI . No sum on repeated indices is assumed. This can be rewritten as

∗Ea · Ea
(

1 +
1
β2

)
− 2
β
Ea · Ea = 0 (21)
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nI

(
(∗Ea)IJ − 1

β
EaIJ

)
= 0 (22)

We see that

{Aa(x), Eb(x′)} = δbaδ
3(x− x′).

In the quantum theory we can represent Ea as

Ea(x) = −i δ

δAa(x)
.

Acting on the holonomy state e
∫
γ1
A and choosing nI = δ0

I we see that the (21) and (22) can rewrite as

C2

(
1 +

1
β2

)
− 2
β
C1 = 0 (23)

LI − 1
β
KI = 0 (24)

where LI = 1
2ε
I
KLJ

KL, KI = J0I are respectively the generators of the SO(3) subgroup that leaves nI invariant and
the generators of the corresponding boosts. C1 and C2 are the Casimir and pseudo-Casimir operators of g

C1 = J · J = 2(L2 +K2) (25)

C2 = ∗J · J = 4L ·K. (26)

The constraint (24) are of second class, but we can substitute them with the first class master-constraint

∑
I

(
LI − 1

β
KI
)2

= L2
(

1− 1
β

)
+

1
2β2

C1 −
1

2β
C2 = 0 (27)

Substituted the (23) we have

C2 = 4βL2 (28)

The (23) is solved, up to h corrections by

(j+)2 =
(β + 1
β − 1

)2

(j−)2 (29)

where (j+, j−) label the unitary representation of SO(4). So the (23) poses only a restriction on the representations
in the spin-network states. For β > 0 the (28) imposes

l2 =
( 2j−

1− β

)2

=
( 2j+

1 + β

)2

(30)

that for 0 < β < 1 corresponds to

l = j+ + j−. (31)



10

That is, the constraint selects the highest irreducible in the decomposition of the representation space, that we call
H(j+,j−), when viewed as the carrying space of a reducible representation of the SO(3) subgroup

H(j+,j−) → Hj+ ⊗Hj− = H|j+−j−| ⊕ . . .⊕Hj++j− .

This can be implemented posing a particular form on the intertwiners k-valent in the spin-networks

i(q
+q−)1...(q

+q−)k = im1...mk

k⊗
i=1

∫
SO(4)

dU i
q′+i q

′−
i

mi [R
(1+β)li

2
|1−β|li

2 (U)]q
+
i q
−
i

q′+i q
′−
i

(32)

with im1...mk , iq
′+
i q
′−
i

mi intertwiners of SO(3). For k = 4 this node reduces to the E.P.R.-node. Once we have imposed
these constraints we can implement the dynamics. Equation (18) becomes

Fab(x)|physical state >= 0.

The approximation of this condition on a lattice is

USQ − 1|physical state >= 0 ∀ INDIP. SQUARE.

It gives (remember that the delta on the group has support on the unity) the physical scalar product; that is

< final state|N
∏

INDIP.
SQUARES

δ(USQ)|initial state > .

It simplifies, as we have seen in the discussion after equation (8), to

NW < final state|
∏

INDIP.
FACES

δ(UFC)|initial state >, (33)

where FACES are the closed surfaces bounded by the union of the links of the graphs in the initial and final states.
The constant N is fixed by the condition

< state|N
∏

INDIP.
SQUARES

δ(USQ)|state >= 1

and absorbes the divergence of W . The operator

P = N
∏

INDIP.
SQUARES

δ(USQ)

is called a projector on the physical states. At this point we can forget the lattice. If the states are the 4-valent basic
graphs that we have seen in the previous section we obtain now the E.P.R. amplitude with the 15j-symbol of SO(4)
which splits into two 15j-symbols of SO(3) contracted in a way given by the E.P.R. node, that is

AEPR =
∏
f

√
(|1− β|jf + 1)((1 + β)jf + 1) ·

·
∑
i+a i
−
a

15j
( (1 + β)jab

2
; i+a
)

15j
( |1− β|jab

2
; i−a
)⊗

a

f ia
i+a i
−
a

(jab) (34)

where a, b = 1, . . . , 5 are abstract labels for identify the a− th intertwiner or the contraction from the a− th and the
b− th. The label f indicates the faces of the spin-foam bounded by the initial and final states. Moreover
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f ii+ i− = im
1...m4

ii
+ i−

(q+1 q−1 )...(q+4 q−4 )

⊗
i=1...4

i
q′+i q

′−
i

mi .

In this way we have recovered the E.P.R. spin-foam transition amplitude of reference [4]. In this framework we
apparently have not need to insert a lot of complete sets between initial and final state: the only difficult for doing
the calculation (33) seems to be finding the closed surfaces in the union of the graphs. But we consider

< s1|P |s2 >=< s1|PP |s2 >=
∑
i

< s1|P |si >< si|P |s2 > . (35)

The sum is on all the spin-networks si, not only on those which satisfied the restrictions on the representations,
and so the scalar product is incorrect. The solution can be found by inserting infinite projectors and complete sets,
restricting all the sums to the states that satisfied the restrictions.

< s1|P |s2 >Phys=
∑

i1,...,in

< s1|P |si1 >< si1 |P |si2 >< si2 |P . . . P |sn−1 >< sn−1|P |sin >< sin |P |s2 > (36)

Some “internal” scalar product will be trivially equal to one. Discarding these we obtain a sum on all the non-trivial
sequence of spin-networks which connect the initial and final states. In this way we recover, calculating the single
physical scalar products, the ordinary sum on spin-foams connecting the external spin-networks.

IV. CONCLUSIONS

We have shown how to reconstruct the E.P.R. spin-foam amplitude of reference [4] starting from a formulation of the
canonical theory. We can add a few remarks:

• The final amplitude is expressed in terms of invariant quantities of the group theory for G. Therefore it can be
generalized to non compact groups. We can pass freely, for example, from SO(4) to SO(1, 3), substituting the
relative invariants for the ones with those of the second. The unitary representation for the last are labeled by
(n, ρ), with n positive integer and ρ real. In this case the condition (23) becomes:

nρ
(
β − 1

β

)
= ρ2 − n2 (37)

and fixes ρ = βn or ρ = −n/β. This makes the area spectrum discretized also in the lorentzian theory [4].

• The form of the scalar product (33) doesn’t depend to the dimension of the space S. So we can in principle
calculate the probability for a state to pass from a graph embedded in a N -dimensional space to a graph
embedded in a N + 1 dimensional space. In this way we can study if a 3-dimensional space is statistically
favored.

• The theory can be extended to gauge interactions. We can move from a 4-dimensional manifold M4 to an
11-dimensional one with topology of M4 × S1 × S2 × CP 2. The form B becomes

BIJµ1,...,µ9
=
∗T

β
(bI ∧ bJ)µ1,...,µ9 + ∗L(bµ1 . . . bµ9)IJ

where the dual ∗T acts on tangent space indices and ∗L on Lie algebra indices. The theory classically admits a
solution of the form

gαβ =
(
gab +QraK

r
l Q

s
bK

sl QraK
r
j

QrbK
r
i gij

)



12

gαβ = bΣαb
Σ
β gij = êIi ê

I
j gab = eAa e

A
b

b =
(
e QrKrlêl
0 ê

)

α, β,Σ = 1, . . . , 11 a, b, A = 1, . . . , 4 i, j, l, I = 5, . . . , 11

Capital letters indicate Lie SO(11) algebra indices. Indices r, s move on the 1 + 3 + 8 = 12 generators of
U(1)×SU(2)×SU(3) with gauge fields Qr and Killing vectors Kr. We suppose that the extra dimensions have
size ∼ LPLANCK and, at the leading order (L0

PLANCK), we recover the standard model.

The dual spin-networks will be of valence 11 with every link intersecting a 9-symplex. Only 4 links for nodes
intersect (in a single point) a triangle in M4 and a 7-symplex in S1 × S2 × CP 2. The others 7 intersects (in a
single point) a tetrahedron in M4 and a 6-symplex in S1×S2×CP 2. We recover the semiclassical limit putting
j →∞ for the first four and j ∼ L2

PLANCK for the last seven. We conjecture that, in this limit, the dominant
contribution comes from intertwiners of the form

im1,...,m11 = hm1,...,m4 × km5,...,m11 ,

where intertwiners h glue themselves by links j → ∞ only with intertwiners h, and intertwiners k gluing
themselves by links j ∼ L2

PL only with intertwiners k. Moreover, all the intertwiners h are also intertwiners
of SO(4), because SO(4) ⊂ SO(11). It will be interesting to discover if this subset of SO(4) intertwiners
corresponds or not (after solving the simplicity contraints) to the set of E.P.R. intertwiners.
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Several efforts have been made to construct the projection operator on physical states in LQG.
The complexity of the Hamiltonian operator defined by Thiemann [1] has led many researchers to
follow a different path. The most promising one defines general relativity as a topological BF-theory
supported by constraints. Attempts to define the projection operator into this way were made by
Emanuele Alesci, Karim Noui and Francesco Sardelli [2]. A precise definition has been given by
Karim Noui and Alejandro Perez in the three-dimensional case [3]. Here we simply understand
what should be the behavior of this operator, to have guidelines to follow in its precise definition.

I. INTRODUCTION

Look at the scheme in figure 1: it gives a good description of what we mean with physical state. We restrict us to
the closed universe case, where N is finite. We define the projector on physical states as

P |k〉 =
1

N

N−1∑

j=0

M j |k〉 (1)

where |k〉 = |1〉, |2〉, . . . , |N〉 is some Cauchy spin-network and

M |k〉 = |k + 1〉 ⇒ M j |k〉 = |k + j〉.

If k + j > N we consider

M |N〉 = |1〉 ⇒ M j |k〉 = |k + j ModN〉

in the general case. It is easy to see that

P |k〉 = P |k + m〉, ∀m ∈ Z (2)

P 2|k〉 = P |k〉 (3)

MP |k〉 = PM |k〉 = P |k〉. (4)

It seems impossible to impose

〈k + m|P |k〉 = 1 if 〈k|k〉 = 〈k + m|k + m〉 = 1, (5)

so that the projector can be a not unitary operator. Consider now the operator H = M − 1. From the (4) we know
that it is a null operator on the physical states

HP |k〉 = (M − 1)P |k〉 = (MP − P )|k〉 = (P − P )|k〉 = 0. (6)

So, we can credibly suppose that the hamiltonian H (with P = δ(H)) could be expanded in a series

H =

∞∑

n=1

anHn ⇒ H[H = 0] = 0

for some succession {an}. The action of the hamiltonian is to modify a state |k〉, adding new loops, transforming it
in a weighted sum of states |k + j〉.

We emphasize that the Hamiltonian doesn’t realize simply a step in a foliation along a time parameter t, because
the states |k〉 don’t belong all to the same foliation.
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