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Abstract

The identi�cation of the networks connecting di�erent brain areas, as well as the
understanding of their role in executing complex behavioral tasks, are crucial is-
sues in cognitive neurosciences. In this context, several time series analysis ap-
proaches are available for the investigation of brain connectivity from non-invasive
electroencephalographic (EEG) and magnetoencephalographic (MEG) recordings.
Among them, multivariate autoregressive (MVAR) models, studied in the frequency
domain, allow quantitative assessment of connectivity separately for each speci�c
brain rhythm. In spite of its widespread utilization and great potential, MVAR-
based brain connectivity analysis is complicated by a number of theoretical and
practical aspects. An important issue is that the MVAR model, commonly applied
to neurophysiological time series, accounts only for lagged e�ects among the series,
forsaking instantaneous (i.e., not lagged) e�ects. Despite this, instantaneous corre-
lations among EEG/MEG signals are largely expected, mainly as a consequence of
volume conduction, and the impact of their exclusion on frequency-domain connec-
tivity measures has not been investigated yet.

The aim of the present thesis was to introduce and validate a new methodolog-
ical framework for the frequency-domain evaluation of brain connectivity during
visuo-motor integration processes. To this end, we provided �rst a comprehensive
description of the most common MVAR-based connectivity measures, enhancing
their theoretical interpretation. Then, we introduced an extended MVAR (eMVAR)
model representation explicitly accounting for instantaneous e�ects. Accordingly,
new frequency-domain connectivity measures were de�ned, and procedures for im-
proving model identi�cation and signi�cance assessment were given. The proposed
approach was validated on theoretical illustrative examples, and then applied to EEG
and MEG multichannel data recorded from subjects performing a visuo-motor task
combining precise grip motor commands with sensory visual feedback.

The theoretical validation showed that, in the presence of signi�cant instantaneous
correlations, the traditional MVAR formulation may yield misleading connectivity
patterns, while the correct patterns can be detected from the new measures based
on eMVAR model identi�cation. The practical application showed that instanta-
neous correlations are non negligible in the considered neurophysiological recordings,
strongly suggesting the necessity of using the proposed eMVAR model in place of the
traditional one. Results showed that execution of the visuo-motor task evokes the
activation of a speci�c network subserving sensorimotor integration, which involves
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Abstract

occipito-parietal and precentral cortices. The new connectivity measures revealed
connections which were peculiar of di�erent brain rhythms. Speci�cally, in the alpha
frequency band (8-13 Hz) we documented an enhanced driving role of the visual
cortex on the left motor cortex, suggesting a relation between this rhythm and the
lateralization of the visuo-motor task. In the beta band (13-30 Hz), task-induced con-
nectivity changes were bilateral, suggesting an involvement of both hemispheres. In
both alpha and beta bands, the new connectivity measures suggested an important
role for the parietal cortex in mediating the information �ow from visual to motor
areas, con�rming previous evidences from invasive studies based on intra-cranical
recordings, TMS or PET examinations.
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Chapter 1
Introduction

In the past two decades, functional neuroimaging techniques allowed to detect the re-
lationship between various brain regions and their speci�c sensory-motor or cognitive
functions. The role of each area was identi�ed on the basis of its activation during
speci�c experimental paradigms in healthy subjects and patients. Hence, the spe-
cialization of various cortical and subcortical brain regions in isolation, also known
as functional segregation, was indicated as one of the main mechanisms for the hu-
man brain organization [1]. Recently, researchers realized that the analysis of neural
activity based solely on functional specialization provides only a limited account of
the neuronal substrate of the investigated processes [2]. In fact, real world situations
often require that our brain analyses concurrently several stimulations coming from
di�erent sensory modalities, matching them in order to take a decision or to make a
movement [3]. This implies that the involved brain systems communicate with each
other. The characterization of brain activity in terms of functional specialization
does not reveal anything about the interplay between di�erent areas of the extended
network. Therefore, it is common opinion that functional segregation cannot be the
sole mechanism for brain organization and that connectivity within and between
functionally specialized areas has also to be considered [2, 3].

1.1 Brain connectivity

Brain connectivity is nowadays one of the most in�uential concepts in modern cogni-
tive neurosciences. Many studies have been carried on involving di�erent spatial and
temporal resolutions and focusing on di�erent descriptive levels, from the activity of
individual neurons to the large-scale activations, by means of speci�c computational
algorithms (see for example [4, 5, 6, 7, 8]). Despite this, a complete framework on this
topic is not yet available and further theoretical and methodological clari�cations
are required [9].

To understand how di�erent areas of the brain communicate in everyday life actions
or in pathological states, three main approaches were proposed. The �rst one consists
in analyzing the neuroanatomical connectivity. It was shown that many anatomical
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1.1 Brain connectivity

modi�cations can be strictly associated to functional information. For example, it
was observed that new connections can be generated, or already existing connec-
tions are eliminated, as a consequence of the executed functions (brain plasticity)
[10]. Despite this, it is important to notice that plasticity is a slow process, in which
the brain changes its organization at the neurons level. For this reason it cannot fully
explain brain communication. In fact, our perceptions and cognition processes are
often fast (in the order of fractions of a second) and sometimes unique (we can per-
ceive objects that we see only once). These processes can be explained by studying
functional connectivity and e�ective connectivity. Functional connectivity is de�ned
as the temporal correlation between spatially remote neurophysiological events [11].
E�ective connectivity is the in�uence that one neural system exerts over another, ei-
ther directly or indirectly [12]. These de�nitions emphasize di�erent aspects of brain
interactivity: the description of patterns of neural activity (what the brain does) and
the possible explanation of their origins (theory of how it does). The evaluation of
the functional connectivity is based on testing the null hypothesis that the activ-
ity recorded from two regions is statistically independent. Statistical dependence is
usually estimated by measuring correlation, covariance, spectral coherence or phase-
locking. This approach does not require any assumption on the underlying system
generating the data (�data-driven� approach). In contrast, to characterize the e�ec-
tive connectivity a model is required, describing the data to explore the concept of
causality information (who drives who) or in which regions and connections of inter-
est are speci�ed a priori by the researcher (usually constrained by neuroanatomical
or neuropsychological data), and which would produce the same temporal relation-
ships as observed experimentally (�model-driven� approach) [2].
Obviously, to obtain a full understanding of brain connectivity mechanisms, the anal-
ysis of all the above mentioned aspects is required. Furthermore, knowledges coming
from the di�erent technologies and analysis approaches have to be integrated and
compared. This is still a tricky issue, mainly because the three de�nitions of connec-
tivity are applied in multiple types of data (e.g., magnetic resonance imaging, di�u-
sion tensor imaging, positron emission tomography, functional magnetic resonance
imaging, electroencephalography, magnetoencephalography), with di�erent spatial
and temporal resolution and because the actual computational algorithms, that are
used to determine them, di�er among investigators, even for the same data type [13].
A necessary step is therefore to clearly de�ne connectivity every time we refer to this
concept, carefully considering the applied technology and methods. Moreover, the
adopted methodological approaches have to be robust and rigorous.

In this work, methods for the study of both functional and e�ective connectivity
will be proposed and applied. These approaches are devoted to the study of spe-
ci�c and fast cognitive processes, which temporal scale do not involve plasticity. As
an example of possible application, we propose a visuo-motor force-tracking exper-
imental paradigm, which evokes visual perception, motor action, and visuo-motor
performance. Visuo-motor force-tracking is a good example of functional coopera-
tion between visual and motor regions, since it asks the brain for both the continuous
visual inspection of the signal representing requested and actually generated force

2



Introduction

discrepancy, and the generation of an adequate response. The actual cooperation
processes between di�erent specialized brain areas will be indicated as integration
processes, to stress the fact that information coming from di�erent sensory modal-
ities and driving movements are used together to execute the task, and that the
communication among the involved brain areas has this speci�c functional aim.
To avoid misunderstandings on the interpretation of our results, the meaning of the
term brain connectivity will be clari�ed in the following paragraphs on the basis of
the analyzed data and computational methods.

1.2 Detecting brain connectivity

In general, neurons communicate by sending messages (encoded in rate or syn-
chronization of action potentials) to all the neurons to which they are anatomi-
cally connected, and the receiving neurons combine (sum and threshold) all these
inputs. Besides this anatomical communication model, the data available so far
support the hypothesis that synchronization of neural �rings might play a crucial
role in functional connectivity between di�erent brain regions (hypothesis of the
�communication-through-coherence�) [14, 15, 16]. This hypothesis is based on two
observations: (i) activated neuronal groups have the intrinsic property to oscillate;
(ii) neuronal excitability is rhythmically modulated and this a�ects both the like-
lihood of spike output and the sensitivity to synaptic input. When two or more
neuronal groups oscillate coherently (are phase-locked), the communication is e�ec-
tive (i.e., their communication windows for input and for output are open at the
same times) [17].

A common way of eliciting information about a neurophysiological system is to study
the features of one or more signals recorded from it. If we adopt the �communication-
through-coherence� as a mechanism for connectivity, the recorded signals have to be
sensitive to coherently oscillating neuronal groups. A widely used technique is the
recording of Local Field Potentials (LFPs). Nevertheless, LFPs provide only a partial
view of the electrical activity of the brain in the strict locality of the tip of the needle
electrode [Erla et al., 2011a] and are not suitable for studying healthy subjects. As
an alternative, non-invasive techniques such as electroencephalography (EEG) and
magnetoencephalography (MEG) are widely adopted in neuroscience. In fact, the
e�ects of synchronized oscillations observed on these recordings result from changes
in both oscillatory power and phase coherence within the underlying neuronal popu-
lation [15]. Moreover, EEG and MEG signals provide a direct measure of the ongoing
brain activity with excellent temporal resolution (in the millisecond range), which is
optimal for studying coupled oscillatory activities [18].

1.3 EEG and MEG signals

EEG and MEG are non-invasive neuroimaging techniques used to record the electro-
magnetic �elds generated by the electrical activity within the brain. EEG measures
the variation over time of the di�erences of electric potential between two electrodes
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1.4 Studying connectivity in neurophysiological signals

located on the scalp, while MEG captures the variation over time of the magnetic
�elds generated orthogonally to the neural currents, according to Biot-Savart's law.

Figure 1.1: Schematic representa-
tion of �elds generation in the
brain.

EEG and MEG signals derive from ionic currents
�owing at the same time in thousands of den-
drites of cortical pyramidal neurons during synaptic
transmission. The scalp electric potentials produc-
ing EEG come from the extracellular ionic currents
caused by dendritic electrical activity (secondary
currents), whereas the principal component of the
the �elds producing MEG signals is associated with
intracellular ionic currents (primary currents).
EEG signals amplitude usually varies approximately
in the range ±100 µV . The weak magnetic �eld
caused by the current �owing in the brain has ampli-
tudes around 100 fT, which can be detected only us-
ing highly sensitive superconducting sensors (called
Superconducting Quantum Interference Devices -
SQUIDs- magnetometers), arranged in a dewar in
whose vicinity the subject's head is placed.
Although EEG and MEG are similar for many aspects and are generated by the
same neurophysiologic processes, there are some di�erences to notice. Di�erently
from electric �elds, magnetic �elds are less distorted by the impedance of the skull
and scalp, and for this reason MEG spatial resolution is higher. Electric and mag-
netic �elds are oriented perpendicular to each other, so that the directions of highest
sensitivity are orthogonal to each other. Scalp EEG is sensitive to both tangential
and radial components of a current source, MEG detects only its tangential com-
ponents (activity of the sulci). Morover, the decay of magnetic �elds as a function
of distance is larger than for electric �elds. MEG is therefore more sensitive to su-
per�cial cortical activity. Finally, MEG is reference-free di�erently from EEG that
requires a reference electrode.

1.4 Studying connectivity in neurophysiological signals

Given the assumption that synchronized oscillations might provide a mechanism for
brain connectivity, a set of mathematical tools is required to quantify the task-related
transiently formed functional networks.
By considering the temporal evolution of each signal recorded from the brain as a
numerical time series, quantitative indexes can be obtained through the application
of time series analysis techniques [19]. Historical approaches to time series analy-
sis were addressed to the study of a single signal (univariate analysis). However,
an increasing number of experiments are being carried out in which several neu-
rophysiological signals are simultaneously recorded. Recent advances have made it
possible to study collectively the behavior of several signals measured simultane-
ously from the considered system (multivariate time series analysis) [20]. The intro-
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duction of these new analytical tools make it possible to extract more meaningful
information from the recordings of the brain electro-magnetic activity. This is one
of the main reason for the renewed interest in neurophysiological techniques such
as electroencephalographic (EEG) and magnetoencephalographic (MEG), which are
suitable to capture the macroscopic spatio-temporal dynamics of the brain �elds at
di�erent locations of the scalp [21].
Multivariate time series analysis allows the detection of both coupling (functional
connectivity) and driver-response causality relationships (e�ective connectivity) be-
tween the considered time series. Methods for the assessment of coupling and causal-
ity can be divided into two main branches: (i) linear time series approaches, in
which a linear model is supposed to underlie the generation of temporal dynamics
and interactions of the considered signals and (ii) nonlinear methods [22, 23]. Even
though the nonlinear approaches are continuously under development (see for ex-
ample [20, 24],[Faes et al., 2010b]), traditional linear methods are very important in
the study of neurophysiological data, mainly because of their strict connection to the
frequency-domain representation of the signals, which are rich of oscillatory content
within the frequency bands from delta to gamma [18]. In this thesis we will focus on
linear approaches.
Several frequency-domain measures of coupling and causality have been introduced
and applied in recent years (see [25, 26, 27, 28, 29, 30, 31] and [Erla et al., 2009]).
Despite the recent success and di�usion of many frequency-domain measures for the
evaluation of coupling and causality, several aspects have to be carefully considered
for a correct application and many open issues need to be addressed.

1.5 Aims of the thesis

• To give a comprehensive framework for measuring functional and e�ective con-
nectivity, based on linear time series analysis methods, for the application to
neurophysiological signals like EEG and MEG;

• to improve crucial aspects of the existing frequency-domain connectivity mea-
sures, such as model parameters setting procedures and assessment of the sig-
ni�cance of the calculated frequency-domain measures of coupling/causality;

• to address the possible in�uences on coupling and causality measures of instan-
taneous (i.e., non-lagged) correlations, commonly not modeled, even if possibly
occurring across the measured time series.

• to apply the presented theoretical framework on a cognitive paradigm, involv-
ing visuo-motor integration processes, in order to test the proposed methods,
to discuss possible advantages and limitations and to further elucidate the
neuronal mechanisms underlying visuo-motor integration.

The following part of the manuscript is divided into two main parts. The �rst part
discusses the state of art of methods and improvements for the calculation of coupling
and causality measures. In the second part, the presented theoretical approach is
applied to the study of the mechanisms underlying visuo-motor integration.
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Chapter 2
Coupling and causality measures

In this chapter the theoretical basis for coupling and causality analysis of multiple
time series is presented. The available frequency-domain measures are detailed and
some theoretical advancements and improvements are proposed and discussed: ap-
proaches for model identi�cation, inclusion in the model of instantaneous causality
e�ects and validation for signi�cance through surrogate data analysis for causality.
The chapter is divided into four main sections. In the �rst one, the de�nitions of cou-
pling and causality are given for multivariate processes. The second part provides a
common framework for the de�nition of the available frequency-domain measures of
coupling and causality based on multivariate autoregressive (MVAR) models. Section
three introduces a new approach, leading to the de�nition of novel frequency-domain
causality measures, which consider signi�cant instantaneous correlations of the ob-
served process. In the last part, the practical application of these methods is treated,
step by step, for physiological time series such as EEG or MEG signals.

7



2.1 Multivariate analysis of coupling and causality

2.1 Multivariate analysis of coupling and causality

2.1.1 Coupling

Consider a joint observation of time series Y(n) = [y1(n) · · · yM (n)]T recorded on
the scalp by means of M EEG or MEG derivations. These series, distributed in
space and time over the cortical surface, can be described as the realization of a
stochastic process [18]. To test the hypothesis that the similarities between series
recorded from di�erent locations re�ect interactions between di�erent brain regions,
the spatial properties of the stochastic activity have to be analyzed [32].
A straightforward approach to investigate dependence between signals is the con-
ventional statistical analysis of the multivariate correlation structure of the observed
processes [33]. The M ×M correlation matrix and its inverse are de�ned, for each
lag k, as:

R(k) = E
[
Y(n)YT (n− k)

]
and P(k) = R(k)−1. (2.1)

From these de�nitions it is possible to extract the so called correlation coe�cient
and partial correlation coe�cient:

ρij(k) =
rij(k)√

rii(k)rjj(k)
and ηij(k) = − pij(k)√

pii(k)pjj(k)
, (2.2)

with rij(k) and pij(k) being the i-j elements (i, j = 1, . . . ,M) of R(k) and of P(k),
respectively. The correlation coe�cient is a normalized measure of the linear interde-
pendence existing between yi(n) and yj(n−k) (named correlation), while the partial
correlation coe�cient is a normalized measure of the so called direct correlation, i.e.,
the linear interdependence between yi(n) and yj(n− k) after removing the e�ects of
all remaining processes (i.e., e�ects of the other co�recorded channels on the speci�c
pair i-j).

The frequency-domain analogous of the covariance approach is coherence analysis.
The multivariate process Y(n) can be represented in the frequency domain by its
M ×M spectral density matrix:

S(f) =


S11 S12 · · · S1M

S21 S22 · · · S2M
...

...
...

...
SM1 SM2 · · · SMM

 , (2.3)

where the diagonal terms contain the auto-spectra of each considered series yi, while
the o�-diagonal terms contain the cross-spectra between yi and yj (i, j = 1, . . . ,M).
S(f) is de�ned as the Fourier transform (FT) of the correlation matrix R(k) [22].
Starting from the spectral matrix S(f) and its inverse P(f) = S(f)−1, it is possible
to provide frequency-domain measures of coupling and direct coupling. Hence, the
coherence (COH) and the partial coherence (PC) functions are de�ned [34]:

Γij(f) =
Sij(f)√

Sii(f)Sjj(f)
, Πij(f) = − Pij(f)√

Pii(f)Pjj(f)
. (2.4)

8



Coupling and causality measures

Since the functions in 2.4 are complex-valued, usually their squared values |Γij(f)|2
and |Πij(f)|2 are adopted for the estimation of coupling and direct coupling. Their
range varies between 0 for uncoupling (random relations of power and phase between
signals) and 1 for full coupling (linear relation of power and phase between the two
signals).

EEG and MEG coherence is often used to measure the functional association be-
tween two brain regions [35, 18]. Several cognitive and clinical studies describe it as
a sensitive measure that can reveal aspects of the network dynamics of the brain,
complementary to the data obtained by power spectral analysis (see, for example,
[36, 37, 38, 27, 39, 40, 41, 42]).
To correctly interpret the neurophysiological results of EEG/MEG coherence ana-
lysis, the dependence of coherence estimate both from power and phase dynamics
of the signals has to be considered. In fact, unlike correlation, coherence analysis
does not provide direct information on phase relations. Nevertheless, it depends on
the stability of phase relations [32]. In addition, cortico-cortical connectivity studies
have to seriously consider the physical constrains of scalp recordings [43, 44], e.g.,
volume conductor and reference issue.
Finally, it is worth to notice that coherence and partial coherence have symmet-
rical nature. Therefore, they cannot provide information about causality. Such an
information can be extracted, as explained in the following paragraphs, from the
coe�cients of a parametric representation of the time series.

2.1.2 Causality

The concept of causality in the context of linear models of stochastic processes was
�rst formulated by Sir Clive William John Granger in 1969 [45]. He won a No-
bel Memorial Prize in Economic Sciences for this discovery, which has played a
considerable role in investigating the relations among stationary time series. The
original de�nition, named Granger causality, is based on the concept of improve-
ment in predictability of a time series (i.e. reduction of the variance of the pre-
dictive error) resulting from incorporating the past of a second series, above the
predictability based solely on the past of the �rst series. Anyway, this de�nition

Figure 2.1: A pairwise causa-
lity analysis cannot distinguish
these two connectivity patterns.
Adapted from [46].

involves only the relation between pairs of time se-
ries, and may produce misleading results (spurious or
indirect causality relations) when the true network
involves three or more variables, as shown in Fig.
2.1. To overcome this issue, the conditional Granger
causality (or prima facie causality) was de�ned [47]:
Y is a prima facie cause of X, if lagged observa-
tions of Y helps to predict X when lagged obser-
vations of the other series Z are also considered
[46, 48].

Given a multivariate stochastic process Y, composed of M scalar processes of zero
mean, Y = [y1, . . . , yM ]T , de�ned at discrete time (ym = ym(n); e.g., sampled ver-
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2.1 Multivariate analysis of coupling and causality

sions of the continuous time processes ym(t), taken at the times tn = nT , with T
the sampling period), we indicate the set of p past values of ym(n) (m = 1, . . . ,M)
as Ym = {ym(n− 1), . . . , ym(n− p)}, and the set of the past values of all processes
except ym as Zm = {Yl|l = 1, . . . ,M , l 6= m}. Two di�erent de�nitions of causality
from the process yj to the process yi (i, j = 1, . . . ,M ; i 6= j) can be formalized:

• direct causality from yj to yi, yj → yi, exists if the prediction of yi(n) based
on Zj and Yj is better than the prediction of yi(n) solely based on Zj ;

• causality from yj to yi, yj ⇒ yi, exists if a cascade of L direct causality relations
occurs such that yj → ym · · · → yi for at least one value m in the set (1, . . . ,M).

It is worth noticing that, for a bivariate process (M = 2), causality reduces to direct
causality and that they correspond to the original Granger de�nition [45], while for
a multivariate process, direct causality corresponds to prima facie causality [47].
Furthermore, it is worth to emphasize that the de�nitions of coupling, accounting
for the presence or absence of an interaction between processes but not for the
directionality of such interaction, can be derived from the causality de�nitions as
follows [49]:

• direct coupling between yi and yj , yi ↔ yj , exists if yi → ym and yj → ym; the
most obvious case is when m = i or m = j, but two processes are considered
as directly coupled also when they both directly cause a third common process
(m 6= i, m 6= j);

• coupling between yi and yj , yi ⇔ yj , exists if ym ⇒ yi and ym ⇒ yj ; coupling
may arise when one of the two processes causes the other (m = i or m = j), or
when both processes are caused by other common processes (m 6= i, m 6= j).

To conclude this paragraph, we present a graphical and intuitive representation of the
above causality and coupling de�nitions for an example of network with 4 interacting
processes (Fig. 2.2).

Figure 2.2: Schematic representation of a set of interactions. Nodes correspond to processes and
connecting arrows depict direct causality relations.

By observing the connectivity diagram, the following relations can be listed:

- direct causality: 1 → 2, 2 → 3, 3 → 2, and 1 → 4;

- causality: 1 ⇒ 2, 2 ⇒ 3, 3 ⇒ 2, 1 ⇒ 4 (direct causality is a su�cient condition
for causality) and 1 ⇒ 3 (the cascade 1 → 2 → 3 determines an indirect e�ect);

- direct coupling: 1 ↔ 2, 2 ↔ 3, 1 ↔ 4 (it follows from direct causality), and
1 ↔ 3 (common driving exerted by 1 and 3 on 2);

- coupling: 1 ⇔ 2, 2 ⇔ 3, 1 ⇔ 4, 1 ⇔ 3 (because of the causality relations),
3 ⇔ 4 and 2 ⇔ 4 (because of the common driving exerted by 1 respectively on
3 and 4, and on 2 and 4).

10



Coupling and causality measures

2.1.3 MVAR modeling

MVAR models are a well known method for the evaluation of linear stochastic time
series [33, 50]. They describe well signals containing various oscillations (rhythms),
allowing to extract from the noise frequency-speci�c information about the analyzed
series [48]. This property makes them very useful for the study of neurophysiological
signals like EEG or MEG, which show speci�c rhythms of a certain frequency em-
bedded in a noisy background [51].
This parametric approach for spectral data analysis is commonly used to formalize
the notions of coupling and causality in time and frequency domain, respectively
through the model coe�cients and through their spectral representation [22, 52, 28],
as we will see in the following paragraphs.

Time domain

The data vector Y(n), at the time n, can be described by the sum of its linearly
weighted p previous samples in the following way [22]:

Y(n) =
p∑

k=1

A(k)Y(n− k) +U(n), (2.5)

where A(k) is the matrix of autoregressive coe�cients for the kth time lag, while p is
the model order that indicates the maximum number of considered time lags. U(n)
is assumed to be composed of white and uncorrelated noises, i.e., the correlation
matrix of U(n), RU(k), is zero for each lag k > 0, while it is equal to the covariance
matrix Σ = cov (U(n)) for k = 0.

By �tting the model to the data we estimate a set of coe�cients (see Sec. 2.4.4
for identi�cation approaches):

A(k) =

 A11(k) A12(k) · · · A1M (k)
...

...
...

...
AM1(k) · · · · · · AMM (k)

 , (2.6)

describing properties of the joint description of the processes. In fact, the i�j element
of A(k), Aij(k), quanti�es the causal linear interaction e�ect occurring at lag k from
yj to yi. As a consequence, the de�nitions of coupling and causality provided above
(Sec. 2.1.2) for a general multivariate process can be speci�ed for a MVAR process
in terms of the o�-diagonal elements of A(k) as follows [49],[Faes et al., 2011b]:

• direct causality yj → yi exists if Aij(k) 6= 0 for at least one k = 1, . . . , p;

• causality yj ⇒ yi exists if Amsms−1(ks) 6= 0 for at least a set of s = 1, . . . , L−1
values, with L ≥ 2 (with mL−1 = i, m0 = j) and a set of lags ks with values
in (1, . . . , p);

• direct coupling, yj ↔ yi exists if Ami(k1) 6= 0 for at least one k1 or Amj(k2) 6= 0
for at least one k2;

11



2.1 Multivariate analysis of coupling and causality

• coupling, yj ⇔ yi exists if Amsms−1(ks) 6= 0 for at least a set of s = 1, . . . , L−1
values, with L ≥ 2 (either with m0 = m, mL−1 = i or with m0 = m, mL−1 = j)
and a set of lags ks.

Frequency domain

The Fourier Transform of Eq. 2.5 gives the spectral representation of a MVAR process
[22, 50]:

Y(f) = A(f)Y(f) +U(f) = H(f)U(f), (2.7)

where Y(f) and U(f) are the FTs of Y(n) and U(n) and the M × M coe�cient
matrix is de�ned in the frequency domain as:

A(f) =
p∑

k=1

A(k)e−j2πfkT . (2.8)

The matrix H(f) is called transfer matrix of the system. It contains frequency-
dependent information about the relations between channels, since it is linked to the
coe�cients matrix by:

H(f) = [I−A(f)]−1 = Ā(f)−1. (2.9)

This relation is the basis to de�ne various frequency-domain estimates of coupling
and causality in terms of the MVAR representation. It provides a useful link between
the cross-spectral density matrix S(f) and its inverse P(f). In fact, it is possible to
demonstrate [22] that for a MVAR process:

S(f) = H(f)ΣHH(f), P(f) = Ā
H(f)Σ−1Ā(f), (2.10)

where the superscript H stands for the Hermitian transpose and Σ is the covariance
matrix of U(n), describing the frequency-independent variance of the process. For
the sake of simplicity, from now we will consider the i�jth elements of S(f) and
P(f):

Sij(f) = hi(f)ΣhH
j (f), Pij(f) = āH

i (f)Σ−1āj(f), (2.11)

where hi(f) is the i�th row of the transfer matrix H(f) = [h1(f) · · ·hM (f)] and
āi(f) is the i�th column of the coe�cient matrix Ā(f) = [ā1(f) · · · āM (f)].

If the input white noises U(f) are uncorrelated even at lag zero, their covariance is
a diagonal matrix, Σ = diag(σ2

i ), as also its inverse Σ−1 = diag(1/σ2
i ) is, with σ2

i

variance of ui. In this case, the Eq.2.11 can be expressed as:

Sij(f) =
M∑

m=1

Him(f)σ2
mH∗

jm(f), Pij(f) =
M∑

m=1

Ā∗
mi(f)

1
σ2

m

Āmj(f). (2.12)

Using the latter, it is possible to express the measures of coupling and direct coupling
(Eq. 2.4) in terms of directional information from one process to another.
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The coherence between yi and yj can be written as:

Γij(f) =
Sij(f)√

Sii(f)Sjj(f)
=

M∑
m=1

σmHim(f)√
Sii(f)

σmH∗
jm(f)√

Sjj(f)
=

M∑
m=1

γim(f)γ∗jm(f), (2.13)

in order to decompose it into a forward and a backward part. Hence, directed
coherence (DC) can be de�ned [53, 52]:

γij(f) =
σjHij(f)√

Sii(f)
=

σjHij(f)√∑M
m=1 σ2

m |Him(f)|2
. (2.14)

Squared DC is characterized by the following normalization properties:

1. 0 ≤ |γij(f)|2 ≤ 1. Hence, squared DC measures, for each frequency f , a nor-
malized coupling strength. It is equal to 0 in absence of directed (i.e., causal)
coupling and 1 for full directed coupling.

2.
∑M

m=1 |γim(f)|2 = 1. This means that squared DC, |γij(f)|2, measures the
coupling strength from yj to yi as the normalized proportion of Sii(f) which
is due to yj .

Moreover, expanding Eq. 2.9 as a geometric series [54], it is possible to show that
the transfer function Hij(f) contains a sum of terms each one related to one of the
(direct or indirect) transfer paths connecting yj to yi; therefore the numerator of
Eq. 2.14 is non-zero whenever any path connecting yj to yi is signi�cant, i.e., when
causality occurs from yj to yi [Faes et al., 2011b].

By adding the additional restriction that all the input variances σ2
i are equal to

each other (i = 1, . . . ,M), i.e., assuming that Σ has the sole diagonal elements, Eq.
2.14 leads to the de�nition of directed transfer function (DTF) from yj to yi [55, 56]:

δij(f) =
Hij(f)√∑M

m=1 |Him(f)|2
. (2.15)

Thus, the DTF can be seen as a particularization of the DC function. In the follow-
ing, we will consider only DC, as it provides a similar measure of frequency-domain
causality, but more general and interpretable in terms of power content.

In a similar way to that followed to decompose the coherence function, using Eq.
2.12, the partial coherence can be de�ned as follows:

Πij(f) = − Pij(f)√
Pii(f)Pjj(f)

= −
M∑

m=1

1
σm

Āmj(f)√
Pjj(f)

1
σm

Ā∗
mi(f)√

Pii(f)
= −

M∑
m=1

πmj(f)π∗mi(f).

(2.16)
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2.1 Multivariate analysis of coupling and causality

In the latter the so called generalized partial directed coherence (gPDC) is introduced
[57], de�ned as:

πij(f) =
1
σi

Āij(f)√∑M
m=1

1
σ2

m

∣∣Āmj(f)
∣∣2 . (2.17)

Squared gPDC is characterized by the following normalization properties:

1. 0 ≤ |πij(f)|2 ≤ 1. Hence, squared gPDC measures, for each frequency f , the
normalized direct coupling strength, quanti�ed with values in the range (0, 1).

2.
∑M

m=1 |πmj(f)|2 = 1. Squared gPDC, |πij(f)|2, measures the interaction from
yj to yi as the normalized proportion of Pjj(f) which is sent to yi.

gPDC is a measure of direct causality, because the numerator in Eq. 2.17 contains
the term Āij(f) (i 6= j), which is non-zero only when Aij(k) 6= 0 for at least one
k = 1, . . . , p, and is uniformly zero when Aij(k) = 0 for each k [Faes et al., 2011b].

The gPDC de�ned as in Eq. 2.17 is di�erent from the partial directed coherence
(PDC) in its original version [52] and from its modi�cation squared partial directed
coherence (sPDC) (proposed in [58]), which did not include inner normalization by
the input noise variances. The de�nition of gPDC follows directly from the decompo-
sition in Eq. 2.16. Moreover, as well as coherence, partial coherence and directed co-
herence functions, also this de�nition has the important property of scale-invariance,
contrary to the original PDC that may be a�ected by di�erent amplitudes of the
considered signals.

To summarize, it is worth listing DC and gPDC main di�erences, advantages and
limitations.

DC measures causality as the amount of information �owing from yj to yi through
all (direct and indirect) pathways, in respect to the total in�ow entering the
structure at which yi is measured.
The DC has a meaningful physical interpretation, as it measures causality
as the amount of power transferred from one process to another, but cannot
distinguish between direct and indirect causal e�ects measured in the frequency
domain.

gPDC measures direct causality as the amount of information �owing from yj to
yi through the direct connection only, in respect to the total out�ow leaving
the structure at which yj is measured.
The gPDC provides a one-to-one representation of direct causality, but is
hardly useful as a quantitative measure because its magnitude quanti�es the
information �ow through the inverse spectral matrix elements (which do not
�nd easy interpretation in terms of power spectral density).
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Coupling and causality measures

2.2 Instantaneous e�ects

From the above discussion, it is possible to notice that MVAR models accounts
only for lagged e�ects (i.e., e�ects of the past of a time series on the present of
another), but not for instantaneous e�ects (describing in�uences which occur within
the same lag) among the series. Despite this, instantaneous correlations among the
series are very common in EEG/MEG analysis, and their signi�cance has rarely
been tested in practical applications. Moreover, the possible e�ects on coupling and
causality measures of forsaking such correlations have not been investigated thor-
oughly. Very recent studies have suggested that neglecting instantaneous interac-
tions in the model representation may lead to heavily modi�ed connectivity patterns
[Erla et al., 2009, Faes et al., 2010a],[59].

Given the vector stochastic process Y = [y1, . . . , yM ]T , composed of M scalar pro-
cesses of zero mean, it is possible to de�ne Ym = {ym(n− 1), . . . , ym(n− p)} and
Ým = {ym(n), Ym} (m = 1, . . . ,M), as the set of p past values of ym(n) and the
set enlarged with the current value, respectively. New de�nitions of causality from
the process yj to the process yi can be added to those presented in section 2.1.2, to
compose this framework:

• instantaneous causality from yj to yi exists if yj(n) is useful to predict yi(n);

• direct causality from yj to yi, yj → yi exists if Yj is useful to predict yi(n);

• extended direct causality from yj to yi, yj→̇yi exists if Ýj is useful to predict
yi(n);

• causality from yj to yi, yj ⇒ yi exists if a cascade of L direct causality relations
occurs such that yj → ym · · · → yi;

• extended causality from yj to yi, yj⇒̇yi exists if a cascade of L extended direct
causality relations occurs such that yj→̇ym · · · →̇yi.

While the de�nitions of direct causality and causality consider only lagged e�ects,
instantaneous causality and extended causality de�nitions include instantaneous ef-
fects, i.e. e�ects from one series to another occurring within the same lag. In absence
of instantaneous e�ects between all pairs of scalar processes, extended direct causality
reduces to direct causality, and extended causality reduces to causality. Therefore,
extended de�nitions we presented above, may be viewed as generalizations which
combine instantaneous to lagged e�ects, traditionally studied for causality estima-
tion [59],[Faes et al., 2011a].

To give a brief and intuitive summary of the above causality and coupling de�-
nitions, a graphical representation is reported in Fig. 2.3 for an example of network
with 4 interacting processes.
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Figure 2.3: Schematic representation of a set of interactions. Nodes correspond to processes and
connecting arrows depict direct causality relations. Lagged and instantaneous e�ects are depicted
with solid and dashed arrows, respectively.

For this process, the observed connectivity relations are:

- direct causality occurs only when lagged e�ects are present: 1 → 2 and 3 → 1;

- extended direct causality follows from both lagged and instantaneous direct
causality: 1→̇2, 2→̇3, 2→̇4 and 3→̇1;

- causality: 1 ⇒ 2, 3 ⇒ 1 and 3 ⇒ 2;

- extended causality: 1⇒̇2, 1⇒̇3, 1⇒̇4, 2⇒̇1, 2⇒̇3, 2⇒̇4, 3⇒̇1, 3⇒̇2 and 3⇒̇4
(because of the several cascades of instantaneous and/or lagged e�ects);

- direct coupling: 1 ↔ 2, 2 ↔ 3, 2 ↔ 4 and 3 ↔ 1 (no common driving of two
processes on a third one is observed);

- coupling: between all pairs of processes.

2.2.1 eMVAR modeling

The MVAR model described in 2.5 is a strictly causal model, accounting only
for lagged e�ects. The model coe�cients A(k) are de�ned only for positive lags
(k > 0) and don't describe any zero-lag correlation among the observations. As
a consequence, if zero-lag correlation exists among the processes, it becomes part
of the correlation among the model inputs U and the input covariance matrix Σ
results not diagonal, contradicting the assumptions of spectral factorization [60].
This may have bad consequences in the estimation of the causality measures de-
scribed in section 2.1.3. To solve this issue, we propose an alternative approach to
the strictly causal model (see [Erla et al., 2009] for details), named extended multi-
variate autoregressive (eMVAR) model.

Time domain

The multivariate process Y(n) can be described including instantaneous e�ects into
the model [Erla et al., 2009]:

Y(n) =
p∑

k=0

B(k)Y(n− k) +W(n), (2.18)
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whereW(n) = [w1(n), . . . , wM (n)]T is a vector of zero-mean uncorrelated white noise
processes. Note that the lag variable k starts now from the value 0 and instantaneous
e�ects from yj(n) to yi(n) are consequently modeled by the coe�cients bij(0) of the
matrix B(0). Furthermore, in the eMVAR model, the absence of correlation among
the noise inputs wi is not an assumption: the covariance matrix Λ = cov(W(n)) is
guaranteed to be diagonal by the inclusion of the instantaneous e�ects.

The strictly causal model in Eq. 2.5 can be transformed into the extended model in
Eq. 2.18 by left moving the term B(0)Y(n) in 2.18 and multiplying both terms of
the equation by L = [I−B(0)]−1, where I is the M × M identity matrix. In this
way, the following relations are evidenced:

B(k) = L−1A(k) and W(n) = L−1U(n) (k = 1, . . . , p). (2.19)

Note that the two models reduce into the same in the absence of instantaneous ef-
fects; in fact, if the matrix B(0) has all zero elements, L = I and the extended causal
model reduces to the strictly causal model (A(k) = B(k), U(n) = W(n)). On the
contrary, in presence of instantaneous e�ects,A(k) 6= B(k) at each lag k. So di�erent
causality patterns may be estimated depending on whether instantaneous e�ects are
included or not in the MVAR model.

The presented extended multivariate autoregressive model gives the possibility to
de�ne the causality measures introduced in section 2.2 in terms of the o�-diagonal
elements bij(k) of B(k). Here below is presented an updated list of the coupling and
causality de�nitions [Faes et al., 2010a],[49]:

• instantaneous causality from yj to yi exists if bij(k) 6= 0;

• direct causality from yj to yi, yj → yi exists if bij(k) 6= 0 for at least one k ≥ 1;

• extended direct causality from yj to yi, yj→̇yi exists if bij(k) 6= 0 for at least
one k ≥ 0;

• causality from yj to yi, yj ⇒ yi exists if bmsms−1(ks) 6= 0 for a set of lags ks

with values in (1, . . . , p);

• extended causality from yj to yi, yj⇒̇yi exists if if bmsms−1(ks) 6= 0 for a set of
lags ks with values in (0, . . . , p);

• direct coupling yj ↔ yi exists if bij(k) 6= 0 and/or bji(k) 6= 0 for at least one
k = 0, . . . , p;

• coupling yj ⇔ yi exists if bmsms−1(ks) 6= 0 for a set of s = 1, . . . , L− 1 values,
with L ≥ 2 (either with m0 = j, mL−1 = i or with m0 = i, mL−1 = j) and a
set of lags ks.
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Frequency domain

Fourier transform of Eq. 2.18 gives the spectral representation of an eMVAR process:

Y(f) = B(f)Y(f) +W(f) = G(f)W(f), (2.20)

where Y(f) and W(f) are the FTs of Y(n) and W(n) and the M ×M coe�cient
matrix B(f) is de�ned in the frequency domain as:

B(f) =
p∑

k=0

B(k)e−j2πfkT . (2.21)

G(f) is called transfer matrix of the system and is de�ned as:

G(f) = [I−B(f)]−1 = B̄(f)−1. (2.22)

For the extended causal model the spectral matrix and its inverse are de�ned as:

S(f) = G(f)ΛGH(f), P(f) = B̄
H(f)Λ−1B̄(f). (2.23)

It can be easily shown that the spectral matrix and its inverse in Eq. 2.23 are ex-
actly the same than those in Eq. 2.10 [49]. Hence, the spectral representation for
strictly causal MVAR and extended processes are equivalent. As a consequence, also
the coupling and direct coupling measures are equivalent in the two representations,
depending only on the elements of S(f) and P(f), as shown in Eq. 2.4.

A signi�cant di�erence, in presence of instantaneous e�ects, is evident in evalua-
ting causality. We want to stress that the original formulation of DC and gPDC
fully holds only under the assumption of uncorrelation of the input processes (diag-
onality of Σ and Σ−1). If this assumption is not ful�lled, the spectral factorizations
in Eq. 2.12 do not hold anymore and the DC and gPDC may become unable to
identify causality and direct causality in the frequency domain. On the contrary, in
the eMVAR representation the covariance matrix Λ and its inverse are diagonal by
construction. In this case the factorizations in Eq. 2.12 can be applied (with B(f)
and G(f) in place of A(f) and H(f)) both for coherence:

Γij(f) =
Sij(f)√

Sii(f)Sjj(f)
=

M∑
m=1

λmGim(f)√
Sii(f)

λmG∗
jm(f)√

Sjj(f)
=

M∑
m=1

ξim(f)ξ∗jm(f), (2.24)

and for partial coherence:

Πij(f) = − Pij(f)√
Pii(f)Pjj(f)

= −
M∑

m=1

1
λm

B̄mj(f)√
Pjj(f)

1
λm

B̄∗
mi(f)√

Pii(f)
= −

M∑
m=1

χmj(f)χ∗mi(f),

(2.25)
where λi is the ith element of the diagonal covariance matrix Λ = cov(W(n)). The
last terms of Eq. 2.24 and 2.25 are the so called extended directed coherence (eDC)
and extended partial directed coherence (ePDC) , de�ned as [Faes et al., 2010a],[61]:

ξij(f) =
λjGij(f)√∑M

m=1 λ2
m |Gim(f)|2

and χij(f) =
1
λi

B̄ij(f)√∑M
m=1

1
λ2

m

∣∣B̄mj(f)
∣∣2 . (2.26)
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Eqs. 2.26 contain information of both the lagged (k > 0) and instantaneous (k = 0)
information �ow from yj to yi, being calculated from B(f). They measure extended
causality and extended direct causality, respectively.
The normalization conditions of the strictly causal representation are respected also
for this new approach. |ξij(f)|2 represents the normalized proportions of Sii(f) com-
ing from yj , while |χij(f)|2 is the normalized proportions of Pjj(f) sent to yi.

Even if the multivariate process is modeled by the extended representation consi-
dering instantaneous e�ects, it is possible to obtain from the same model �lagged�
causality. To this end, one has to exclude the coe�cients with the information about
zero-lag interactions as follows:

B̃(f) = B̄(f) +B(0) = I−
p∑

k=1

B(k)e−j2πfkT , G̃(f) = B̃(f)−1. (2.27)

Consequently, instantaneous directed coherence (iDC) and instantaneous partial
directed coherence (iPDC) can be de�ned as:

γ̃ij(f) =
λjG̃ij(f)√∑M

m=1 λ2
m

∣∣∣G̃im(f)
∣∣∣2 and π̃ij(f) =

1
λi

B̃ij(f)√∑M
m=1

1
λ2

m

∣∣∣B̃mj(f)
∣∣∣2 . (2.28)

iDC and iPDC are di�erent from DC and gPDC given in Eq. 2.14 and 2.17, because
the presence of instantaneous e�ects leads to di�erent estimates of the coe�cient
matrix (A(k) 6= B(k)). Only in the absence of instantaneous e�ects A(k) = B(k),
and consequently DC, iDC and eDC are the same, as such as gPDC, iPDC, and
ePDC.

To conclude this part, a summarizing table is proposed, including the main frequency-
domain MVAR coupling and causality measures, and the new proposed measures
based on the eMVAR model.

Table 2.1: Frequency-domain measures of coupling/causality between the processes yi and yj .

MVAR eMVAR

DIRECT
Direct coupling ↔ PC Πij(f)

Direct causality → gPDC πij(f) iPDC π̃ij(f)

Extended direct causality →̇ ePDC χij(f)

DIRECT+INDIRECT
Coupling ⇔ COH Γij(f)

Causality ⇒ DC γij(f) iDC γ̃ij(f)

Extended causality ⇒̇ eDC ξij(f)
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2.3 Theoretical illustrative examples

2.3 Theoretical illustrative examples

In this section the various frequency-domain measures presented in sections 2.1.3 and
2.2.1 are studied for two MVAR processes with imposed connectivity patterns. This
allows a better comprehension of the meaning of these measures and of the di�erences
between them. In the �rst example only lagged interactions are considered, to discuss
di�erences between coherence and partial coherence, and between DC and gPDC.
In the second one instantaneous interactions are also considered. The simulations
proposed here are taken from [Faes et al., 2011a].

(a) (b)

Figure 2.4: Examples of coupling/causality patterns considering (a) only lagged e�ects and (b)
instantaneous+lagged e�ects. Solid arrows indicate lagged connections, while dashed lines are in-
stantaneous e�ects.

2.3.1 Strictly causal interactions

Let consider the MVAR process of order p = 2, composed by M = 4 scalar processes,
generated by the equations:

y1(n) = 2ρ1 cos(2πf1)y1(n− 1)− ρ2
1y1(n− 2) + 0.7y3(n− 2) + u1(n)

y2(n) = y1(n− 1)− 0.5y1(n− 2)− ρ2
2y2(n− 2) + u2(n)

y3(n) = 0.5y2(n− 1) + u3(n)
y4(n) = 0.5y2(n− 1) + u4(n)

(2.29)

The process innovations ui are independent white noises of unit variance (Σ = I). The
diagonal elements of the coe�cient matrix A(k) generate complex conjugate poles
(with modulus ρ1 = ρ2 = 0.8 and phases ±π/4, ±π/2) for the processes y1, y2, deter-
mining autonomous oscillations at 0.125 and 0.25 Hz, respectively. The o�-diagonal
elements of A(k) determine direct causality and causality among the processes, and
consequently direct coupling and coupling, according to the interaction diagram in
Fig. 2.4a. Speci�cally, direct causality is set over the directions y1 → y2 (a21(1) = 1,
a21(2) = −0.5), y2 → y3 (a32(1) = 0.5), y2 → y4 (a42(1) = 0.5), and y3 → y1

(a13(2) = 0.7). The corresponding causality relations are y1 ⇒ y2, y2 ⇒ y3, y2 ⇒ y4,
y3 ⇒ y1 (direct e�ects), and y1 ⇒ y3, y1 ⇒ y4, y2 ⇒ y1, y3 ⇒ y2, y3 ⇒ y4 (indirect
e�ects).

The theoretical pro�les of the spectral and cross-spectral density functions com-
puted from the coe�cients values (Eq. 2.10 and 2.4), are depicted in Fig. 2.5. The
spectra of the four processes, reported as diagonal plots in Fig. 2.5a (black), exhibit
clear peaks at the frequency of the two imposed oscillations: the peaks at 0.125 Hz
and 0.25 Hz are dominant for y1 and y2, respectively, and appear also in the spectra
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(a) (b)

Figure 2.5: Spectral functions and frequency-domain coupling measures for the theoretical example
(2.29). Sii(f): spectrum of the process yi; Pii(f): inverse spectrum of yi; Γij(f): coherence between
yj and yi; Πij(f): partial coherence between yj and yi.

of the remaining processes according to the imposed causal information transfer. The
inverse spectra are also reported as diagonal plots in Fig. 2.5b (black). O� diagonal
plots of Fig. 2.5a and Fig. 2.5b depict respectively the trends of the squared mag-
nitudes of COH and PC. Note the symmetry of the two functions (Γij(f) = Γ∗ji(f),
Πij(f) = Π∗

ji(f)), re�ecting the fact that they measure coupling and direct coupling
but cannot account for directionality of the considered interaction. As expected,
COH is non-zero for each pair of processes, thus measuring the full connectivity of
the considered network. PC is clearly non-zero whenever a direct coupling relation
exists (y1 ↔ y2, y2 ↔ y3, y2 ↔ y4, y3 ↔ y1), and is uniformly zero between y1 and
y4 and between y3 and y4 where no direct coupling is present.

The trends of the causality measures (Eq. 2.14,2.17,2.26 and 2.28) computed from
the coe�cients values are depicted in Fig. 2.6. Since instantaneous causality is ab-
sent (all the imposed e�ects from one process to another are lagged), B(0) = 0,
A(k) = B(k), and Σ = Λ = I. Therefore, as expected, eDC is equivalent to DC and
iDC, and also ePDC, iPDC and gPDC are equivalent functions.
Fig. 2.6a shows the ability of the DC function to distinguish causality relations. In
fact, comparing its trends with that obtained for coherence, we observe easily that
they are not symmetric and that relations from y4 to the other nodes are absent. The
same is noticed also for gPDC function (Fig. 2.6b). In fact squared gPDC trends are
not symmetric and relations are absent, whenever their direction does not respect
the imposed causality patterns.
As expected, DC is able to detect all causality relations: y1 ⇒ y2, y2 ⇒ y3, y2 ⇒ y4,
y3 ⇒ y1 (that we know to be direct relations) and y1 ⇒ y3, y1 ⇒ y4, y2 ⇒ y1, y3 ⇒ y2

and y3 ⇒ y4 (indirect). Di�erently, squared gPDC reveals only direct causality rela-
tions: y1 → y2, y2 → y3, y2 → y4, y3 → y1.
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(a) (b)

Figure 2.6: (a) Squared DC for the strictly causal model (|γij(f)|2) and for the extended model:
iDC (|γ̃ij(f)|2) and eDC (|ξij(f)|2). (b) Squared gPDC for the strictly causal model (|πij(f)|2) and
for the extended model: iPDC (|π̃ij(f)|2) and ePDC (|χij(f)|2).

Finally, it is interesting to stress the normalization conditions consequences of these
two measures on their meaning. Squared DC,

∣∣γij(f)

∣∣2, measures causality strength
from yj to yi as the normalized proportion of Sii(f) which is due to yj . Hence, looking
at each row i of the trends' matrix for squared DC it is possible to understand how
much of Sii(f) is due to the other processes j. The absence of external contributions

from y4 on the power of y1 is, for example, re�ected by the null pro�le of
∣∣γ14(f)

∣∣2.
At the same time,

∣∣γ11(f)

∣∣2 is not uniformly equal to 1, because of the contribution
from y2 and y3 on y1. A specular interpretation to that given for squared DC holds
for squared gPDC. The di�erence is that now contributions are measured as out-
�ows instead as in�ows, are normalized to the structure sending the signal instead
to that receiving the signal, and re�ect the concept of direct causality instead that of
causality. For example, the inverse spectrum of y1 is decomposed into a contribution
�owing out directly only towards y2 and into a contribution coming from the same
process, which describes the part of P11(f) which is not sent to any of the other
processes.

2.3.2 Instantaneous and lagged interactions

Let now consider the MVAR process of order p = 2, composed by M = 4 scalar
processes, generated by the equations:

y1(n) = 2ρ1 cos(2πf1)y1(n− 1)− ρ2
1y1(n− 2) + 0.7y3(n− 2) + w1(n)

y2(n) = y1(n)− 0.5y1(n− 2)− ρ2
2y2(n− 2) + w2(n)

y3(n) = 0.5y2(n) + w3(n)
y4(n) = 0.5y2(n) + w4(n)

(2.30)

The process innovations wi are independent white noises of unit variance (Λ = I).
The diagonal elements of the coe�cient matrix B(k) generate complex conjugate
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poles (with modulus ρ1 = ρ2 = 0.8 and phases ±π/4, ±π/2) for the processes
y1, y2, determining autonomous oscillations at 0.125 and 0.25 Hz, respectively. The
o�-diagonal elements of B(k) determine the relations from one process to another,
according to the interaction diagram in Fig. 2.4b. Speci�cally, the imposed causal
e�ects are exclusively instantaneous from y2 to y3 and to y4, (b32(0) = b42(0) = 0.5),
exclusively lagged from y3 to y1 (b13(2) = 0.7), and mixed instantaneous and lagged
from y1 to y2 (b21(0) = 1, b21(2) = −0.5).

The theoretical pro�les of the spectral and cross-spectral functions (Eq. 2.23 and
2.4), computed from the coe�cients values, are depicted in Fig. 2.7.

(a) (b)

Figure 2.7: Spectral functions and frequency-domain coupling measures for the theoretical example
(2.30). Sii(f): spectrum of the process yi; Pii(f): inverse spectrum of yi; Γij(f): coherence between
yj and yi; Πij(f): partial coherence between yj and yi.

Due to the equivalence of Eqs. 2.10 and 2.23, the pro�les of spectra and inverse
spectra, as well as of COH and PC, perfectly overlap when calculated either from
the strictly causal or from the extended MVAR representation. The spectral repre-
sentations closely re�ect the time domain diagram in Fig. 2.4b. For instance, the
squared PCs reported in Fig. 2.7b have a one-to-one correspondence with the ex-
tended MVAR diagram, as a nonzero PC is shown exactly when a direct coupling is
present (i.e., y1 ↔ y2, y1 ↔ y3, y2 ↔ y3, and y2 ↔ y4).
The problems of using the strictly causal MVAR representation in the presence of
instantaneous e�ects become severe when one aims at disentangling the coupling
relations to measure causality in the frequency domain. Only the extended spectral
causality pro�les are correct while the strictly causal one may be strongly mislea-
ding. This is demonstrated in Fig. 2.8 and Fig. 2.9, depicting the frequency-domain
evaluation of causality and direct causality for the considered theoretical example.
The pattern of causality relations imposed in Eq. 2.30 is not re�ected by the DC mea-
sured from the strictly causal model. The squared DC pro�le (black solid curves) de-
scribes indeed many other causal e�ects besides the three correct ones (from y1 ⇒ y2,
from y3 ⇒ y1 and from y3 ⇒ y2); precisely, lagged causality relations are indicated
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(a) (b)

Figure 2.8: (a) Squared DC for the strictly causal model (|γij(f)|2) and iDC (|γ̃ij(f)|2). (b) Squared
gPDC for the strictly causal model (|πij(f)|2) and iPDC (|π̃ij(f)|2).

also from y1 to y3 and to y4, from y2 to y1, to y3 and to y4 and from y3 to y4.
These e�ects are actually due to instantaneous interactions, and thus should not
be represented by the DC, as it is a measure of lagged causality only. The correct
representation is given using the iDC: in this case, the nonzero iDC values are those
measured over the three directions with imposed causality, while the squared iDC is
zero over all other directions (blu dashed curves). The relations of causality emerging
thanks to the instantaneous e�ects are detected by the eDC computed and plotted
in Fig. 2.9a, which is able to measure also instantaneous e�ects in addition to the
lagged ones. Thus, we see that a correct frequency-domain representation of causal-
ity and extended causality is given by the iDC and eDC functions derived from the
extended MVAR representation of the considered process.

(a) (b)

Figure 2.9: (a) Squared eDC (|ξij(f)|2) and (b) squared ePDC (|χij(f)|2) for the theoretical example
(2.30).
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A similar situation occurs when direct causality and extended direct causality are
studied. The iPDC correctly portrays (lagged) direct causality: y1 → y2 and y3 → y1,
being zero over all other directions (red dashed curves in Fig. 2.7b); the ePDC por-
trays all extended causality relations: y1⇒̇y2 (mixed instantaneous and lagged e�ect),
y3⇒̇y1 (lagged e�ect), y2⇒̇y3 and y2⇒̇y4 (instantaneous e�ects). On the contrary,
utilization of the strictly causal MVAR representation leads to erroneous interpre-
tation of lagged direct causality. Indeed, as seen in Fig. 2.7b (black solid curves),
the gPDC interprets as lagged the instantaneous connections from y2 to y3 and from
y2 to y4. Moreover, spurious causality e�ects are measured, as the gPDC is nonzero
from y1 to y3, from y1 to y4, from y3 to y2 and from y3 to y4, even if no direct e�ects
(neither lagged nor instantaneous) are imposed over these directions.
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2.4 MVAR analysis in Practice

In this section some practical aspects are discussed, that are useful for the application
of the previously presented theoretical concepts to the recorded signals.
Before starting the computation of the various functional connectivity measures,
several issues have to be considered. First, the available set of neurophysiological
time series has to be preprocessed and checked for the assumption of stationarity.
After that, the proper data epoch has to be chosen: it has to be stationary and long
enough to produce a reliable �t. Moreover, the optimal model order has to be found.
Identi�cation algorithms have to be then applied to the observed time series for
providing estimates of the model coe�cients. Finally, coupling/causality frequency-
domain estimates can be obtained. These results can be associated to the activation
detection results coming from the power analysis, for a full understanding of the
brain networks under analysis. Finally, model validation and statistical signi�cance
of the results have to be considered.

2.4.1 Preprocessing

As a �rst step, recorded signals have to be preprocessed, making them suitable
for the subsequent analysis. In fact, scalp signals like EEG and MEG can be seri-
ously disturbed by various noise sources, e.g., powerline interference, muscle noise,
eye movements or eye blinks, and cardiac signals [62]. These artifacts may strongly
compromise signals interpretation and analysis. The �rst two disturbances can be
handled by speci�c frequency band �lters (usually notch band-pass �lters for pow-
erline interference and low-pass �lters for muscle noise). Asking subjects to �xate a
visual target may reduce voluntary eye movements (blinks and saccades) in cooper-
ative subjects during brief recording sessions, but this approach does not eliminate
involuntary eye movements and cannot be used when the subject is performing a
task requiring eye movements. A possible solution is to detect signal segments with
artifacts larger than an arbitrarily preset threshold and to exclude them from further
analysis. This is one of the most commonly used method for dealing with artifacts
in research settings, provided that the consequent amount of data lost after arti-
fact rejection results acceptable. Many other methods for removing especially eye
movements and blinks artifacts are available, e.g. regression in the time or frequency
domain [63, 64] performed on parallel neurophysiological signals and electrooculo-
graphic (EOG) recordings, or methods based on principal component analysis (PCA)
[65] and on blind source separation by independent component analysis (ICA) [62].
Each one of these approaches showed advantages and disadvantages [66]. Nowadays,
the rejection of signal segments a�ected by artifacts, if possible, seems to be the less
risky solution, when MVAR model based causality analysis has to be performed after
preprocessing. In fact, clear results about the possible in�uence of the various cor-
rection algorithms on the causality estimates are not yet available. Usually, MVAR
causality studies in neurosciences adopt only preprocessing techniques such as digital
�ltering and downsampling [8, 67, 68, 26, 69, 56]. However, a standard optimized
procedure for preprocessing in EEG/MEG functional connectivity studies is not yet
available and further investigations are required.
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2.4.2 Stationarity

For a consistent estimation of the MVAR coe�cients, each time series y(n) has to
be at least weakly stationary [70, 71]. Weak stationarity implies that the major
characteristics of the stochastic process governing the time series do not change over
time. In particular the following two conditions have to be ful�lled [70, 33]:

• mean stationarity: E (y(n)) = µ for all n ∈ Z;

• covariance stationarity: cov (y(s), y(n)) = E [(y(n)− µ) (y(s)− µ)] depends
only on the time displacement n − s for all s, n ∈ Z. For n = s this con-
dition implies that the variance of the time series has to be constant over time.

These requests are easier to accomplish by analyzing short data epochs. Unfortu-
nately, the selection of short signal segments does not solve completely the problem.
In fact, the length of the window to analyze has to be chosen as a compromise be-
tween the methodological request of analyzing stationary signals, which prompts for
the use of short time windows, and the necessity of reproducing a su�cient number
of cycles for the slowest analyzed oscillation (e.g., the delta rhythm), which prompts
for the use of long epochs. An operational approach to check the stationarity of the
analyzed time series might be to test that no signi�cant di�erences in mean and
standard deviation occur between parts of the analyzed signal [72]. Usually we di-
vide the signal into short epochs containing at least a complete oscillation of the
slowest considered rhythm (e.g., 1 second length for delta rhythm) and check if the
mean and the standard deviation values of each epoch are signi�cantly di�erent from
those obtained in other epochs [Erla et al., 2011], following an approach similar to
that presented in [73].

It is worth to mention some types of non-stationarity that may occur in the analyzed
data, in particular:

• structural breaks: changes of (co)variance or mean at a certain point in the
data;

• deterministic trends: a deterministic function of time enters the time series
(e.g. linear or exponential trends).

Structural breaks are relevant for neural data, whose signals re�ect spatio-temporal
patterns of the electric and magnetic �elds of the brain. It is well known that neural
networks can exhibit complex behavior with nonlinear dynamics, e.g. changes of the
signal system from one state to another [74], which is usually a clear case of a struc-
tural break. Another example is epilepsy, where the same brain area may suddenly
switch from regular information processing into pathological abnormal excessive or
synchronous neural activity in the brain [75]. Fortunately, structural breaks can of-
ten be found by visually inspecting the signals. Moreover, there are formal tests like
the Chow- or Quandt-test to verify the absence of structural breaks [76, 77]. On the
contrary, in the case of a deterministic trend, the time series can be transformed into
a stationary series by subtracting the trend.
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To conclude this paragraph, we remember that stationarity has to be checked also
when time series are simulated imposing the MVAR model coe�cients (e.g., simula-
tions in Section 2.3). In this case, stationarity analysis turns into stability analysis
of the process. A MVAR process is considered stable if all the Mp roots of the
polynomial

det

(
I+

p∑
k=1

A(i)z−i

)
z=ej2πfk

(2.31)

lie within the unit cycle [22]. In this context, stability of the MVAR model corre-
sponds to stationarity of the series generated from such a model; thus it is su�cient
to test for model stability to ensure that the underlying MVAR process is stationary.

2.4.3 Model Order Selection

Another critical issue of autoregressive modeling is the proper choice of the model
order p. The estimation of the optimal p value is usually based on the evaluation of
prediction error. The prediction error decreases or remain unchanged if the model
order increases [22]. Hence, monitoring of the decrease in prediction error can be
not enough to determine the optimal model order. A p value smaller than the true
one results in larger estimated residual covariance matrix Σ than the true residual
variances, since the additional terms omitted from the model would explain in part
the signal matrix Y(n). On the other hand, once the value of p reaches the true
order any further increase in p would lead to over�t the observed data [33]. To
avoid over�tting, a degree of freedom correction has to be applied. Several criteria
have been suggested to determine the correct model order. The most common is the
Akaike information criterion [78]. Speci�cally, the optimal model order is selected as
the value of p that minimizes the vector form of the AIC �gure of merit:

AIC(pi) = N ln det (Σpi) + 2M2pi, (2.32)

where M is the number of data channels analyzed, N is the number of samples
contained in each time series, and Σpi is the estimate of the residual covariance
matrix assuming a pi model order. Note that the AIC function should be computed

only for pi < 3
√

N
M [22].

2.4.4 Model identi�cation and validation

Since the various frequency-domain functions measuring causality and coupling are
estimated from the observed data, they are always an approximation of the the true
unknown functions. The accuracy of the estimation process depends on factors like
data length and type of coe�cients identi�cation method. There is a myriad of pub-
lications concerning linear model �tting (e.g., [79, 22, 60, 50, 33]). Nowadays a choice
of a particular algorithm does not depend on calculation time anymore. However,
certain algorithms may perform better when applied to certain types of data. In this
section, some of the most commonly adopted approaches for identi�cation from the
recorded data of the MVAR models in Eqs. 2.5 and 2.18 are presented.
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Strictly causal model (MVAR) identi�cation

The several existing identi�cation methods for the strictly causal MVAR model 2.5
are all based on the principle of minimizing the prediction error, i.e. the di�erence
between actual and predicted data [22, 60, 33] (for a comparison of di�erent estima-
tors see [25]). One of the most commonly used approaches for estimating the MVAR
coe�cients A(k) from multichannel recordings in neurosciences studies is based on
Vector Least Squares (VLS) model identi�cation [80, 81]. First, the Eq. 2.5 is written
in compact representation as:

Y = AZ+U, (2.33)

where A = [A(1), . . . ,A(p)] is the M × pM matrix of the unknown coe�cients,
Y = [Y(p + 1), . . . ,Y(N)] and U = [U(p + 1), . . . ,U(N)] are M×(N−p) matrices,
and Z is a pM × (N − p) matrix de�ned as:

Z =

 Y(p) · · · Y(N − 1)
...

...
...

Y(1) · · · Y(N − p)

 . (2.34)

Given this representation, the method estimates the coe�cient matrices through the
well known least squares formula (minimizing the total squared residue over the data
samples from p + 1 to N):

Â = YZT
(
ZZT

)−1
, (2.35)

and the input process as the residual time series: Û = ÂZ−Y. The VLS approach
requires a priori model order selection, that is commonly performed via the mul-
tichannel AIC criterion, minimizing the Akaike �gure of merit within a prede�ned
range of orders (typically from 1 to 30).

Even though VLS is a very common approach for model identi�cation, it su�ers from
a number of limitations (tendency to overestimation of the true model order, inability
to discern missing terms, high noise sensitivity) that leave room for the development
of more accurate MVAR identi�cation methods [22, 82]. Here, we present an alter-
native approach for MVAR model identi�cation, proposed in [Erla et al., 2009]. It is
based on the recently proposed Vector Optimal Parameter Search (VOPS) algorithm
[82]. It consists in a two step procedure:

1. Given an initial model order pmax the linearly independent candidates have to
be selected from the M�channel candidate vectors arranged as pmax row blocks
in the pmaxM × (N − pmax) matrix Z in 2.34. Independence of the candidates
is evaluated by multivariate least squares analysis, and the q independent can-
didates are collected in a qM × (N − pmax) matrix Z1, q ≤ pmax.

2. The r most signi�cant candidates have to be chosen among the subset of q
independent candidates (r ≤ q). To this aim, the observations Y are projected
onto the set of independent candidates Y = A1Z1, and the multivariate least
squares solution is found as:

Â1 = YZT
1

(
Z1Z

T
1

)−1
=
[
Â1(1) . . . Â1(q)

]
.
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The independent candidates are then rearranged in descending order according
to the values

Ck = trace of
1

(N − pmax)
[A1(k)Z1(k)] [A1(k)Z1(k)]T ,

where Z1(k) is the k�th row of Z1, k = 1, . . . , q.
The quantity νk = (Ck − Ck+1) /Ck is then plotted as a function of k, and
the �rst maximum, νr, is used as criterion to select the number r of signi�cant
terms [82]. The output of this second step is a rM × (N − pmax) matrix Z2

containing only the independent and signi�cant candidates.

The multivariate least squares solution of the system Y = A2Z2, given by

Â2 = YZT
2

(
Z2Z

T
2

)−1
=
[
Â2(1) . . . Â2(r)

]
,

yields the r nonzero coe�cients of Â, while the remaining pmax − r coe�cients are
set to zero.

In [Erla et al., 2009], using Monte Carlo simulations generated by di�erent MVAR
models, the proposed VOPS algorithm is compared with the traditional VLS iden-
ti�cation method. The VOPS was proved to provide more accurate gPDC estimates
than the VLS

• in presence of interactions with long delays and missing terms;

• for noisy multichannel time series.

The �rst result is ascribed to the fact that the AIC can provide only the maximum
model order, and is not able to discern possible missing terms in the true MVAR
model. Hence, the subsequent VLS estimation yields all parameters pertaining to
the maximum model order, regardless of whether or not there are missing model
terms. As a result, besides an overestimation of the true model order, a bias occurs
in the accuracy of other pertinent parameters. On the contrary, the parameter search
criterion of the VOPS algorithm makes it able to extract only the correct parameters
despite initial overdetermined model order selection.
Also the second result has particular signi�cance considering that the presence of
measurement noise and of physiological noise due to unknown sources is unavoidable
in neural connectivity analysis.

Extended causal model (eMVAR) identi�cation

eMVAR model identi�cation can be performed following this scheme:

1. estimation of A(k), U(n) and Σ for the strictly causal model in Eq. 2.5;

2. solution of Eq. 2.19, U(n) = [I−B(0)]−1W(n) = LW(n), to estimate B(0)
and W(n);

3. estimation of the coe�cients B(k) = [I−B(0)]A(k).
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The �rst step can be performed by means of the classic VLS approach or by the
recently proposed VOPS approach (as presented above for strictly causal models).
The second step is more problematic, requiring to extract the zero-lag relations from
the covariance of the observed data, which is not directional. In other words, the
same matrix U(n) can result from several combinations of L and W(n). To �nd a
unique solution, more information is required than the covariance information alone.
Two approaches are proposed: a priori imposition of the structure of instantaneous
causation (�rst approach, eMVARprior) or assumption of non-gaussianity of the
innovations (second approach, eMVARng). The �rst approach [Erla et al., 2009] sets
the direction (but not the strength) of the instantaneous transfer paths. Notice that,
mathematically, the matrix L results from the Cholesky decomposition [22] of the
noise covariance matrix of the strictly causal model Σ = LΛLT and is therefore a
lower triangular matrix. Thus, B(0) becomes lower triangular with null diagonal. To
ful�ll this constraint in practical applications, the observed time series within the
vector Y have to be ordered in a way such that instantaneous e�ects are allowed
from yj to yi (bij(0) 6= 0 for each j < i) but not from yi to yj (bji(0) = 0 for each
j < i). Therefore, the prior knowledge of the direction of instantaneous causal e�ects
can be used to reorder the observed variables in such a way. On the contrary, if a
priori knowledge of the instantaneous causality relations is not available, the second
approach can help to overcome the problem [Faes et al., 2010a, Faes et al., 2011a].
It is based on the assumption of non-gaussianity for the independent processes W
[59, 83]. The algorithm is composed by two steps:

1. independent component analysis (ICA) is performed on the estimated residuals
U(n). The mixing matrix M is found. It represents an unordered and non-
normalized version of L;

2. an appropriate row-permutation followed by normalization is applied to M−1

to get an estimate of L−1, and thus of B(0).

It can be shown that, if the observed variables can be analyzed in a causal order, the
row permutation at step 2 is unique, so that the solution of the algorithm is univocal
(the model is identi�able).
The advantage of this second procedure with respect to the �rst one is that no a
priori information are required for the identi�cation. This can be very useful in real
EEG/MEG data analysis, since the direction of the instantaneous e�ects between
signals is not known. The drawback is that this approach introduces the additional
model assumption of non-gaussian innovations (which has to be tested and, if not
satis�ed, forces the researcher to discard the speci�c signals' trial).

Model validation

After model identi�cation, the suitability of the estimated model for describing the
observed data has to be checked (validation), i.e. the model assumptions must be
veri�ed.
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First, the residuals U(n) have to be:

• temporally uncorrelated (white): the stochastic variables ui(n−l) and uj(n−m)
are independent for each i, j = 1, . . . ,M and for each m 6= l;

• mutually independent: ui(n) and uj(n) are independent for each i 6= j.

Available tests are, for example, the Ljung-Box portmanteau test for whiteness
(which checks for the overall signi�cance of groups of residual correlations) [60, 84,
85], and the Spearmann's rho test or the Kendall's τ test for independence [60].
Note that whiteness of the extended residualsW always corresponds to whiteness of
the strictly causal residuals U, di�ering W and U only in the instantaneous struc-
ture. On the contrary, independence ofW corresponds to independence of U only in
absence of instantaneous e�ects. In fact, violation of the assumption of independence
of the strictly causal residuals is the reason to introduce the extended model in place
of the strictly causal one.
When the strictly causal residuals results not independent, the condition for iden-
ti�cation of the instantaneous model have also to be veri�ed. Depending on the
approach chosen to identify the instantaneous model (as seen in Paragraph 2.4.4),
the adequacy of the a priori imposed instantaneous structure or the non-gaussianity
of the extended residuals W have to be checked. Non-gaussianity may be tested,
e.g., by the Jarque-Bera test for non-normal distributions. See [60] for a review of
all these statistical validation tests.

Implementation on simulations

The two model identi�cation approaches presented above (Sec. 2.4.4) can be tested on
practical realizations of the MVAR processes illustrated in Sec. 2.3 [Faes et al., 2011a].
Starting from the extended innovations W(n), the corresponding strictly causal in-
novations are estimated as U(n) = [I − B(0)]−1W(n), being imposed the model
coe�cients values B(0) (in accordance with Eqs. 2.29 and 2.30). After that, the
calculated U(n) are used as an input for a strictly causal model. In this way, it
is possible to generate realizations Y(n) = {ym(n)} of Eqs. 2.29 and 2.30, with
m = 1, . . . ,M and n = 1, . . . , N (M = 4 and N = 500 in our example).
The innovations wm(n) were generated as independent gaussian white noises for test-
ing the eMVARprior identi�cation approach, and as independent non-gaussian white
noises for testing the eMVARng approach. Non-gaussianity was achieved �rst gener-
ating zm(n) as independent gaussian white noises and then applying the nonlinear
transformation wm(n) = sign(zm(n))|zm(n)|q, with q chosen in the range [0.5, 0.8]
or [1.2, 2.0] to yield respectively a sub-gaussian or super-gaussian distribution for wi

[59].

For each of the two identi�cation approaches, the analysis was performed in three
di�erent cases:

(a) absence of instantaneous e�ects (Eq. 2.29);

(b) presence of instantaneous e�ects (Eq. 2.30) with satis�ed model assumptions;
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(c) presence of instantaneous e�ects (Eq. 2.30) with non-satis�ed model assump-
tions.

The �rst two cases were designed to test the ability of the two identi�cation ap-
proaches to estimate frequency-domain causality when instantaneous e�ects are triv-
ial and signi�cant, respectively. In the third case the e�ects on the connectivity
measures of wrong model assumptions are investigated. Wrong assumptions were
simulated in the third case imposing

- an incorrect causal ordering for the observed series (i.e. any ordering di�erent
than the two correct orderings set in Eq. 2.30 for instantaneous causal e�ects:
[1, 2, 3, 4] and [1, 2, 4, 3]), for eMVARprior identi�cation approach;

- a gaussian distribution for the extended innovations W for eMVARng identi-
�cation approach.

Fig. 2.10 shows simulation results obtained for 100 realizations of the considered
MVAR processes using the two identi�cation approaches under the three conditions
presented above.
The two top panel rows show representative trends of expected and estimated frequency-
domain causality functions (one selected eDC and ePDC in Fig. 2.10.I, and one se-
lected iDC and iPDC in Fig. 2.10.II). The third panel row shows the percentage of
rejection of the four performed validation tests (whiteness and independence of U
and W residuals and gaussianity of W residuals); the fourth panel row shows the
distribution of the error, estimated as the mean absolute value of the di�erence be-
tween estimated and true causal coupling, computed for each measure (eDC, ePDC,
iDC and iPDC) and averaged over the full frequency range.

When instantaneous e�ects are not present in the simulations (condition (a)), both
eMVARprior and eMVARng identi�cation approaches estimate correctly the im-
posed causal relations. In fact, theoretical and estimated measures appear almost
overlapped and the error values are low. In this case, the assumptions of whiteness
and independence of the residuals U, and of non-gaussianity of the extended resid-
uals for the eMVARng approach, were satis�ed in almost all simulations.
In presence of signi�cant instantaneous e�ects, the strictly causal residuals U are
never independent, indicating the necessity of moving to the extended representa-
tion. When the model assumptions required for identi�cation are satis�ed (condition
(b)), i.e. correct imposition of the direction of instantaneous e�ects for eMVARprior
approach and presence of non-gaussian innovations for eMVARng approach, the es-
timation is successful. In fact, estimation errors are low.
On the contrary, the identi�cation is unsuccessful when the model assumptions are
not satis�ed (condition (c)). The estimated frequency-domain causality measures
deviate from the expected pro�les and estimation errors result high.
In the case of eMVARprior identi�cation (I), the imposed wrong direction for the
instantaneous e�ects do not lead to unful�llment of the validation tests (iW and g
are near zero). This result is due to the fact that all the models estimated with dif-
ferent instantaneous causal orderings are equally admissible, in terms of description
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(I) (II)

Figure 2.10: Results of the identi�cation for 100 realizations of the process (a) in absence of instan-
taneous e�ects, (b) in presence of instantaneous e�ects with satis�ed model assumptions, and (c) in
presence of instantaneous e�ects with non-satis�ed model assumptions. The adopted identi�cation
approach is (I) eMVARprior or (II) eMVARng. From top to bottom, panels show: representative
squared causality functions (black solid: theoretical pro�le; red dashed±dotted: mean±std.dev. of
estimated pro�les); number of realizations n for which rejection of the hypothesis of whiteness (w),
independence of strictly causal (iU ) and extended (iW ) residuals, and gaussianity of extended
residuals (g) is attained; and full-frequency range average error E estimated (mean±std.dev.) for
squared eDC (ξ), iDC (γ̃), ePDC (χ) and iPDC (π̃) functions.

of the data structure. Di�erently, in the case of eMVARng identi�cation (II), the
presence of gaussian innovations leads to failure of validation tests performed on the
extended residuals (iW is high and g is very low).

2.4.5 Statistical signi�cance

After the MVAR model based estimation of the coupling/causality measures of inter-
est, it is necessary to determine a signi�cance threshold for these measures strengths,
in order to distinguish real connections from spurious ones. In fact, due to practical
estimation problems, measures with values greater than zero might simply occur
at some frequencies by chance, even in absence of a true interaction. This issue is
commonly solved by means of statistical hypothesis testing procedures, based on:
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• a null hypothesis H0 of zero interaction, against which observations are tested
(it has to be rejected only if an interaction exists, except for α% of all cases,
where α is the type-I error);

• a distribution of the causality/coupling measures of interest, computed under
the null hypothesis of absence of interaction (no-interactions distribution);

• a statistical test performing a comparison between the values of the causal-
ity/coupling measures computed from the original series and the no-interactions
distribution. In practice, the upper limit of the con�dence interval of the no-
interactions distribution is set as signi�cance threshold. This threshold is then
compared at each frequency with the estimated measure.

From these preliminary observations it is easy to elicit that the key step for the
statistical signi�cance analysis is the evaluation of the no-interactions distribution.
Analytical formulations, elegant and computationally e�cient, are currently avail-
able for COH, DC, DTF, and PDC [54, 86]. Numerical methods, more general and
free from approximations, estimate the signi�cance level speci�cally for each cou-
pling/causality measure. In the present work, we consider only numerical methods,
since they often perform better in �nite samples than analytical measures based on
asymptotic considerations [87]. Many approaches are available, e.g the random per-
mutation of the data [88, 89] or the leave one out method (LOOM) [25, 89]. In this
work, we focus on procedures based on Fourier Transformed surrogate data gener-
ation [90, 91, 92, 93], which will be applied for statistical signi�cance validation in
the following application chapter (3).

Surrogate data analysis to test coupling and causality

After setting the null hypothesis against which observations are tested, a set of
surrogate time series can be calculated, which share the properties of the original
series, but lack of the investigated property (coupling/causality). Consequently, the
no-interactions distribution is obtained as the distribution of the coupling/causality
measure of interest calculated for the surrogate time series.
Depending on the coupling/causality measures of interest, di�erent null hypotheses
are de�ned:

• H0(1) = the observed series are a realization of a MVAR process with absence
of coupling between yi and yj ;

• H0(2) = absence of direct coupling between yi and yj ;

• H0(3) = absence of causality from yi to yj ;

• H0(4) = absence of direct causality from yi to yj .

According to these hypothesis, di�erent surrogate data are de�ned. Here we brie�y
present the so called Fourier Transformed (FT) surrogates [90, 91, 92] and the Causal
FT (CFT) surrogates [93],[Erla et al., 2011b].
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Consider the M × N multivariate time series Y(n) = [y1(n), . . . , yM (n)]T , with
n = 1 . . . , N . For each time series ym(n) (m = 1, . . . ,M), a FT surrogate series
ȳm(n) can be calculated in the following way:

1. the discrete FT operator is applied: Ym(f) = ={ym(n)} = Am(f)eiϕm(f) for
the discrete frequencies f = k/(NT ) (k = 0, . . . , N − 1);

2. the Fourier phases ϕm(f) are replaced by realizations of a random variable
θm(f) uniformly distributed in the range [0, 2π), while the Fourier amplitudes
Am(f) are not changed;

3. the inverse FT is calculated: ȳm(n) = =−1
{
Am(f)eiθm(f)

}
.

The surrogate series ȳm(n) preserve the power spectrum of the original series ym(n),
but are fully uncoupled, being independent the random phases θm(f) [90]. Note that
FT surrogates are consistent with all the null hypotheses above, as they destroy any
type of coupling (direct, indirect, along forward and backward directions).

CTF surrogates are time series in which the causal coupling is destroyed only over
some directions of interaction, while it is preserved over the other directions.
After identi�cation of the MVAR model in Eq. 2.5 or 2.18, some of the model co-
e�cients are forced to zero, depending on the frequency-domain coupling/causality
measure under investigation:

• to test causality yi ⇒ yj , it is necessary to set to zero all the coe�cients
describing the direct dependencies originating from yi (ami(k) = 0 for strictly
causal model and bmi(k) = 0 for the extended model, m = 1, . . . ,M , m 6= i,
k = 0, . . . , p) as well as the direct dependencies ending into yj (ajm(k) = 0
or bjm(k) = 0,m 6= j) =⇒ CFTf surrogates [93]. These surrogates results
consistent with H0(3) and H0(4) null hypotheses.

• to test direct causality yi → yj , it is necessary to set to zero all coe�cients
describing the direct dependence from yi to yj (aji(k) = 0 or bji(k) = 0) =⇒
CFTd surrogates [93]. They are consistent only with H0(4).

• to test direct coupling yi ↔ yj , all coe�cients describing the direct dependence
yi → yj (aji(k) = 0 or bji(k) = 0) and yj → yi (aij(k) = 0 or bij(k) = 0) have to
be set to zero. This latter solution, in which both backward and forward causal
directions are destroyed (consistent with both H0(2) and H0(4) hypotesis), is
proposed in [Erla et al., 2011b] and named CFTbf surrogates.

The reduced model, described by the new coe�cients set, is iterated, using as inputs
M independent white noise realizations.
The resulting series are Ŷ(n) = [ŷ1(n), . . . , ŷM (n)]T . The discrete FT operator is
applied to the original series Ym(f) = ={ym(n)} = Am(f)eiϕm(f), as well as to the
series derived from the reduced model Ŷm(f) = ={ŷm(n)} = Âm(f)eiϕ̂m(f). After
that, the Fourier amplitudes of the original series and the Fourier phases of the se-
ries derived from the reduced model are set, respectively, as amplitudes and phase of
the frequency-domain representation of the CTF surrogates Ỹm(f) = Am(f)eiϕ̂m(f).
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Finally, the inverse FT is calculated ỹm(n) = =−1
{

Ỹm(f)
}
.

The CFT surrogate series ỹm(n) preserve the power spectrum of the original series
ym(n), as well as the phase di�erences among time series in accordance with the
models 2.5 or 2.18, where causality, direct causality or direct coupling from yi to yj

is zero (depending on which zero-setting procedure has been followed).

After calculating the no-interactions distribution, given by the values of the cou-
pling/causality measure of interest obtained from a certain number of surrogate
data, a statistical test is performed to reject/accept the null hypothesis. To this
aim, we usually adopt a nonparametric statistical test based on percentiles with 5%
signi�cance1 [Erla et al., 2011a, Erla et al., 2011b, Papadelis et al., 2011a]. For each
frequency, the coupling/causality measures of interest computed from the original
series are compared with a signi�cance threshold, calculated as the 95th percentile of
the no-interactions distribution. When the threshold is exceeded, the null hypothesis
is rejected. If, on the contrary, the value is below the threshold, the original series
are interpreted as consistent with the considered null hypothesis.

2.4.6 Selection of the regions of interest

To complete the methodological framework given above, we discuss some possible
approaches for the selection of the regions of interest (ROIs) , i.e., cortical or sub-
cortical areas that are activated during the experimental paradigm (stimulation or
task execution). By considering one representative signal for each selected ROI, it
is possible to limit the number of time series analyzed in the following connectivity
analysis. This is a non-trivial aspect, since EEG and MEG signals are recorded on the
scalp surface by a high number of derivations (from 19 electrodes of the 10-20 EEG
standard system to 256 sensors of the MEG apparatus). A scalp connectivity analysis
considering all these signals makes no sense. In fact, besides the methodological
limitations imposing to consider a low number of signals for MVAR modeling, it
has to be considered that a joint analysis of all derivations behavior would give
confusing results, with di�cult interpretation. In addition, the information recorded
on each location of the scalp is redundant in respect to that recorded from derivations
located in its proximity. This is due to the fact that variations in time of the electric
or magnetic �eld recorded on close electrodes may be due to the same brain source
underlying them. Hence, there is no advantage in including in the MVAR model
signals recorded from very close electrodes, containing the same information. The
selection of one representative signal for each area is de�nitely to prefer.
Three main approaches were considered here for ROIs detection, based on:

• a priori selection of the areas involved by the experimental paradigm, based
on neurophysiological or neuroanatomical previous knowledge;

• evaluation of the event related �elds (ERFs) or event related potentials (ERPs)
(depending on the analyzed data, MEG or EEG respectively);

1The percentile is used, since it is suitable either for normal or non-normal distributions of the
connectivity measures (e.g., it is required by the non-normality of the coherence distribution [94]).
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• calculation of a certain number of virtual signals by means of the available
source imaging techniques.

The �rst approach is very common in neurosciences for scalp signal studies [95, 68,
96, 69]. It results intuitive, fast and requires neither assumptions on the signal ge-
neration nor signal elaborations before MVAR modeling. Anyway, it does not assure
that the selected recordings are the most representative for the activated areas. For
this reason, it is recommended to check these signals for activation before further
analysis. As an example, in [Erla et al., 2011a, Erla et al., 2011b] a priori selection of
the ROIs is applied, using the detection of band-speci�c power task-related changes
as a test for activation (see Sec. 2.4.7).

A test for activation is not necessary when ERFs/ERPs approach for ROIs selec-
tion is adopted. In fact, the latter is based on the selection of the most activated
areas for each speci�c stimulus/task. Consider that the simplest model for neural
response to a certain stimulus or task assumes that a neurophysiological signal like
EEG or MEG can be decomposed in two components: the �rst is invariant in latency
and topography (and is only dependent on the speci�c stimulus or task), while the
second is a noise component (containing spontaneous activity and other confounding
oscillations) [97]. Because of the prevalence of the second component, it is very di�-
cult to detect the �rst one from a single recording (trial). The evoked response can be
obtained only by averaging the signal recorded immediately after the stimulus/task
onset in many trials: ERFi(n) = 〈yi(n)〉, where yi(n) is the sample n of the signal
recorded from the electrode i.
Even if the mean operator removes an important part of the information contained
in the signal, many sensory and cognitive tasks can be characterized by highly con-
sistent ERF/ERP waves. For example, averaging all the trials obtained in an EEG
signal recording session from an occipital electrode (like Oz) in presence of visual
stimulation, a signi�cant event related potential can be observed around the latency
of 100 ms. By mapping the distribution of the average activity at each latency, the
topography of the neural response to the stimulus/task (activated areas) is obtained.

(a)

60fT

0.1s

51.2ms

(b)

Figure 2.11: Example of ERF ROIs selection for a visuo-tactile task in a representative subject. (a)
Grand-average signal, (b) ERF map for the �rst peak with latency 51.2ms, corresponding to the
somatosensory ERF, color scaled in the range ±200fT.
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The simpliest ERFs/ERPs approach for ROIs selection:

• calculates the grand-average signal for each channel to detect the latencies
of the various ERFs/ERPs signi�cantly related to the stimulus/task under
analysis (e.g., see Fig. 2.11a);

• generates a ERF/ERP map for each detected latency to locate each component
in space (e.g., see Fig. 2.11b).

A similar approach is presented in [Erla et al., 2010], based on spatially detection of
the characteristic ERFs/ERPs of each involved task. Speci�cally, ERFs are estimated
from the data recorded on the scalp. Then ERF variance is calculated on the signals
recorded before the task onset (rest-ERF variance). Di�erently, task-ERF variance
is computed considering the typical time intervals for the ERFs expected for each
speci�c task (for example 70-150 ms after task onset for tasks involving visual cortex
and 25-70 ms for haptic somatosensory cortex involvment, as in Fig. 2.12). Finally,
for each considered latency interval, the channels with the highest increase in ERF
variance moving from rest to task can be selected as ROIs.

(a)

=⇒ var(ERFvisu)
var(ERFrest)

=⇒

(b)

=⇒ var(ERFss)
var(ERFrest)

=⇒

Figure 2.12: Event-Related Fields (ERFs) after stimulus, for visual (a) and somatosensory (b) brain
areas in one representative subject. On the right, maps of the ten visual (blue) and somatosensory
(red) channels with the higher increase in signal variance moving from rest to task (ROIs) for this
participant. Adapted from [Erla et al., 2010].

It is worth to remember that the potential distribution on the scalp represents a
modi�ed copy of the real cortical distribution, because the anatomical structures
interposed between scalp and cortex reduce its transmission. As a consequence, part
of the spatial information on the actual distribution of the electrical activity is lost
on the scalp level [43]. For this reason, when analyzing data on the scalp level, their
low spatial resolution has always to be taken into account, in order to avoid risky
interpretations of the results.
Nowadays, an improvement can be obtained by means of spatial enhancement algo-
rithms, such as current source density calculations or deblurring [98, 99, 100, 18].
Furthermore, numerous approaches are available for the calculation of locations and
�virtual signals� of the neural sources generating the scalp recorded con�guration
of signals (source imaging techniques). Scalp recordings do not directly indicate the
location of the active neurons in the brain, due to the ambiguity of the underlying
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static electromagnetic inverse problem [101]. This issue can be solved only by intro-
ducing a priori constraints on the generation of EEG and MEG signals. The more
appropriate these assumptions are, the more trustable the source estimations. In
recent years, several approaches have been developed based on di�erent mathemat-
ical, biophysical, statistical, anatomical or functional constraints. They range from
equivalent current dipole estimations, assuming a limited number of focal sources, to
the calculation of many distributed sources (e.g., sLORETA, Minimum Norm Esti-
mation, and Beamformers). Exaustive reviews on EEG/MEG source imaging, which
explain in detail the formal implementation of the a priori constraints in the di�erent
algorithms are, for example, [101] and [102].
From the neuroscienti�c point of view, these approaches are very e�ective, allowing
an accurate localization of the task-involved ROIs, often combined with MRI or other
anatomical information. After that, spatially �ltering the data, they calculate the vir-
tual signals associated to each source, as shown for example in [Papadelis et al., 2011b].
It is important to remember that, besides the assumptions for the solution of the
inverse problem, these methodologies require many analytical steps, such as the
number and positioning of electrodes (including the reference electrode) and the de-
termination of relevant time points or periods for source localization, which should be
carefully considered and selected. In addition, the e�ects of these procedures on the
signals should be carefully valued before further connectivity analysis, to check that
no spurious functional connectivity patterns will be introduced while estimating the
sources. In fact many studies tested the spatial accuracy of the various approaches
in localizing the sources (e.g., [103]), but a rigorous demonstration of the in�uence
of these processing methods on the calculated virtual signals' connectivity relations
is not yet available.

2.4.7 Power spectral analysis

To conclude this methodological chapter, we discuss brie�y power spectral analysis
techniques, whose information can be associated to the functional connectivity anal-
ysis inside speci�c frequency bands, in order to give a larger comprehension of the
brain mechanisms related to task execution.
As seen above, a complete framework for the frequency-domain analysis of a certain
dataset can be obtained by calculating the MVAR model coe�cients and extracting
power content and connectivity measures at the same time. Starting from the MVAR
model coe�cient estimates, the so called spectral density matrix can be easily cal-
culated by means of equation 2.10. It contains the auto-spectra of each considered
signal on the diagonal.
The advantage of power MVAR model-based estimates over FT based approaches
in real data analysis has been previously discussed [104, 105]. Autoregressive power
analysis was demonstrated to be more e�ective than FT based analysis in evaluating
the frequency content of short signals. In fact, AR analysis describes data trough
the model coe�cients, thus yielding a compact representation of the process. In
addition, this approach gives the possibility to overcome both the traditional mono-
variate analysis focusing on a single signal, and the bivariate analysis limited to two
signals only [68, 69]. Since neurophysiological data are a largely unknown mixture of
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activities of the actual brain sources, a more comprehensive picture on the system
behavior is obtained from multivariate analysis, where a set of signals are modeled
together and analyzed simultaneously [106, 107].
A further advantage of MVAR power analysis is the possibility of using accurate
methods for the selection of power content within each assigned frequency band, i.e.,
spectral decomposition techniques [108, 109]. For each pole of the MVAR transfer
function, a peak of the power spectral density can be identi�ed. To estimate the
power associated to each peak, it is necessary to integrate the spectral density on
an appropriate frequency window centered on the frequency peak. Spectral decom-
position techniques allow to estimate the power and the corresponding frequency
band-width for each peak, in such a way that the sum of the estimated powers be-
tween 0 Hz and Nyquist frequency is equal to the integral of the spectral density on
the whole band. The residue integral theorem is applied, stating that the integral of
a complex function (here the z-Transform of the spectral density) on a closed loop
(in this case the unit cycle) is proportional to the sum of the residuals of the poles
of the function. The number of poles in the unit cycle is equal to the model order
p [22]. Moreover, if we normalize to the Nyquist frequency, the power spectral den-
sity is displayed in the frequency interval [0, 1/2]. So the residue integral is actually
limited to the area of the unit cycle where values have positive imagery part. As
a consequence, residuals to consider are relative to the poles with positive imagery
part (their number is around p/2) (see [108] for details).

Figure 2.13: Generic pole of the complex spectral density Si(z), with correspondent power spectral
density S(fk).

In the multivariate case [109] the same principle is adopted. Here the procedure is
only complicated by the fact that, before power decomposition of the process yi, its
power spectral density has to be described as a sum of partial spectra:

Sii(f) =
M∑

m=1

Si|m(f) =
M∑

m=1

Him(z)σ2
mH∗

im(z−1) ,where z = ej2πfT , (2.36)

where Si|m(f) is the part of Sii(f) due to ym. Then, each partial spectra can be
decomposed (partial fraction expansion) in a sum of bell-shaped functions, centered
around the frequency of k-th the pole, and has a sharpness related to the pole mod-
ulus (see for details [109]).
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Besides the information on the frequency band-speci�c content, power spectral anal-
ysis is useful to detect neural activation. In fact, task-related changes in power are
usually observed in correspondence of brain regions involved in a speci�c task. Ex-
amples can be found in [Erla et al., 2010, Erla et al., 2011a, Papadelis et al., 2011a]
and will be discussed in the following chapter.
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Chapter 3
Application: visuo-motor integration

The theoretical and methodological framework presented in the previous chapter
can be applied to study the mechanisms underlying many cognitive processes. In
this chapter we focus on the study of visuo-motor integration processes, i.e. pro-
cesses in which motion is controlled with the perceived visual information, and of
multisensory integration processes, i.e. processes in which the information perceived
through di�erent sensory modalities is coded, analyzed and matched. Speci�cally, a
goal-directed grasping motor behavior is investigated through a visuo-motor match-
ing protocol. The aim is to identify the involved brain areas and to distinguish the
networks related to speci�c tasks from those due to integration, by analyzing EEG
and MEG signals recorded from healthy subjects. This deeper knowledge of the
�normal� brain functioning could be a starting point also for the future analysis of
rehabilitation stages and procedures in pathological conditions [110, 111, 112].
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3.1 Introduction

Let us consider an apparently simple everyday action, like goal directed grasping
of a certain object. This is a highly complex brain procedure involving multimodal
sensory and motor processes. In fact, in order to reach, grip and control an object,
the brain is required to integrate the visual and haptic sensory information in in-
put, and simultaneously control the motor system. To do this, speci�c cortical and
sub-cortical regions are activated and communicate with each other. This scheme
re�ects the two principles governing the functional mechanisms of the human brain:
specialization and connectivity, as discussed in Chapter 1.

Although the relevance of cross-systems integration processes is becoming increas-
ingly clear, the mechanisms underlying them are much less understood. One of the
most common hypotheses is that a huge number of neurons, organized in function-
ally specialized assemblies, communicate locally and on a long-range scale through
synchronized �ring patterns [113, 114, 17]. Following this idea, the so called binding
theory was formulated [115]. It assumes that the integration of spatially distributed
information into a coherent percept is based on transiently formed functional net-
works linking the various brain regions by phase-locked oscillatory activity. This
theory was originally proposed to explain object recognition mechanisms, in which
di�erent features are processed at di�erent spatially distributed brain locations and
subsequently merged to form an object representation. Afterward, this model has
been adopted for the interpretation of other particular aspects of perception, cog-
nition and action, such as the integration between multimodal sensory inputs and
motor control.

The most direct way to detect coherently oscillating neuronal groups in the brain is
the analysis of synchronization of the recorded Local Field Potentials. However, this
technique is invasive and provides only a partial view of the electrical activity of the
brain, limited to the areas in which the needle electrodes are placed. Many studies
demonstrated that the synchronized oscillatory activity of distant brain areas can
be detected easily and in a non-invasive way by studying the correlation between
neurophysiological signals recorded on the scalp upon the areas of interest (see, for
example, [116, 17, 117, 113]). To analyze functional and e�ective connectivity by this
approach, the recording modality is required to be highly temporal-resolved, such as
MEG and EEG are [18, 118].

In the last years, many studies have been proposed in which functional connectivity
was estimated from EEG/MEG signals by coherence analysis [36, 37, 38, 39, 40, 41,
42]. One of the main objectives of these studies was to identify the functional role
of each di�erent brain rhythm in inter-areas communication. In fact, each frequency
band was hypothesized to contain distinct components re�ecting speci�c functions.
Usually the synchronization frequency is considered to be inversely proportional to
the distance between the communicating brain areas. In [113, 119, 120] high fre-
quency synchronization (γ band coherence) was associated to functional connectiv-
ity between close brain areas, while θ, α and β coherence was related to long-range
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information �ow. However, the di�erent role of the various brain rhythms seems not
to be solely dependent on the distance of the communicating regions. Task-speci�c
synchronization was also considered. High frequency synchronization was believed
to have an important role in high cognitive processes [121, 122], but also alpha
large-scale synchrony was observed [123]. Moreover, long-range synchronization was
detected at di�erent frequency bands during motion [113]. Concerning visuo-motor
and related multisensory integration processes, large-scale enhanced interregional
synchronization was mainly found in α and β frequency ranges [69, 120, 119]. Nev-
ertheless, controversial results on this topic are often encountered and a clear and
complete picture is still missing.
Besides the role of di�erent frequencies in brain communication, the task-involved
areas and their connectivity pattern were also analyzed. In visuo-motor integration
studies, precentral cortices (premotor and motor areas) and occipito-parietal regions
(visual areas and parietal cortex) were mainly considered [124, 125, 112, 126, 127,
128, 129, 130].

The aim of this chapter is to verify and extend these �ndings. The theoretical
methods presented in Ch. 2 for functional and e�ective connectivity (coupling and
causality) analysis are tested on real data, to further discuss possible advantages
and limitations and elucidate the neuronal mechanisms underlying visuo-motor in-
tegration. EEG results are partly tested by replicating the results of Classen [69].
Causality analysis is applied to extend these results. In addition to cortico-cortical
connectivity analysis of the EEG signals, recorded by channels located around the
motor/premotor area and the visual cortex, MEG signals are analyzed. A pilot study
is performed, estimating the functional coupling at the source level using a beam-
former technique to provide more accurated spatial information about the regions
involved in the visuo-motor integration task and about their cortico-cortical cou-
pling.
The analyzed continuous visuo-motor task requires the tracking of a visual target
changing continuously in size by adapting the force of a pinch grip [Erla et al., 2011a,
Erla et al., 2011b]. This task is a good example of functional cooperation between
visual and motor areas, since it poses a demand on the brain to continuously analyze
the visual signal showing the discrepancy between requested and actually generated
force and to produce an adequate force accordingly.

3.2 The dataset

The dataset of this study has been recorded in the MEG Center of the Institute
of Medical Psychology & Behavioral Neurobiology at the University of Tübingen
(Germany).

3.2.1 Subjects and experimental setup

Twelve healthy volunteers participated in the study. They were right handed, accord-
ing to the Edinburgh handedness inventory [131], with mean age 25.2 ± 2.2 years;

45



3.2 The dataset

Figure 3.1: Experimental setup. The sub-
ject sits inside the magnetically shielded
room with the helmet shaped dewar, with
the EEG cap on the head. The screen in
front of the subject displays the feedback
and the �xation cross. The pinch grip is
on the subject's right side.

six of them were females. All participants were free of known past or present neu-
rological problems. The study was approved by the Medical Ethics Committee of
the University of Tübingen. All subjects gave written informed consent prior to the
experiment according to the Declaration of Helsinki.

During the experiment, the participants comfortably sat inside a light dimmed mag-
netically shielded room (MSR). Their right hand rested comfortably to reach a pinch
grip device. Subjects were asked to gaze at a �xation cross displayed at the center of
a screen (size: 1024× 768 pixels; monitor frame rate: 60 Hz), placed about 60 cm in
front of them. A projector (PLC-XP41, Sanyo), standing outside the MSR, projected
images through a cut-away portal in the shield on the screen (see Fig. 3.1).

3.2.2 Experimental description

Participants accomplished four tasks in total.

1. In the continuous visuo-motor task (VM) , participants were asked to track
a target stimulus varying sinusoidally in size (at a frequency of 0.3 Hz), by
adapting the force exerted by their right hand thumb and fore�nger on a force
sensor pinch grip (Fig. 3.2a). The force of the isometric contraction was mea-
sured by an in-house built force transducer, which used strain gauges �xed on
the upper and lower surfaces of a manipulandum. The di�erence between the
requested and actually produced force was continuously measured and visual-
ized on the screen as a white rectangle changing its size horizontally (Fig. 3.2b).
Participants were instructed to align this rectangle as precisely as possible to
the black stationary rectangle on the screen (adopted as reference). The visual
feedback was projected at the center of the screen, with the extreme positions
of the rectangle subtending a visual angle of 4o.
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2. In the visual plus motor task (V+M) , participants were asked to produce the
same sinusoidal isometric activation as in the VM condition, but without the
visual feedback about the produced force.

3. In the visual task (V) , participants watched the sinusoidally varying target
stimulus and the stationary rectangle without performing the pinch grip task.

4. Finally, in the motor task (M) , participants were instructed to imagine a
metronome with 1 s pulse and correspondingly press the pinch grip with half
the amount of their maximum force, which was estimated as the average force
exerted in the other tasks.

The task order was randomized between subjects. To record brain activity during
stable performance and avoid learning e�ects across sessions, participants became
familiar with the VM task in a separate session preceding EEG/MEG recording.
Finally, to reduce the presence of artifacts in the recordings, participants were asked
to refrain from blinking as much as possible.

(a) (b)

Figure 3.2: (a) The pinch grip with force transducer that measures the isometric contraction applied
to the manipulandum. (b) The visual feedback about the requested (black rectangle) and the actual
force produced by the subject (white rectangle). Adapted from [Erla et al., 2011a]

Each subject performed four blocks in total (Fig. 3.3a), corresponding to each type
of task (V, M, V+M and of VM). Each block lasted 10 min and 30 s and comprised
three trials of 3 min and 30 s, which were continuously recorded. In particular, each
trial included 1 min of rest (baseline), 2 min of task (V, M, V+M or VM) and 30 s
of pause. During baseline, participants stared at the �xation cross without perform-
ing any task. In the 30 s pause, participants were allowed to relax their eyes from
�xation and, if necessary, to blink (Fig. 3.3b). The baseline time windows served as
control condition for comparison with task execution and, together with the pause
periods, helped to limit �nger muscular fatigue during the following motor task ex-
ecution. The experimental procedure for each block is depicted in Fig. 3.3a. Before
each block and after the last block alertness and tiredness were assessed by means
of a Visual Rating Scale (VRS). Subjects were asked to rate their current status of
alertness (from extremely bad to extremely good) and tiredness (from none to ex-
tremely tired). Nevertheless no subject showed limited alertness and no one reported
severe task-induced fatigue or tiredness during the experiment [Erla et al., 2011a].
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Figure 3.3: Schematic representation of the experimental procedure. (a) Each block of either V, M,
V+M or VM, lasts 10min and 30s and consisted of three trials. Each trial starts with 1 min rest,
followed by 2 min task and ends with 30 s pause, during which participants could relax their eyes.
(b) Corresponding images presented on the screen. Adapted from [Erla et al., 2011a]

3.2.3 Data acquisition

Combined EEG/MEG was recorded while subjects performed the tasks.

Figure 3.4: EEG montage.
Fp1-Fp2 bipolar signal is
adopted as EOG signal.

EEG signals were acquired with 33 AgCl-cup electrodes,
according to 10-20 standard electrode placement system
plus additional intermediate positions in cortical areas of
interest for the speci�c tasks (see Fig. 3.4). All electrodes
were referenced to the earlobes common reference and
grounded to Fpz. EEG activity was sampled at 586 Hz
and band-passed at 0-200 Hz. Electrode impedances were
kept below 5 kΩ [Erla et al., 2011a]. A bipolar signal was
recorded at Fp1 and Fp2 locations (electrooculographic
reference), in order to exclude trials contaminated with
eye movements from further analysis.
Simultaneously, whole-head MEG recordings were ac-
quired using a 275-channel axial gradiometer system
(VSM MedTech Ltd). According to EEG, MEG data were
sampled at 586 Hz and band-pass �ltered at 0-200 Hz.
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The signals recorded by the axial gradiometers were analyzed as synthetic third or-
der gradiometers [132]. From every subject an anatomical MRI was obtained. To
enable co-registration of MEG data with the anatomical brain scans, three coils
were placed at the nasion and preauricular points prior to MEG data acquisition.
The coils at the �ducial localizations served to continuously monitor the position
of the subjects' head relative to the MEG sensors. After each acquisition, the coils
were removed and at their locations were carefully placed radio-opaque washers for
o�-line co-registration of the recorded MEG data with the structural MR images
obtained from each subject [Papadelis et al., 2011b].
Finally, bipolar electromyographic activity (EMG) was recorded from the muscle
abductor pollicis brevis (APB) of the right hand, with the same sampling rate of the
EEG/MEG.

Participants' performance was continuously recorded with the same sampling rate of
the EEG. The correlation between the requested and performed grip force (Fig. 3.5a)
was used as outcome index in each subject. A mean correlation across the three trials
> 0.6 was set as threshold for subject inclusion in the analysis. Subjects generally
showed high performances (0.74± 0.14) in the VM task. Only one subject presented
low performance (mean correlation < 0.6) and was therefore excluded from further
analysis [Erla et al., 2011a].

(a)

(b)

Figure 3.5: (a) Example of 30 seconds performance in one representative subject. Requested (red
line) and the produced force (black line) are displayed. The �rst part of the signal was recorded
during rest. Then the screen switched from the �xation cross to the VM task and the subject began
to press the pinch grip. This was detected also by the EMG co-registered signal (b).
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3.3 EEG data analysis

3.3.1 Preprocessing

EEG signals were FFT band-pass �ltered (3-45 Hz) to remove power supply noise
and extract information within the frequency bands of interest, and down-sampled
from 586 to 146 Hz to reduce redundancy. After that, the mean value was removed
from the signals.
The preprocessed EEG signals were visually inspected to identify possible artifacts
and one subject was excluded from further analysis due to the excessive presence of
signal artifacts.
For each subject and trial, EEG windows of 10 s length (from 3 s to 13 s before and
after task onset) were selected for the analysis both in rest and in task conditions
(V, M, V+M, VM). The window length was chosen as a compromise between the
methodological request of analyzing stationary signals, which prompts for the use of
short time windows, and the necessity of reproducing a su�cient number of cycles
for the slower analyzed oscillation (here, the alpha rhythm), which prompts for the
use of longer epochs.

3.3.2 ROIs selection

As depicted in Sec. 2.4.6, after preprocessing the data, a selection of the region of
interest (ROIs) is suggested. Di�erently from what presented in [Erla et al., 2010],
where an ERFs based approach is adopted, in this analysis the involved areas were
a priori selected on the basis of prior neurophysiological knowledge, and tested for
activation before to proceed with the connectivity analysis (Sec. 3.3.4).
According to previous �ndings (see Sec. 3.1), four cortical regions were considered as
crucial for the execution of the proposed visuo-motor task: left central cortex (motor
area contra-lateral to the moving right hand), right central cortex (motor area ipsi-
lateral to the movement), parietal cortex and occipital cortex (visual area). From
each of the four ROIs, three signals were collected as shown in Fig. 3.6.

Figure 3.6: Selected channels. Three electrodes were con-
sidered for each area of interest: left motor (red), right mo-
tor (yellow), parietal (green) and visual cortex (blue). Each
number (1, 2 or 3) indicates a combination of channels used
for eMVAR identi�cation.

In the following paragraphs, the eMVAR analysis performed for each subject, task
(rest, V, M, V+M, VM), and trial of this dataset will be discussed. Since the con-
nectivity between time series representing the same cortical area does not constitute
a matter of interest and has not much sense at the scalp level, we decided to con-
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sider in the model a single signal from each area of interest. Three combinations of
electrodes were de�ned (keeping the distance between the four electrodes as large
as possible, see Fig. 3.6) and eMVAR identi�cation was executed for each one of
them. Hence, for each subject, task, and trial, three eMVAR models were generated
and, consequently, three sets of frequency-domain measures were obtained. We as-
sumed that these three measures were all equally representative for the activation
and connectivity of the ROIs' network in that subject and task [Erla et al., 2011b]1.

3.3.3 eMVAR model construction and validation

For each subject, experimental condition, trial, and electrodes-combination, the pre-
processed signals were allocated into the data matrix Y = ym(n) (n = 1, . . . , 1460
samples and m = 1, . . . , 4 derivations) to be described by an extended multivariate
autoregressive model (Eq. 2.18). The optimal model order was estimated for each
set of 4 signals through the Akaike information criterion presented in Sec. 2.4.3,
imposing pmax = 20. It resulted on average p̄ = 8.3 ± 1.5. Finally, the coe�cient
estimation was performed through the second approach for extended causal model
identi�cation presented in Sec. 2.4.4.

After model identi�cation, the suitability of the estimated model for describing the
observed data was checked. Speci�cally, the model assumptions of non-gaussianity
and independence of the extended residuals were veri�ed (Sec. 2.4.4).
The extended residuals W resulted non-gaussian in 83% of the analyzed models.
Moreover, the estimated residuals U resulted never independent, while the extended
residualsW were independent in 78% of the considered models. This is an important
observation, which justi�es the adoption of the extended model for the description
of the data. In fact, violation of the assumption of independence of the strictly
causal residuals is the reason to introduce the extended model in place of the strictly
causal model. Only the sets of 4 signals satisfying simultaneously the assumptions
of non-gaussianity and independence of the extended residuals were considered for
the following analysis (in total, 77% of the sets).

Furthermore, the assumption of whiteness of the residuals was also tested. Since
W and U di�er only in the instantaneous structure, whiteness test gives the same
result in both cases. In the 71% of the considered cases, whiteness of both resid-
uals U and extended residuals W is veri�ed. Whiteness is not observed in every
case because, for a few of our EEG datasets, Akaike information criterion dropped
monotonically with increasing model order. This is not related to the adopted model
(strictly causal or extended) and corresponds to a behaviour observed in many previ-
ous studies (e.g., [8, 133, 134]). Taking into account these studies, we considered for
the subsequent analysis also the sets which did not satisfy the whiteness assumption,
even if part of the correlation structure of these data may be not well represented
by the model.

1A simpler spectral and coherence analysis performed on a network of ten channels (considering
prefrontal, motor, somatosensory, parietal and visual cortices) is presented in [Erla et al., 2011a].
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3.3.4 Activation analysis

Activation was tested, in the selected signals, by detecting band-speci�c changes in
the power related to the task.
After calculating the eMVAR model coe�cients, the spectral matrix S(f) was de-
termined according to Eq. 2.10, for each subject, experimental condition, trial, and
electrodes-combination. The diagonal elements of S(f), Sii(f), represent the power
spectral densities of each modeled signal yi. In order to obtain objective and ac-
curate power estimates, spectral decomposition was applied to each spectrum Sii.
This yielded the partial spectra Sii|k(f) related to the k poles of the processes, and
corresponding to speci�c frequency bands (Sec. 2.4.7).
In Fig. 3.7 an example of spectral decomposition is shown for a representative sub-
ject (signal recorded in rest condition, �rst trial, P3 electrode). The model order is
set to p = 8 and four poles are identi�ed corresponding to four peaks at the fre-
quencies f1 = 0.4 Hz, f2 = 10.1 Hz, f3 = 20.2 Hz, and f4 = 32.6 Hz. The spectral
density SP3 is decomposed in the partial spectra SP3|1(1f), SP3|2(f), SP3|3(f), and
SP3|4(f). The corresponding power estimates, measured as the areas subtended by
each partial spectrum, result P1 = 14.0, P2 = 2.8, P3 = 0.5, and P4 = 0.2 µV 2/Hz.
The overall power is P = 17.6 µV 2/Hz, which is well estimated by the sum of all
the partial spectral powers.

Figure 3.7: Example of spectral decomposition. Representative subject during rest, trial 1, electrode
P3.

In this study we focused on alpha and beta frequency bands. In this way, long-range
(alpha band) and medium-range (beta band) interactions are considered, avoiding
short-range interactions that are di�cult to distinguish from volume conductor ef-
fects at the scalp level. We decided to carefully consider this important aspect, even
if the use of the extended MVAR model should deal with the volume conductor
issue, being able to identify instantaneous relations between the involved areas. In
addition, previous �ndings in visuo-motor integration research showed interregional
synchronization mainly in α and β frequency ranges [69, 120, 119], justifying our
restriction. Therefore, spectral power decomposition of each Sii yielded the partial
spectra Sii(α) and Sii(β) related to the poles of the processes with frequency inside
the alpha (8-13 Hz) and beta (13-30 Hz) frequency bands, respectively. The areas
underlying the partial spectra were taken as measures of spectral power, Pα and Pβ ,
within the two bands.
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For each subject and experimental condition (R, V, M, V+M, and VM), single rep-
resentative power values for each channel were obtained as average values across the
three trials (P̄α and P̄β). Spectral power analysis aimed to characterize the activation
of di�erent cortical areas in response to the di�erent tasks. Spectral power contents
were thus compared between rest and task conditions to identify areas related to
each control condition or to the visuo-motor integration processes. The statistical
analysis was performed separately in each frequency band, after grouping results on
the basis of the ROI they belong to (i.e., left central: FC3, C3, CP3; right central:
FC4, C4, CP4; parietal: P3, Pz, P4 and occipital: O1, Oz, O2). For each assigned
ROI, Kruskal-Wallis nonparametric one-way Analysis of Variance (ANOVA) was per-
formed to assess the signi�cance of di�erences due to stimulus-type (R, V, M, V+M,
VM). When ANOVA indicated the presence of signi�cant di�erences (p < 0.05),
post-hoc multiple paired Wilcoxon tests were performed to assess the signi�cance
of the di�erences between rest (R) and task conditions (V, M, V+M, VM), as well
as between each pair of task conditions. Correction for multiple comparisons was
performed according to Holm's method [135].

Results

Fig. 3.8 depicts the results of the application of spectral analysis in a representative
subject. The power spectral densities of four signals, recorded in proximity of the left
motor cortex (channel C3 in panel a), of the right motor cortex (channel C4 in panel
b), of the parietal cortex (channel Pz in panel c), and of the visual cortex (channel
O2 in panel d), are displayed. The power spectral density of the EEG recorded above
the left motor cortex (panel a) shows a major power decrease during tasks involving
motion (M, V+M, VM vs R condition), while no signi�cant changes are noticed dur-
ing the pure visual (V) condition. Results for the right motor cortex (panel b) are
similar, even if the power decrease induced by the M task is lower than the power de-
crease due to the combined tasks (V+M and VM). An opposite behavior is observed
in the EEG representing the parietal cortex and the visual cortex (panels c and d),
where power decrease is detected during tasks involving vision (V, V+M, VM vs R
condition), but not during the pure motor (M) condition. In the parietal area, the
power decrease due to the pure V task results lower than the decrease induced by
the combined tasks. These results hold both in alpha and beta frequency bands.

Fig. 3.9 summarizes the results of spectral analysis in the overall subject popula-
tion in terms power contents in alpha and beta frequency bands. Average values
across subjects are shown for each condition (R, V, M, V+M, VM) and cortical re-
gion of interest. Power changes showed a similar tendency in the central areas, while
their behavior was di�erent in the parietal and occipital regions. The left central area
was analyzed separately, since it is representative of the left motor cortex (contra-
lateral with the motor task). In both frequency bands, the power content in this
area decreased signi�cantly during M, V+M and VM, as compared to R and V. This
result suggested that the left motor regions activated only in presence of right hand
motion. In the right central area, the di�erence between R and M was not signi�cant

53



3.3 EEG data analysis

(a)

(b)

(c)

(d)

Figure 3.8: Application of spectral analysis in a representative subject for (a) one channel repre-
senting the left motor cortex (C3), (b) one channel representing the right motor cortex (C4), (c)
one channel representing the parietal cortex (Pz), and (d) one channel located above the visual
cortex (O2). Results are shown for R, V, M, V+M and VM, following the color code in the legend
(top-right). On the left, schematization of electrodes positions.
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in the alpha band, suggesting weaker ipsi-lateral activation. Parietal regions showed
a signi�cant power decrease during tasks involving a visual component (V, V+M and
VM) vs R condition. M could not be distinguished from R, and showed signi�cantly
higher power than V (in the alpha band), V+M and VM (in both alpha and beta
bands). Moreover, a power decrease was noticed during V+M and VM conditions as
compared to V. The decrease was signi�cant only in the alpha band during V+M,
and in both frequency bands during VM. In the occipital area, a signi�cantly lower
power value in both alpha and beta bands was found for tasks involving a visual
component (V, V+M, VM) vs R and M conditions. The only signi�cant di�erence in
power content between the two visuo-motor conditions (with and without feedback)
was found in the beta band, where a signi�cantly lower power was observed for the
VM vs V condition (and not for V+M vs V) in the parietal area.

(a) (b)

Figure 3.9: Spectral power values in alpha (a) and beta (b) frequency bands in the overall population.
Data are expressed as mean ± standard error across subjects, for each experimental condition (R,
V, M, V+M, VM, color coded as reported in the legend) and cortical area (lC: left central, rC: right
central, P: parietal, O: occipital). Regions locations are indicated as black blobs in the scalp maps,
displayed below the plots. Paired multiple tests: ∗ signi�cant vs R; o signi�cant vs V; ∧ signi�cant vs

M.

3.3.5 Connectivity analysis

Starting from the estimated eMVAR coe�cients, various frequency-domain mea-
sures of coupling and causality were calculated as described in Sec. 2.1.3 and 2.2.1.
Connectivity analysis was divided into two steps:

1. the theoretical framework proposed in Ch. 2 was applied to rest and VM con-
ditions, to test the proposed methods on real data and discuss possible advan-
tages and limitations;

2. after selecting the more suitable frequency-domain connectivity measures, the
global paradigm was studied, to further elucidate the neuronal mechanisms
underlying visuo-motor integration.
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First study

In the �rst study, linear coupling and causality were estimated between each pair of
signals and the information content of the di�erent adopted measures was compared.
For each subject, experimental condition, trial, and electrodes-combination, all the
frequency-domain connectivity measures summarized in Tab. 2.1 were computed.
Speci�cally, we considered estimates of:

• direct+indirect coupling (COH) and causality (DC, iDC, eDC);

• direct coupling (PC) and causality (gPDC, iPDC, ePDC).

As discussed above, sets of 4 signals (one for each ROI) were considered in the
eMVAR modeling. Therefore, a 4× 4 matrix of functions was obtained for each con-
nectivity measure, with each matrix element corresponding to a di�erent connection
or causal direction (for an example, see Figs. 3.11 and 3.12). After that, a corre-
sponding 4 × 4 matrix of signi�cance thresholds was determined for each function.
The comparison between each connectivity measure and its signi�cance threshold
is useful to avoid false coupling detections in presence of independent oscillations
occurring at nearby frequencies [92]. The threshold was case-by-case calculated as
the 95th percentile of the no-interactions distribution (i.e., the distribution of the
coupling/causality measures of interest obtained from 100 surrogate data). For each
connectivity measure a procedure based on surrogate data generation was adopted
(see Sec. 2.4.5):

- COH: FT surrogates;

- PC: CFTbf surrogates;

- DC, iDC, and eDC: CFTf surrogates;

- gPDC, iPDC, and ePDC: CFTd surrogates.

For each element of the 4× 4 matrix and for each frequency, the connectivity mea-
sure of interest, computed from the original series, was compared with the threshold.
Speci�cally, an average value of the measure and of its signi�cance threshold was
calculated in alpha (8-13 Hz) and beta (13-30 Hz) frequency bands. If the average
threshold was exceeded by the average connectivity, the estimated coupling/causality
was considered signi�cant. If, on the contrary, the average connectivity value was be-
low the average threshold, coupling/causality on that connection was considered not
signi�cant for that frequency band. Taking the band-average value is a common ap-
proach [136, 32], and is mathematically justi�ed by the fact that several oscillations
may be present in the analyzed band and the overall connectivity of these should be
properly accounted by the chosen measure.
The statistical analysis of the results was divided in two parts, one for measures of
direct+indirect connectivity (COH, DC, iDC, eDC) and one for measures of direct
coupling and causality (PC, gPDC, iPDC, ePDC). The rationale of this separation
stands in the fact that, while the absolute values of the measures in the �rst group
have a meaningful physical interpretation in terms of amount of power transferred
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from one process to another, direct measures are hardly useful in quantitative terms.
In fact, their magnitude quanti�es the information �ow through the inverse spectral
matrix elements, which do not �nd easy interpretation in terms of power spectral den-
sity, as seen in Sec. 2.1.3. As a consequence, two di�erent approaches were adopted
to analyze the results.

(a)

(b)

(I) (II) (III)

Figure 3.10: (I.a) Squared COH (|ΓC3−O2(f)|2) and (I.b) squared PC (|ΠC3−O2(f)|2) for a subject
during R (black solid lines) and VM (red solid lines), connection C3-O2. Dashed lines are the
corresponding signi�cance thresholds. Dashed gray lines indicates α and β frequency bands' limits.
(II) Average values of the measures and of their thresholds within α and β are displayed. (III)
Application of the thresholds: while for the measure of direct+indirect coupling (COH) the values
exceeding the threshold are considered as meaningful coupling values, for the measure of direct
coupling (PC) a binary response is adopted. In this example, increased coupling and direct coupling
are observed due to task execution.

Measures of direct+indirect connectivity: for each subject, experimental condition,
trial, electrodes-combination, and for each speci�c connection (element of the
4× 4 connectivity functions matrix), the representative value for the degree of
coupling/causality in each frequency band was considered equal to the aver-
age measure values inside the band, when the threshold was exceeded, while
was imposed to zero, when lower than the threshold (e.g., Fig. 3.10a). After
that, for each given connection and frequency band, a paired Wilcoxon test
was performed between R and VM conditions to evidence possible changes in
connectivity due to task execution.

Measures of direct connectivity: for each subject, experimental condition, trial,
electrodes-combination, and for each speci�c connection, the representative
value of the measure in each frequency band was considered equal to one, when
the threshold was exceeded, while was imposed to zero, when not signi�cant
(e.g., Fig. 3.10b). This corresponds to counting the signi�cant connections,
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regardless of the absolute value of the connectivity measure. After that, for each
given connection and frequency band, the proportion of signi�cant connectivity
patterns found in rest and task was compared. A Chi squared Pearson test
was performed between R and VM conditions to evidence possible changes in
connectivity due to task execution.

To illustrate the overall connectivity analysis, the results obtained for a sample sub-
ject (VM condition, trial 1, electrodes-combination 2) are presented in Figs. 3.10,
3.11 and 3.12.

(a) (b)

Figure 3.11: (a) Squared COH (|Γij(f)|2) and (b) squared PC (|Πij(f)|2) for a representative subject
during VM (solid black lines). Dashed blue lines represents the 95th percentile of the distribution
of COH and PC over 100 surrogate series (signi�cance threshold). Dashed red lines at 8 and 13 Hz
indicate the borders of the α and β frequency bands. i, j = 1, . . . , 4 indicates respectively channels
C3, C4, Pz and O2.

Fig. 3.11 depicts the results of the application of frequency-domain coupling analy-
sis. The coherence functions (panel a) and partial coherence functions (panel b) are
displayed for each pair of signals. The computed thresholds for signi�cance are also
shown (dashed blue lines). Both 4 × 4 matrices are symmetric, re�ecting the fact
that COH and PC are measures of coupling and do not contain information on the
direction of the interactions. The coherence is signi�cant for each connection and its
value is related to the amount of power transferred from one process to another. The
partial coherence results not signi�cant (in both alpha and beta frequency bands)
between channels 2 and 3 (C4-Pz connection) and between 2 and 4 (C4-O2 connec-
tion), indicating that, in this subject and condition, the interaction between these
areas is not direct.
In Fig. 3.12 the results of the frequency-domain causality analysis are shown. The
4 × 4 matrices are clearly non-symmetric, giving di�erent results for the di�erent
directions. On the left are displayed direct+indirect causality measures, while on the
right are displayed direct causality measures. The former elicit the directions of the
connectivity patterns found from COH analysis (Fig. 3.11a), while the latter show
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(a) (b)

(c) (d)

(e) (f)

Figure 3.12: (a) Squared DC (|γij(f)|2), (b) gPDC (|πij(f)|2), (c) iDC (|γ̃ij(f)|2), (d) iPDC
(|π̃ij(f)|2), (e) eDC (|ξij(f)|2), and (f) ePDC (|χij(f)|2), for a representative subject during VM
(solid black lines). Dashed blue lines represents the 95th percentile of the distribution of surrogate
data (signi�cance threshold). Dashed red lines at 8 and 13 Hz indicates the borders of the α and β
frequency bands. i, j = 1, . . . , 4 indicates respectively channels C3, C4, Pz and O2.
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the directions of each connection found in PC analysis (Fig. 3.11a). As an example,
the non-signi�cant connections observed in PC are not signi�cant, over both direc-
tions, also in all the direct causality measures.
The presence of non negligible zero-lag interactions among the considered EEG sig-
nals was documented by the results of the validation tests. In fact, in this subject and
condition, residuals U for the strictly causal model result non independent, while
all the extended residualsW are independent. In addition, extended residuals result
non-gaussian (p = 1, 8 · 10−12), satisfying the eMVAR model assumptions.
The results obtained from the strictly causal model (panels a and b) can be com-
pared with the corresponding outcomes of the extended causal model (panels c,e and
d,f). In general, the dominant lagged connectivity direction is from back to front;
DC, gPDC, iDC and iPDC appear indeed higher in the directions from yj to yi

than from yi to yj , with j > i. In particular, connections from visual to left motor
cortices are evident, due to the e�ect of the visual feedback, driving the movements
of the subject. Strictly causal and extended measures show similar connectivity pat-
terns. However, extended causality measures (panels c and d) seem to highlight
the information �ow better than the correspondent strictly causal measures (pan-
els a and b), as documented by their higher values in almost all the connections
that are signi�cant compared to the threshold. As a consequence, extended mea-
sures seem better descriptors of the expected neurophysiological behavior than the
strictly causal functions. Finally, the usefulness to model instantaneous e�ects can
be deduced looking, for example, at the results for the direct connection C3↔Pz
(1 ↔ 3 in the plots). While gPDC (panel b) shows signi�cant direct causality both
on C3→Pz and Pz→C3, at least in alpha frequency band, the extended model indi-
cates connection Pz→C3 as lagged, but does not indicate any signi�cant connection
over the opposite direction C3→Pz (panel d). The link C3→Pz is observed again in
ePDC (panel f), suggesting this relation as instantaneous. Therefore, we may inter-
pret the lagged e�ect C3→Pz in panel b as a spurious result in the strictly causal
analysis. [Erla et al., 2011b]

Population results

Figs. 3.13 and 3.14 schematize the results of coupling and causality analysis in terms
of task-related connectivity changes in the overall population of subjects for al-
pha and beta bands, respectively. Only connections showing statistically signi�cant
changes between rest and VM task are displayed, to evidence the activation patterns
of the network subserving the execution of the task and compare results that can be
obtained using the di�erent measures presented in Ch. 2. For simplicity, the channel
located in the middle of the each ROI is visualized as representative for the three
derivations belonging to the area. In the following, left central area will be indicated
as lC, right central area as rC, parietal area as P and occipital area as O.
Coupling measures are presented in the �rst column, while causality measures in
the second (measures obtained from the strictly causal model) and in the last two
columns (measures obtained from the extended model). COH and PC reveal the
presence of signi�cant task-related changes in coupling between each pair of ROIs,
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D+I

D

COH DC iDC eDC

PC gPDC iPDC ePDC

Figure 3.13: Cortico-cortical connectivity changes in the α frequency band during VM in the overall
population of subjects. Lines indicate signi�cant changes in the connectivity measure's value from
rest to task condition (blue: signi�cant decrease; red: signi�cant increase). Coupling measures are
presented in the �rst column, strictly causal measures in the second column, while measures obtained
from the extended model are depicted in the last two columns. First row contains the direct+indirect
measures (D+I), while direct measures are presented in second row (D). For simplicity, the channel
located in the middle of each ROI was displayed as representative for the three derivations belonging
to the area (C3 represents here the three left motor channels, C4 the right motor area, Pz the
parietal and Oz the occipital). In the �rst row, lines are thin when the di�erence between average
task and rest values is < 0.1, medium for di�erences larger than 0.1 but lower than 0.3, and tick
for di�erences > 0.3. Adapted from [Erla et al., 2011b].

but they cannot elucidate the directions of the detected relations. This aspect is
clari�ed by the causality analysis, in which the signi�cance of the changes is valued
for each connection and direction.
The �rst row contains the direct+indirect measures, while direct measures are pre-
sented in the second row. As explained above, the absolute value of direct+indirect
measures can be interpreted in terms of amount of power transferred from one pro-
cess to another, normalized in respect to the total in�ow entering the �arrival-ROI�.
Hence, for each direct+indirect measure, the average value across subjects, trials
and electrodes-combinations was calculated in rest and VM conditions for each con-
nection and direction (|Γij |2R, |Γij |2V M , |γij |2R, |γij |2V M , |γ̃ij |2R, |γ̃ij |2V M , |ξij |2R,

|ξij |2V M , for both alpha and beta frequency bands). The di�erence between average
values in rest and task was displayed, when changes due to the task resulted signi�-
cant, through the thickness of the lines (see �rst row in Fig. 3.13 and 3.14). In this
way, looking at each region on the map, it is possible to understand how much of its
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D+I

D

COH DC iDC eDC

PC gPDC iPDC ePDC

Figure 3.14: Cortico-cortical connectivity changes in the β frequency band during VM in the overall
population of subjects. See the legend of Fig. 3.13 for details.

power is coming from the other regions. As a drawback, direct+indirect measures
cannot distinguish between direct and indirect causal e�ects. This information can
be extracted from the direct measures, which detect only direct relations. Anyway,
the latter cannot completely substitute the direct+indirect measures. In fact, their
quantitative interpretation is di�cult, being them related to the inverse spectral
matrix elements and not to the power. This is the reason why a binary statistics
was applied to these measures. When, for example, a certain connection (and direc-
tion) was not signi�cant (in respect to the surrogate data threshold) during rest and
became signi�cant in VM, this was interpreted as increase in connectivity for that
connection (and direction). As a consequence, maps (second row in Fig. 3.13 and
3.14) show only connections with signi�cant task-related changes, with a �xed arrow
thickness.
Finally, di�erences evidenced in the results of the strictly causal measures (DC and
gPDC) and of the extended measures (iDC, iPDC, eDC and ePDC) have to be dis-
cussed, to compare the e�ects of the two modeling approaches (MVAR and eMVAR,
respectively). Lagged measures (i.e., DC vs iDC, or gPDC vs iPDC) are mostly in
accordance to each other. In the alpha frequency band, task-related changes in the
direct connections between motor cortices and between visual and motor cortices are
similarly interpreted. Also in the beta frequency band many results agree. Anyway,
some crucial di�erences arise. First of all, connection O→P appears signi�cant only
using iDC and iPDC estimators, while it is not present using DC and gPDC, in
both frequency bands. This is a very important point, since the connection between
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visual and parietal cortical regions is expected, being the parietal area considered as
crucial for early sensorimotor transformations underlying action (especially for the
visual control of hand action) [137, 138]. Moreover, in the alpha band, the causal-
ity increase over the opposite-direction, P→O, can be interpreted from the strictly
causal measures as lagged and indirect (being signi�cant for the DC). However, the
information coming from eDC and ePDC measures (compared with that of iDC and
iPDC) suggests that the instantaneous e�ects play a role in the increase of causal
coupling over the P→O direction. This may be considered as an explanation for the
relation P→O detected from DC but not from iDC, which, in this sense, results
wrongly interpreted by the strictly causal model. The same argument can be applied
to the increase in direct causality detected for the connection lC→P in the alpha
band. In fact, both DC and gPDC indicate a signi�cant increase, which is not de-
tected from iDC and iPDC, but is detected by eDC and ePDC, again suggesting
a contribution of instantaneous correlations. Finally, in beta band, iDC and iPDC
show signi�cant increase on the connection lC→rC, which is not signi�cant in the
strictly causal model, probably as a consequence of the spurious reorganization of
the causal relations on di�erent connections.

Second study

In the second study, linear coupling and causality were estimated by eMVAR model
based measures, which were shown to be suitable to describe the variations of con-
nectivity due to task execution and to detect important connections that are not
evident from strictly causal analysis. The global paradigm was studied to further
elucidate the neuronal mechanisms underlying visuo-motor integration.
The statistical analysis described for the �rst study (considering R and VM con-
ditions) was here identically replicated for the signals recorded during V, M, and
V+M tasks. Speci�cally, for each given connection and frequency band, iDC and
eDC estimates obtained for each rest (RV , RM , RV +M and RV M ) and task (V, M,
V+M, VM) condition were compared through a a paired Wilcoxon test, to evidence
possible changes in connectivity due to tasks execution. For iPDC and ePDC mea-
sures, Chi squared Pearson tests were performed between rest and task conditions.
In addition, the results obtained for the various rest conditions (RV , RM , RV +M and
RV M ) were checked to be indistinguishable to each other (i.e., in statistical terms,
to belong to the same distribution) by means of the same tests.
Connectivity maps were generated for each measure, condition and frequency band.
They show only connections with statistically signi�cant changes between rest and
task. This allows to evidence the peculiar activation patterns of the network sub-
serving the execution of the pure tasks (V, M) and of the combined tasks (V+M and
VM), as well as disentangle the integration mechanisms.

Fig. 3.15 and 3.16 depict the results of the lagged measures (iDC and iPDC, respec-
tively) in terms of task-related changes in the connectivity patterns. In the alpha
frequency band (�rst row in the �gures), lagged causality values signi�cantly decrease
or remain unchanged between the brain areas that are not involved in the pure tasks
(V and M). In fact, during the pure visual condition V, a signi�cant decrease of direct
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α

β

V M V+M VM

Figure 3.15: Cortico-cortical iDC changes in α (�rst row) and β frequency bands (second row) in
the overall population. Lines indicate signi�cant changes in iDC values between rest and task (blue:
signi�cant decrease; red: signi�cant increase). Pure visual task (V) is presented in the �rst column,
pure motor (M) in the second column, visuo-motor tasks in the last two columns (V+M and VM).
For simplicity, the channel located in the middle of the each ROI was displayed as representative
for the three derivations belonging to the area (C3 represents here the three left motor channels,
C4 the right motor area, Pz the parietal and Oz the occipital). Lines are thin when the di�erence
between average task and rest values is < 0.1, medium for di�erences larger than 0.1 but lower than
0.3, and thick for di�erences > 0.3. Adapted from [Erla et al., 2011b].

lagged causality is observed between the visual cortex regions and the motor cortex
regions. Moreover, indirect lagged causality decreases from the right motor cortex
to the left motor cortex. During the pure motor condition M, a signi�cant increase
of lagged causality (Fig. 3.15) and lagged direct causality (3.16) is observed, in the
alpha frequency band, from the left central to right central areas i.e., between signals
recorded from the motor cortices. No signi�cant changes are observed between motor
and visual cortices and, in the beta band, the relation from left motor to parietal
areas shows a signi�cant decrease.
During the visuo-motor tasks (V+M and VM) an involvement of all regions was
observed. In fact, the relation between left and right motor areas, observed in the
alpha frequency band during M, is also present in V+M and VM, and the signi�cant
decrease of causality in O→rC, observed during the pure visual task, is present also
in the composed tasks. Moreover, a strong causality increase from visual to motor
cortex is documented in the alpha band by a remarkable increase of the iDC (Fig.
3.15). Conversely, this connectivity relation was not signi�cant during the execution
of the pure tasks.
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Figure 3.16: Cortico-cortical iPDC changes in α (�rst row) and β frequency bands (second row) in
the overall population of subjects. See the legend of Fig. 3.15 for details.

The inter-regional connectivity patterns generated by the two visuo-motor tasks
(with or without feedback), in the alpha band, show few di�erences. Speci�cally, the
relations O→P and P→lC have increased causality in VM, but not in V+M. This re-
sult has to be ascribed to the visual feedback e�ect. Moreover, iDC increases weakly
also in P→rC, probably as a consequence of the inability of this measure to distin-
guish between direct and indirect relations. As regards the beta frequency band, a
signi�cant increase of connectivity (mainly from back to front) in the brain network
is observed only during the execution of the visuo-motor task with feedback (VM),
while few signi�cant changes are noticed in V+M. In fact, besides the activation of
direct causal relations between the two motor areas, only during VM a signi�cant
increase is observed in the connectivity from the visual region to the motor areas
(direct for left motor area and indirect for right motor) and the parietal area, and
from the parietal to both central regions.
Finally, it is worth noticing that, while in alpha frequency band the activated net-
work (signi�cant increase in causality relations) is mainly located in the left part
of the brain, i.e., contra-lateral to the motor task, and the right patterns are sup-
pressed, in beta band the whole connectivity network is activated (mainly from back
to front) without distinction between the two hemispheres.

Fig. 3.17 and 3.18 summarize the signi�cant task-related changes in causality results
for the extended measures (eDC and ePDC, respectively). The main di�erences ob-
served between lagged and extended measures are related to the connections P→O,
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Figure 3.17: Cortico-cortical eDC changes in α (�rst row) and β frequency bands (second row) in
the overall population of subjects. See the legend of Fig. 3.15 for details.

α

β

V M V+M VM

Figure 3.18: Cortico-cortical ePDC changes in α (�rst row) and β frequency bands (second row) in
the overall population of subjects. See the legend of Fig. 3.15 for details.
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lC→P and P→rC. In fact, during VM, a signi�cant increase in extended direct
causality is observed from parietal to occipital areas. This is present in both ePDC
and eDC, but was absent in iPDC and iDC. This di�erence can be ascribed to in-
stantaneous e�ects. Similarly, the signi�cant decrease of ePDC from the parietal to
the right central regions in alpha band, suppressing the signi�cance of the indirect
increase of causality on the same connection (not signi�cant eDC changes), can be
ascribed to a confounding in�uence of instantaneous e�ects on the detection of lagged
causality. This is also the case of the increase of ePDC from the left motor area to
the parietal in the beta band. In the latter case, the instantaneous e�ect seems to
�overlap� the lagged indirect e�ect detected by iDC. All these results are presented
in [Erla et al., 2011b].

3.3.6 Discussion

The binding theory assumes that the integration of spatially distributed information
into a coherent percept is based on transiently formed functional networks linking
the various brain regions by phase-locked oscillatory activity [115]. This model is
adopted for the interpretation of many particular aspects of perception, cognition
and action, such as the integration between multimodal sensory inputs and motor
control. Starting from the fact that the cooperation between brain regions, involved
in the processing of a task, may be elicited by studying the features of the signals
recorded from them, this study aimed to:

• apply multivariate spectral analysis on multichannel EEGs recorded during
a visuo-motor force-tracking paradigm, to compare the behavior of di�erent
frequency-domain connectivity measures;

• investigate the visuo-motor integration processes related to this task.

The experimental paradigm, applied in healthy subjects, involved the execution of
two tasks demanding visuo-motor integration (VM, V+M), as well as pure-visual
(V) and pure-motor (M) performances used as control conditions. The comparative
analysis allowed to elicit speci�c mechanisms involved in integration processes.

First of all, multivariate power spectral analysis was applied in order to evidence
changes in the rhythmic oscillations of EEG signals due to region activation, accord-
ing to a paradigm which associates power decrease with area activation [139].
While executing the pure-visual task, subjects showed a signi�cantly decreased power
(i.e., task-induced activation) in both alpha and beta frequency bands in the pari-
etal and occipital cortical regions, but not in the central areas. On the contrary,
the execution of the pure-motor task induced activation of the left central region
only, in the alpha frequency band, and of both central regions (left and right) in the
beta band, suggesting stronger contra-lateral and weaker ipsi-lateral activation of the
motor cortex. Finally, the execution of a combined task (V+M or VM) determined
activation of both central and posterior brain areas.
The presence or absence of a visual feedback determined di�erences between power
values only in the beta frequency band, suggesting the role of beta rhythm in the
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feedback-mediated matching of motor performance and visual information. More-
over, di�erences due to the presence of visual feedback were observed only in the pari-
etal area, suggesting the involvement of this brain region in visuo-motor integration.
This is in accordance with previous studies conduced in both monkeys and humans
by single cell activity, TMS and neuroimaging techniques [127, 126, 140, 137, 112].
They evidenced the crucial role of the parietal region in visuo-motor integration and
precision grasping tasks.
From a methodological point of view, the proposed approach, based on parametric
multivariate spectral analysis instead of classical non-parametric (Fourier transform-
based) spectral analysis, provides a compact and complete description of the signal
dynamics in terms of model parameters [22]. This method was combined here with
a supplementary procedure for power spectral decomposition. The algorithm for
spectral decomposition allowed precise and objective determination of the power as-
sociated to each oscillatory component of the spectrum [109].
Overall, these results indicated the suitability of spectral decomposition to measure
band-speci�c power contents, re�ecting neuronal network activation during task per-
formance engaging di�erent brain regions. Activation was related to power decrease,
con�rming what found in [Erla et al., 2010, Erla et al., 2011a].

After studying activation of the brain ROIs, strictly causal and extended multivari-
ate autoregressive model-based analyses were performed on rest and VM conditions,
to test the proposed methods on real data and discuss possible advantages and lim-
itations of the di�erent coupling and causality measures. Speci�cally, we considered
estimates of direct+indirect coupling (COH), direct+indirect causality (DC, iDC,
eDC), direct coupling (PC) and direct causality (gPDC, iPDC, ePDC). Alpha and
beta frequency bands were considered, to focus on long-range (alpha) and medium-
range (beta) interactions [119], and on the basis of previous �ndings in visuo-motor
integration research, showing interregional synchronization mainly in these frequency
ranges [69, 120, 119].
First, the considered connectivity measures were separated into two main groups:
direct+indirect and direct measures. While the former give information about the
strength of each relation (in terms of amount of power transferred from one process to
another) but are not able to distinguish between direct and indirect relations, direct
measures elicit the structure of the investigated network but do not have easy in-
terpretation in quantitative terms (since they quantify the information �ow through
the inverse spectral matrix elements). Therefore, both groups of estimates have to
be considered and the connectivity patterns have to be interpreted considering both
the strength of the connectivity and the direct/non-direct nature of the interaction.
Coherence and partial coherence revealed the presence of signi�cant changes in cou-
pling between the cortical ROIs, due to task execution. To detect the forward and
backward components of the revealed couplings, causality analysis was performed.
Lagged causality measures obtained from the MVAR coe�cients (DC and gPDC)
were compared with that calculated from eMVAR coe�cients (iDC and iPDC). Even
if a general agreement was observed for the two groups of measures, suggesting a
prevalent information �ow from back to front areas and task-related changes both
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in alpha and beta frequency bands, some important di�erences were shown. Indeed,
signi�cant causality increase was detected from the visual to the parietal areas in
both frequency bands during the visuo-motor task only by adopting the extended
model based measures. This causal relation is considered to be essential in visuo-
motor integration processes. In fact, the posterior parietal cortex corresponds to the
major terminal of the so called dorsal stream, projecting from the primary visual
cortex [141]. This path has been recently demonstrated to be involved in eye move-
ments, visually guided reaching and manipulation of objects and is believed to have
an important role in transforming visual inputs into skilled motor actions [138, 142].
Moreover, the dorsal stream is considered to be part of a complex network of visuo-
motor modules interconnected with other cortical and subcortical structures devoted
to sensorimotor control [142]. Speci�cally, visual information is believed to reach the
premotor areas via the parietal cortex [130, 128, 129, 138]. This compex network was
detected in our data only thanks to the application of eMVAR based measures. In
fact, while the causality from parietal to motor areas was revealed from both strictly
causal and extended measures, the visual to parietal connection was signi�cant only
performing the extended analysis (Fig. 3.13 and 3.14).
The utilization of the extended MVAR model allowed also to distinguish lagged ef-
fects from instantaneous relations. As a consequence, some misleading task-related
changes resulting from the strictly causal model could be recognized and ascribed
to the presence of non negligible instantaneous relations between the recorded sig-
nals. As an example, the increase of causality indicated as lagged by DC and gPDC
on the connection lC→P in the alpha frequency band was not signi�cant in iDC
and iPDC and was signi�cant in eDC and ePDC. This suggests a misleading role
of instantaneous causality on the detection of lagged causality when the traditional
strictly causal model is applied.
Overall, these results showed that modeling the data with an approach that consid-
ers also instantaneous e�ects may lead to the detection of important connections,
which are not detected from the strictly causal measures. Moreover, it allows a better
comprehension of the causal relations between di�erent cortical areas. In fact, eM-
VAR approach gives the possibility to distinguish between instantaneous and lagged
e�ects, being the former probably related to volume conductor e�ects. The valida-
tion tests showed in Par. 3.3.3 are an additional reason to prefer eMVAR modeling
to MVAR modeling, being the assumption of the latter not satis�ed in real EEG
datasets. In fact, the presence of non negligible zero-lag interactions among the con-
sidered EEG signals was documented by the non-independence of the residuals U
for the strictly causal model. Di�erently, the assumptions of eMVAR modeling are
accomplished for the selected signals, as extended residuals W are independent and
non-gaussian. These conclusions demonstrate the suitability of the new proposed ap-
proach for real data applications and for the description of neurophysiological data
and cognitive processes.

Finally, extended causality analysis was performed on the global paradigm, to further
elucidate the neuronal mechanisms underlying visuo-motor integration. Task-induced
modi�cations of the network connecting the activated brain areas were studied, ac-
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cording to a paradigm which associated increase of interregional causality estimates
with enhanced cooperation processes among the analyzed areas.
In the alpha frequency band, during the control conditions V and M, lagged causality
values signi�cantly decreased or remained unchanged between the brain areas that
were not involved in the pure tasks. Connectivity decrease has been suggested as a
potential strategy to minimize the in�uence of a distracting stimulus and to maintain
performance quality by controlling the relative weight of information sources and/or
focusing attention [69]. During the composed tasks (V+M and VM), our analysis
revealed a connectivity pattern consistent with a combination of the activation pat-
terns observed in the two control conditions (V and M), which suggested the role
of alpha synchronization in enforcing the speci�c functional network surrounding
the cortical areas involved in task execution. These results con�rmed what found in
[Erla et al., 2011a] by coherence analysis for a network of ten ROIs. Moreover, alpha
connectivity from visual to motor cortex increased while performing the visuo-motor
tasks (V+M and VM conditions), but not during V and M. This result underlined
a tendency towards an enhanced driving role of the visual cortex over the motor
cortex during tasks simultaneously involving both areas, according to mechanisms
consistent with a visuo-motor integration process [15, 69, 129]. Furthermore, our re-
sults showed, in the alpha band, a stronger activation of the left side network of the
brain (contra-lateral to the motor task), suggesting a di�erent behavior of the two
hemispheres due to the lateralization of the motor task. An important di�erence was
found between V+M and VM conditions, i.e., an increased causality from the occip-
ital to the parietal regions and from the parietal to the left motor areas, during VM.
This suggests an enforcement of the connectivity network between visual and motor
cortices due to the presence of the visual feedback and underlines the role of the
parietal area in the visuo-motor integration process [137, 112, 130, 128], which was
noticed also from the power analysis. The di�erence between V+M and VM tasks
was even more evident in the beta band. While no substantial connectivity changes
in respect to rest were observed in the V+M condition and no signi�cant connec-
tivity was found between visual and motor areas, con�rming the results reported by
[69], several connections showed a causality increase during the VM condition, which
suggests a strong relation between feedback e�ects and beta connectivity increase.
Summarizing, the di�erent functional role of the two considered frequency bands was
revealed by: (i) the absence of left-right connectivity pattern di�erences in the beta
band, and (ii) the di�erent impact of visual feedback on the network. These results
provide novel quantitative information in the still open issue of the role potentially
played by the di�erent frequency bands [69, 120, 113].

A limitation of MVAR and eMVAR-based scalp signals analysis was the necessity
to consider a low number of signals (ROIs) for a good �t of the data through the
model. In fact, considering large numbers of derivations recorded in close positions
on the scalp as an input for the same model, very often lead to unful�llment of the
model assumptions. This could be ascribed to the fact that signals recorded in close
locations contain redundant information, because of the volume conductor e�ect. As
a consequence, scalp connectivity analysis shows low spatial accuracy.
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A promising solution seems to be the application of source imaging techniques to the
recorded data, allowing the accurate detection of the location and of the time varia-
tions of the sources' activities generating the recordings. In the following paragraph
a pilot study is presented applied to the MEG signals acquired in this study. Even if
source imaging approaches are recommended before connectivity analysis whenever
high number of recording channels are available at the scalp level to avoid the spatial
redundancy issue, more accurate analysis is required to understand possible e�ects
of the adopted source imaging techniques on the various estimated connectivity re-
lations.
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3.4 MEG data analysis

3.4.1 MEG source activity estimation

After �ltering the recorded MEG signals (band-pass �ltering between 0 and 70 Hz,
notch-�ltering to remove 50 Hz line noise) and subtracting the mean value, they
were visually inspected for possible artifacts, and data from two subjects (the same
we excluded from EEG analysis) were excluded from further analysis, due to strong
artifact contamination.
Source activity was estimated using the Synthetic Aperture Magnetometry (SAM)
[143, 132], a well-established spatial �ltering tomographic scanning technique based
on the nonlinear constrained minimum-variance beamformer. The activity related
to the execution of the task was identi�ed by sequentially applying the beamformer
to a number of locations placed on a regular grid spanning the whole brain and
volumetric SAM images were obtained. Speci�cally, power estimates were computed
for the 30 s window preceding (rest) and for the 30 s following (task) the VM task
onset. Source power di�erence was calculated between VM and rest for each 2 mm3

volume element, and pseudo-t statistical parametric images were generated from this
di�erence [132]. A multiple local-sphere model served as head model.
Each subject's MRI was spatially normalized into the Montreal Neurological In-
stitute (MNI) template space using SPM5 (http://www.�l.ion.ucl.ac.uk/spm/ ); the
resulting normalization parameters were applied to the volumetric SAM images, wich
were overlaid on the individual participant's structural MRI. Hence, all volumetric
images resulted in the same coordinate space and could be used for a group statis-
tical analysis by means of Statistical nonParametric Mapping (SnPM). For details,
see [Papadelis et al., 2011a].
Thirteen spatial regions of interest (ROI) were identi�ed by scanning the group anal-
ysis volumetric images. The ROI locations were then compared with the probabilistic
cytoarchitectonic maps (PCM) [144] by superimposing the group analysis volumetric
image on the PCMs using the �Anatomy Toolbox� software [145].

Fig. 3.19a shows the signi�cant decreases of source activity power during VM com-
pared to rest, as revealed by group volumetric statistical analysis (p < 0.05). As for
EEG analysis, source power decrease in low frequencies (i.e., alpha band) was related
to increased neural activation [139]. Active sources were observed (see Fig. 3.19b):

• within the calcarine sulcus (cytoarchitectonic BA17, representing V1);

• in the left and right inferior occipital gyri and occipital convexities (BA18 and
hOC5, representing most likely V2 and V5, respectively);

• around the rostral part of the left inferior frontal sulcus (BA45, BA46 and
BA10, referred as rostral IFG);

• in the middle portion of the right IFG (BA45);

• in the left precentral sulcus and in the left postcentral sulcus (BA4a and BA3b,
representing M1 and the primary somatosensory area SI, respectively);
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• around the right precentral sulcus (BA4a, representing M1);

• around the left parietal opercular region (OP4 subdivision, most likely repre-
senting activation within the secondary somatosensory cortex SII);

• bilaterally, within the superior parietal lobe (SPL), corresponding to cytoar-
chitectonic area BA7 (SPL7a).

(a)

(b)

Figure 3.19: Source localization results. (a) Group-level data showing signi�cant decrease in source
power for VM vs R. Units are pseudo-t values superimposed onto a 3D structural representation
of a single subject brain normalized to the MNI space. The maximum of each ROI is marked and
labeled. (b) Comparison of source localization results to cytoarchitectonic areas. Only areas with
signi�cance of p < 0.05 are shown (red). Signi�cant voxels are over-plotted on a single subject MRI
and the PCMs are displayed for BA44/45, BA17/18, BA4a, BA3b, OP4, and SPL7A. The di�erent
colored scales show the cytoarchitectonic probability for each map.

For each subject's ROI, the source activity time course was estimated from −30 to 30
s with respect to the stimulus onset using the individual's VM condition covariance
matrices [143].
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3.4.2 Virtual Sensors' Time Courses Analysis

The time-courses were bandpass �ltered (2-45 Hz), downsampled to 293 Hz and
normalized (zero-mean). Ten second stationary segments were then selected for each
subject, trial and condition (R, V, M, VM).
Signals were stored in a M ×N matrix Y = [ym(n)], with m = 1, . . . , 13 ROIs and
n = 1, . . . , 2930 samples. This matrix was described by a multivariate autoregressive
(MVAR) model (Eq. 2.5). Coe�cients were estimated, with �xed order p = 8, by
standard vector least squares identi�cation (Par. 2.4.4).
For sake of simplicity, in this pilot study we focused on alpha frequency band, which
was demonstrated to be crucial for visuo-motor integration processes in the previous
studies (Sec. 3.3). The spectral matrix S(f) was obtained as in Eq. 2.10. Multivariate
spectral decomposition (Par. 2.4.7) was applied to �nd the partial spectrum related
to the pole of the process pertaining to alpha frequency band. The area underlying
this partial spectrum was then taken as a measure of the power within the band, P̄α.
The o�-diagonal elements of S(f) were used to measure the linear coupling between
each pair of signals yi and yj through the squared coherence function in Eq. 2.4. The
average alpha coherence was also computed.
The signi�cance of the coupling between the considered series was assessed by setting
a threshold level in the coherence function, using FT surrogates (Par. 2.4.5), at
the 95th percentile of the coherence distribution for the 100 generated surrogate
series. The average coherence in the alpha frequency band was then compared to
the threshold averaged in the same band, and set to zero if lower than the average
threshold.
For both power and coherence, the average value across the three trials was estimated
for each subject and condition. Wilcoxon paired T-test were performed to assess the
signi�cance of the di�erence between rest and task conditions (V, M and VM) both
for spectra and coherence. The signi�cance level was set to p < 0.05.

Results

In Fig. 3.20 the grand average spectral densities and the statistical results are shown
for three representative source activities (left V2, left IFG and left M1) during R,
V, M, and VM conditions. The spectral analysis at the source level con�rms what
found for the EEG coregistered signals. In fact:

• during the execution of the pure visual task, the alpha power signi�cantly
decreased, with respect to rest, only in the visual area (left V2);

• during M, alpha power signi�cantly decreased only in the left motor area (left
M1);

• during the visuo-motor task VM, a signi�cant decrease was found in all the
considered regions (left V2, M1, and IFG).

Similar results were obtained for the other considered brain sources. In fact, all vi-
sual regions showed the same behavior of left V2, right motor cortex showed weaker
but similar activation than left motor, while parietal and IFG sources had lower
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(a)

(b)

(c)

Figure 3.20: Alpha power group analysis in three representative sources: (a) left V2, (b) left IFG,
and (c) left M1. (left) Grand average spectral density, (right) corresponding alpha power results
(mean ± standard deviation) for the di�erent conditions. ∗ signi�cant (p < 0.05) vs R. In the
histograms, black is adopted for rest condition R, while gray for the task conditions (V, M and
VM).

alpha power with respect to rest only during the VM task. Finally, SI and SII were
activated in every condition.

In Fig. 3.21 the grand average coherence functions and statistics are shown for two
representative pairs of brain source activities (connections left IFG - left V2 and left
M1 - left IFG) during R, V, M, and VM conditions. Signi�cant increase of coherence,
with respect to rest condition, on this connections was found only during the VM
task, evidencing the crucial role of the left IFG area in visuo-motor integration.
Fig. 3.22 schematizes the results of coupling analysis in terms of task-related con-
nectivity changes in the overall population of subjects for the alpha frequency band.
During the pure visual task, a signi�cant increase in alpha coherence was observed
within the visual areas. In fact, the coupling values between left V5 and left V2, and
between left V2 and right V1 signi�cantly increased. A weak connectivity activation
was found also between left V2 and the primary somatosensory area. Simultaneously,
connections between right SPL7a and left M1 and between rigth V1 and right IFG
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(a)

(b)

Figure 3.21: Alpha coherence group analysis for the connections (a) left V2 - left IFG and (b) left
IFG - left M1. (left) Grand average coherence, (right) mean alpha coherence across subjects ±
standard deviation for the di�erent conditions (color coded as in Fig. 3.20). ∗ signi�cant (p < 0.05)
vs R.

were suppressed. The execution of a pure motor task induced increased connectivity
on the connections left IFG-right SPL7a, left SII-right IFG and left M1-left SI. Strong
signi�cant task-related decreases of coupling were revealed in the posterior regions.
For example, the connections between the visual sources and the left parietal area
and between visual and left SII showed signi�cantly decreased coherence. During
VM task, a very di�erent connectivity pattern was observed. Coherence increased
in many connections. It is worth noticing the crucial role of the activated network
involving the parietal and the IFG sources. In fact, the visual areas were strongly
connected with parietal and IFG regions and these latter were then coupled with
the left motor cortex. Moreover, both visual and motor areas showed an increased
coherence with left SII.

3.4.3 Discussion

The aim of this pilot study, merging source imaging techniques with MVAR model-
based coupling analysis, was to demonstrate the suitability of the methodological
framework presented in chapter 2 for the connectivity analysis of MEG source activi-
ties. For simplicity, we focused on alpha frequency band and on a reduced paradigm,
involving two control conditions (V and M) and the visuo-motor integration task
(VM). Power and coherence analyses were performed in order to highlight the pat-
terns of activation of the network involving the localized brain sources and to com-
pare the results obtained at the source level with that obtained from the scalp EEG
recordings (Sec. 3.3).
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V

M

VM

Figure 3.22: Task-induced coupling changes in α frequency band during a pure visual (V), a pure
motor (M), and a combined visuo-motor task (VM), in the overall population of subjects. Lines
indicate signi�cant changes in coherence value from rest to task condition (blue: signi�cant decrease;
red: signi�cant increase). Thin lines indicate di�erences between average task and rest values < 0.1
and tick lines di�erences > 0.1. To display the signi�cant connections in a comprehensive way, the
left and right sides of the brain are shown in the �rst and second column, respectively. In the �st row
a �gure legend is shown, indicating the considered ROIs. Adapted from [Papadelis et al., 2011a].
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Active sources were localized in the early visual processing areas (V2 and V5), in
the posterior parietal cortex, in the hand-related M1, in SI, in the parietal opercu-
lar region most likely representing SII, and in two distinct prefrontal regions, one
more posterior in the caudal IFG, located between BA44 and BA45, and a sep-
arate one located around the most anterior portion of the inferior frontal sulcus
(IFS). These brain regions composed a brain network that is similar to the one fre-
quently reported during hand-object interaction tasks using low-temporal resolution
whole-brain mapping techniques such as positron emission tomography (PET) or
functional magnetic resonance imaging (fMRI) [146, 147] and con�rmed also what
found in [124, 125, 128, 129, 130].
The power decrease of the magnetic brain activity was examined in the alpha range.
Our results are in accordance with previous studies using similar visuo-motor tasks,
showing widespread power decrease in channels overlying occipital and central brain
regions mainly in the alpha band [69] and associating alpha power decrease with
cortical activation [139].
Coherence analysis con�rmed what found in the EEG study in Sec. 3.3, concerning
the role of the parietal regions in visuo-motor integration processes [138, 142]. In
fact, also at the source level, a strong VM-related connectivity increase was shown
between visual and parietal areas. The analysis of the source signals showed an ad-
ditional, important functional link between the motor and visual cortex through the
IFG. This coherent oscillatory activity was speci�c to the VM task and did not oc-
cur in the control tasks. Activation of IFG was expected, since it has already been
reported in many neuroimaging studies, associated with object grasping and control
precision-grip tasks [138, 147], mainly contra-lateral to the operating hand [148].
Even if the activation in the right IFG (ipsi-lateral to the operating hand) is not
frequently reported in the literature, it is in agreement with recent fMRI studies,
examining the cortical activity in controlling small isometric forces applied between
the �ngertips [147]. Interestingly, evidence for a similar functional connection has
been found previously in an online visuo-motor task that bears several similarities
with the present VM task, albeit the visual stimulus was biological (imitative task)
rather than abstract as in the present experiment [149]. The authors found cortico-
muscular coupling in the theta and gamma bands between the rostral IFG and the
hand muscles involved in the task. In the present study we showed that such relation
can be also detected in terms of coupling between the rostral IFG and M1.
As in the EEG study, the brain activities in motor or motor-related regions were
bilateral. The occurrence of bilateral activation agrees well with previous �ndings
showing that many motor regions are activated bilaterally during uni-manual motor
tasks [150].
During V, a strong activation of the visual areas was reported, while coupling within
and with other brain areas was suppressed or did not signi�cantly change. During
M, the network involving the motor and motor-related areas was active, while visual
cortex networks were suppressed. This is in perfect agreement with what found in
the EEG scalp analysis [Erla et al., 2011a, Erla et al., 2011b].
We conclude that, thanks to source imaging techniques a higher spatial resolution
connectivity analysis can be performed. Our results at the scalp level and at the
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source level are mainly in accordance, as both showed the suitability of the proposed
methodological framework for brain connectivity analysis on real data, con�rming
various previous �ndings and allowing a robust neurophysiological analysis, in which
also directionality of the interactions is considered.
We remark that coherence analysis is not able to distinguish between direct and
indirect connectivity relations, and that this additional information can be provided
by partial coherence analysis. Furthermore, no information about the directionality
of the information �ow is provided from this study. This aspect requires causality
analysis, which can be evaluated by eMVAR model based frequency-domain causal-
ity measures (as shown in Ch. 2). As a future development, the extension of the
pilot study presented here, will deal with all these aspects, aiming to provide a com-
prehensive analysis of coupling and causality for MEG sources, as already done for
scalp EEG.
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Chapter 4
Conclusions

Many everyday actions are the result of complex brain processes involving multi-
modal analysis of di�erent sensory inputs and motor processes. To perform these
tasks, di�erent specialized brain regions activate and communicate with each other.
Since the synchronization of neural �rings plays a crucial role in determining connec-
tions between di�erent brain regions, the study of brain connectivity requires record-
ing techniques sensitive to coherently oscillating neuronal groups, such as EEG and
MEG. Moreover, methods suitable to elicit connectivity information from these data
are also needed. This task is complicated by a number of factors which include noise,
non-stationarities, redundant information and confounding e�ects (e.g., volume con-
ductor).

In this thesis we presented a set of mathematical tools, based on multivariate lin-
ear time series analysis, developed to quantify functional and e�ective connectivity
from neurophysiological recordings like EEG and MEG. To provide reliable connec-
tivity estimates, we considered many practical signal processing issues, such as the
reduction of the amount of artifacts, the development of stationarity tests, and the
selection of the optimal regions of interest and window-length to be analyzed. More-
over, we considered another crucial issue arising particularly when signals analysis is
performed at the scalp level, i.e., the presence of interactions occurring within a time
scale shorter than the sampling interval of the recorded EEG/MEG signals. These
interactions, denoted as instantaneous e�ects, incorporate volume conductor e�ects,
as well as any other interaction occurring at a higher temporal resolution than that
of the sampled EEG/MEG signals. This aspect is disregarded by the traditional con-
nectivity analysis approaches, even if it is likely to have a big impact on estimation
of the connectivity network. We dealt with this issue proposing an extended multi-
variate autoregressive (eMVAR) model in which instantaneous e�ects are combined
with the traditionally studied lagged e�ects. The usefulness of this representation
was demonstrated both from a theoretical point of view and a practical point of view.
In fact, we showed by simulated data that a model considering also instantaneous
e�ects allows to correctly recognize known connectivity patterns, while, on the con-
trary, traditional approaches often yield spurious results. The need for introducing
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the eMVAR model was con�rmed by the application to real EEG/MEG data, as
documented by the presence of residual correlations not described by the traditional
MVAR model, indicating that zero-lag e�ects were far from negligible. In addition,
utilization of the new approach in this application allowed us to detect and quan-
tify the strength of important connections involved in the task-related transiently
formed functional networks due to visuo-motor integration processes, which resulted
not signi�cant when the traditional approach was implemented. In particular, the
functional path connecting visual and left motor cortices through the parietal re-
gions was evidenced during the execution of tasks requiring visuo-motor integration.
Moreover, the directionality of the information �ow, mainly from back to front, was
more fairly detected. These results con�rmed some aspects evidenced in other more
invasive studies, based for example on intra-cranical recordings or PET examinations.

Overall, we developed a robust methodological framework for the study of connec-
tivity in brain processes. We demonstrated the e�cacy of this new approach in the
study of neurophysiological signals recorded during the execution of a visuo-motor
task, both at the scalp level and at the spatially more accurate sources level. This
suggests promising potentialities of eMVAR connectivity analysis for the study of
many cognitive brain processes.

As a possible limitation, we remark that the connectivity measures proposed in this
thesis were based on a linear model of the dynamics and dynamical interactions of the
observed multivariate processes. Therefore, the proposed approach would not be able
to detect and quantify nonlinear dynamics or couplings between di�erent rhythms;
when present, these complex interactions should be studied by means of nonlinear
time series analysis approaches [22, 23, 20, 24, 151],[Faes et al., 2010b]. Nevertheless,
we note that nonlinear approaches have been often shown to provide similar informa-
tion than that yielded by linear methods in the analysis of neurophysiological signals
[152, 153]; for instance, we have recently shown that the complexity of brain dynam-
ics does not di�er signi�cantly when linear and nonlinear prediction methods are
applied to EEG photic stimulation protocols [Erla et al., 2010, Erla et al., 2011]). In
addition, the linear representation maintain the advantage of being strictly connected
with the frequency-domain representation of multichannel data, so that brain activ-
ity and connectivity can be described speci�cally for each single rhythm (in this
thesis we have shown di�erent connectivity patterns for alpha and beta rhythms
during visuo-motor integration). On the contrary, in quantifying higher order corre-
lations within the data nonlinear techniques loose the ability to provide information
about speci�c rhythms. Therefore, linear and nonlinear analyses may be considered
as complementary approaches, and a future development would be to integrate the
framework proposed here with tools for nonlinear connectivity analysis, to achieve a
more comprehensive picture of brain interactions.
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In order to accomplish even the most simple everyday action, di�erent specialized
brain regions activate and communicate with each other. Brain communication is hy-
pothesized to be related to the synchronization of neural �rings in di�erent cerebral
regions, and may therefore be detected and quanti�ed exploiting recording tech-
niques sensitive to coherently oscillating neuronal groups, like EEG and MEG. The
concept of brain connectivity, which encompasses di�erent aspects such as statistical
dependencies (functional connectivity) and causal interactions (e�ective connectiv-
ity) between EEG/MEG signals recorded in spatially separated cortical locations,
has become central for the investigation of the neurophysiological processes typically
engaged in cognitive and perceptive processing. In the context of time series anal-
ysis, functional and e�ective connectivity can be investigated respectively in terms
of coupling, i.e., the presence of interactions, and of causality, i.e., the presence
of driver-response relationships, between two simultaneously collected neurophysio-
logical time series. In the linear signal processing framework, connectivity is often
formalized in the context of a multivariate autoregressive (MVAR) representation of
the available time series, which allows to derive time- and frequency-domain pictures
respectively by the model coe�cients and by their spectral representation.
The present thesis aimed to introduce and validate an uni�ed framework for frequency-
domain evaluation of brain connectivity during visuo-motor integration processes,
extending the traditional MVAR approach to improve the estimation of coupling
and causality between signals recorded from the involved cortical regions.
In the �rst part of this work, we provided a common methodological framework for
the computation of known frequency-domain connectivity measures based on linear
time series analysis for the application to neurophysiological recordings. Within this
framework, we discussed the theoretical interpretation of measures of coupling (co-
herence and partial coherence) and causality (directed coherence and partial directed
coherence) in multivariate time series. We showed that:

• each measure has a di�erent interpretation, re�ecting the speci�c time-domain
de�nitions of indirect+direct and direct coupling or causality (see 2.1);

• coherence and partial coherence are symmetric measures, from which we cannot
infer the directionality of the information �ow. However, they can be decom-
posed into factors eliciting directionality (i.e., directed coherence and partial
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directed coherence);

• the squared modulus of the directed coherence measures the amount of power
of the output signal which is received from the input signal, normalized to all
incoming contributions. Di�erently, the partial directed coherence measures
the fraction of inverse power of the input signal which is sent to the output
signal, normalized to all outgoing contributions.

The picture emerging from these observations provides suggestions for the utilization
of the various connectivity measures in the analysis of MV processes. First, measures
of causality should be preferred to measures of coupling, as the information provided
by the latter is not directional and, at least theoretically, is conveyed also by the for-
mer. Second, both DC and PDC should be considered as causality measures because
they complement each other in terms of advantages and drawbacks: DC measures
causality in meaningful physical terms as power contributions, but cannot separate
direct e�ects from indirect ones; PDC determines the correct interaction structure
in terms of direct causal e�ects, but its absolute values lack of straightforward in-
terpretability, being related to the inverse spectral matrix elements.

In the second part of this work, we emphasized the necessity to extend the MVAR
modeling approach, traditionally used to assess frequency-domain causality, when-
ever the time resolution of the recordings is lower than the time scale of the in�uences
occurring in the observed multivariate process. In fact, in such a case, the interpre-
tation of the lagged e�ects may change considerably if instantaneous e�ects are not
included in the model. If, for example, the neurophysiological signals have a sampling
frequency in the order of 100 Hz, in�uences faster than 10 ms (e.g., volume conductor
e�ects) cannot be modeled by traditional MVAR analysis and this can induce worse
or spurious connectivity results about the lagged e�ects. We showed that the tradi-
tional directed coherence and partial directed coherence (DC and gPDC) computed
from the strictly causal model may lead to misleading connectivity patterns when
instantaneous correlations are not trivial. On the contrary, the correct interpreta-
tion is obtained re-de�ning the same functions starting from the coe�cients of the
extended model (iDC and iPDC). Moreover, we introduced novel frequency-domain
measures of causality and direct causality (eDC and ePDC), combining both lagged
and instantaneous causality from one signal to another.

In the third part of this work, we discussed the most important steps to be con-
sidered for the application of MVAR and eMVAR model based analysis and we
proposed improvements for some speci�c adopted algorithms. We treated methods
for the preprocessing and for the assessment of the stationarity of the recorded neu-
rophysiological time series. Moreover, the available identi�cation algorithms for the
estimation of the model coe�cients were discussed and new robust approaches were
proposed both for strictly causal model and for extended model coe�cients esti-
mation. Model validation techniques were also investigated. Finally, new methods
for the assessment of the statistical signi�cance of the various frequency-domain
causality measures were discussed (globally denoted as CFT surrogate data based
approaches), in addition to the most common FT surrogate based approaches for
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coupling signi�cance estimation.

This methodological framework was �rst validated on simulated data, and then ap-
plied to real EEG and MEG recordings. Validation allowed to test the proposed ap-
proaches and to discuss possible advantages and limitations. The subsequent applica-
tion was devoted to investigate a visuo-motor force-tracking experimental paradigm,
which evoked visual perception, motor action, and visuo-motor performance, at-
tempting to reproduce mechanisms involved into basic everyday actions like grasp-
ing. EEG data were analyzed at the scalp level. After ROIs selection, activation
analysis was performed by parametric multivariate spectral analysis combined with
a supplementary procedure for power spectral decomposition. Connectivity analy-
sis was divided into two steps. First, we estimated all the presented coupling and
causality measures (COH, PC, DC, gPDC, iDC, iPDC, eDC and ePDC) from the
data recorded during rest and during the execution of the visuo-motor task, to test
the proposed methods and discuss possible advantages and limitations. We showed
that:

• both direct+indirect and direct estimates have to be considered for a full com-
prehension of the involved connectivity patterns, since they contain informa-
tion on the strength and the on the direct/non-direct nature of the interactions,
respectively;

• modeling the data with an approach that considers instantaneous e�ects may
lead to the detection of important connections, which are not detected using
the strictly causal measures. Moreover, it allows a better comprehension of
the causal relations between di�erent cortical areas, distinguishing between
instantaneous and lagged e�ects;

• the choice of eMVAR modeling in place of MVAR modeling is additionally
justi�ed by the results of the validation tests applied on this dataset, being the
assumption of the latter not satis�ed (the presence of non negligible zero-lag
interactions among the considered EEG signals was documented by the fact
that the strictly causal residuals were non-independent).

eMVAR model based analysis was then applied to the global paradigm, involving
rest and visuo-motor conditions, plus three control conditions (i.e., pure visual, pure
motor and visuo-motor without visual feedback) to further elucidate the neuronal
mechanisms underlying visuo-motor integration. We evidenced that:

• the alpha frequency band plays an important role in enforcing the speci�c func-
tional network surrounding the cortical areas involved in pure tasks execution;

• in the alpha band, there is a tendency towards an enhanced driving role of
the visual cortex on the motor cortex during tasks simultaneously involving
both areas, according to mechanisms consistent with a visuo-motor integration
process;
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• the activation of the left side network of the brain (contra-lateral to the motor
task) is stronger, suggesting a di�erent behavior in the alpha band of the two
hemispheres due to the lateralization of the motor task;

• the connectivity network between visual and motor cortices in the alpha band
is enforced in presence of the visual feedback, because of the involvement of
the parietal area connecting the occipital and central regions;

• in the beta frequency band, task-related connectivity changes are strongly con-
nected to the presence of the visual feedback;

• connectivity changes in the beta frequency band are bilateral.

These results partly replicated previous �ndings on visuo-motor integration pro-
cesses. In addition, they provided novel quantitative information in the still open
issue about the role potentially played by the di�erent frequency bands, and ex-
tended previous �ndings by introducing directionality information (causality), thus
complementing the more traditional coupling analysis.
Despite the demonstrated suitability of the proposed eMVAR approach for EEG con-
nectivity analysis, some of the issues related to the di�culty of dealing with scalp
signals still remain. In fact, we came up with problems in the identi�cation of the
extended model at increasing the number of channels involved in the analysis (i.e.,
the validation tests were not ful�lled), which we ascribed to the presence of redun-
dant information. This issue poses some constraints on the spatial accuracy of the
resulting connectivity estimates. A promising solution to these issues seems to be
the application of source imaging techniques. Therefore, we performed a pilot study,
merging source imaging techniques with MVAR model-based coupling analysis. Al-
pha power results con�rmed what found for EEG signals, i.e., power decrease in the
involved areas associated with activation. A strong visuo-motor related connectiv-
ity increase was shown between visual and parietal areas also at the source level,
con�rming EEG results. In addition, the adoption of source localization evidenced
the functional link between the motor and visual cortex through the inferior frontal
gyrus area, reported in many neuroimaging studies and associated with object grasp-
ing and control precision-grip tasks.

Overall, we developed a robust methodological framework for the study of connec-
tivity in brain processes. We demonstrated the e�cacy of this new approach in the
study of neurophysiological signals recorded during the execution of a visuo-motor
task, both at the scalp level and at the spatially more accurate sources level. This
suggests promising potentialities of eMVAR connectivity analysis for the study of
many cognitive brain processes.
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Multivariate Autoregressive Model with

Instantaneous E�ects to Improve Brain

Connectivity Estimation

Silvia Erla, Luca Faes, Enzo Tranquillini, Daniele Orrico, and Giandomenico Nollo

International Journal of Bioelectromagnetism 11(2): 74-79, 2009.

The assessment of brain connectivity in the frequency domain is one of the major
issues that are faced nowadays in the �eld of experimental neurosciences. This fact
is attested, from the signal processing point of view, by the recent development of
methods aimed at the estimation of the causal in�uences among di�erent brain areas
in humans. Among them, partial directed coherence (PDC) analysis is emerging as
one the most widely used tools to estimate brain connectivity, thanks to the fact
that it provides a direct frequency domain description of the concept of Granger
causality. As well as with many other causality measures, the evaluation of PDC re-
lies on �tting the available multichannel data set with a multivariate autoregressive
(MVAR) model that describes, for each time series, the linear contribution coming
from its past samples and the past samples of all other time series.
The MVAR model implemented in all neuroscience applications is strictly causal, in
the sense that only lagged e�ects are modeled and instantaneous (i.e., not lagged)
e�ects among the time series are not described by any model coe�cients. How-
ever, zero-lag interactions are likely to occur among simultaneously recorded neural
signals, and the impact of their exclusion on connectivity measures has not been
investigated yet. Neglecting instantaneous e�ects in MVAR models implies that any
zero-lag correlation among the time series is translated into a correlation among the
model residuals. This prevents the use of tools such as coherence or directed coher-
ence requiring uncorrelation of the model residuals to be accessible.
In this study we propose the use of an extended MVAR model including instanta-
neous e�ects, and compare its performance to that of the traditional MVAR approach
using the Partial Directed Coherence (PDC). The new approach is based on the fact
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that introducing coe�cients which describe instantaneous e�ects into a MVARmodel
also changes the coe�cients describing the lagged e�ects. Hence, di�erent inferences
about Granger causality in the frequency domain are made using PDC and the new
iPDC.
We show by simulations that, in presence of zero-lag correlations, the PDC derived
from traditional MVAR modeling may produce misleading frequency domain con-
nectivity evaluation, and that in such situations the correct connectivity pattern is
recovered using the extended MVAR model. Then we provide examples of multichan-
nel EEG recordings from normal subjects in the resting eyes closed condition. In this
dataset, instantaneous e�ects are found to be far from negligible. We observed that
iPDC values describe the back-to-front propagation of the alpha activity better than
PDC. Thus, extended MVAR modeling seems more suitable to elucidate direction
and strength of the interactions among EEG rhythms.
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An Identi�able Model to Assess

Frequency-Domain Granger Causality

in the Presence of Signi�cant

Instantaneous Interactions

Luca Faes, Silvia Erla, Enzo Tranquillini, Daniele Orrico, and Giandomenico Nollo

Proceedings of the 32nd Annual International Conference of the IEEE EMBS

2010 1:1699-1702, 2010.

We present a new approach for the investigation of Granger causality in the fre-
quency domain by means of the partial directed coherence (PDC). The approach is
based on the utilization of an extended multivariate autoregressive (MVAR) model,
including instantaneous e�ects in addition to the lagged e�ects traditionally studied,
to �t the observed multiple time series prior to PDC computation. Model identi�-
cation is performed combining standard MVAR coe�cient estimation with a recent
technique for instantaneous causal modeling based on independent component anal-
ysis. The approach is �rst validated on simulated MVAR processes showing that, in
the presence of instantaneous e�ects, only the extended model is able to interpret
the imposed Granger causality patterns, while the traditional MVAR approach may
yield strongly biased PDC estimates. The subsequent application to multichannel
EEG time series con�rms the potentiality of the approach in real data applications,
as the importance of instantaneous e�ects led to signi�cant di�erences in the PDC
estimated after traditional and extended MVAR identi�cation.
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Measuring Connectivity in Linear

Multivariate Processes: De�nitions and

Interpretation

Luca Faes, Silvia Erla and Giandomenico Nollo

Submitted to Computational and Mathematical Methods in Medicine,

Methodological Advances in Brain Connectivity, 2011.

This tutorial paper introduces a common framework for the evaluation of widely used
frequency domain measures of coupling (Coherence, Partial Coherence) and causality
(Directed Coherence, Partial Directed Coherence) from the parametric representa-
tion of linear multivariate (MV) processes. After providing a comprehensive time-
domain de�nition of the various forms of connectivity observed in MV processes,
we particularize them to MV autoregressive processes and derive the corresponding
frequency-domain measures. Then we discuss the theoretical interpretation of these
measures, showing that each of them re�ects a speci�c time-domain connectivity
de�nition and how this results in the description of peculiar aspects of the informa-
tion transfer in MV processes. Furthermore, issues related to process identi�cation,
limitations and recommendations for the practical utilization of these measures on
real MV time series are pointed out. Finally, we report an example of estimation
of the presented measures from multiple EEG signals recorded during a combined
visuomotor task, showing how evaluation of coupling and causality in the frequency
domain may help describing the neurophysiological mechanisms of integration in-
volving di�erent sensory and motor systems.
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Robust Estimation of Partial Directed

Coherence by the Vector Optimal

Parameter Search Algorithm

Silvia Erla, Luca Faes, and Giandomenico Nollo

Proceedings of the 4th International IEEE EMBS Conference on Neural

Engineering 734-737, 2009.

The study of brain connectivity, explored through the multivariate analysis of EEG
and/or MEG signals simultaneously collected from di�erent brain areas, is one of the
main topics faced nowadays in the neuroscience �eld. Among the multitude of meth-
ods proposed for the estimation of brain connectivity, the Partial Directed Coherence
(PDC) is recognized as one of the most e�ective frequency-domain estimators of the
directional coupling in multivariate networks, as it is directly grounded on the notion
of Granger causality.
The practical estimation of PDC requires a reliable �tting of a multivariate vector
autoregressive (MVAR) model to the available multichannel data set. One major
issue in MVAR model �tting is the determination of the model order, i.e. of the
proper number of model coe�cients to be used for the description of the multivari-
ate process under analysis. Indeed, the accuracy of parameter estimation impinges
on correct model order selection. The approach most commonly used in neuroscience
studies for estimating the MVAR coe�cients from multichannel recordings is based
on Vector Least Squares (VLS) model identi�cation, with utilization of the Akaike
Information Criterion (AIC) to select the model order. However, this approach suf-
fers from a number of limitations (tendency to overestimation of the true model
order, inability to discern missing terms, high noise sensitivity) that leave room for
the development of more accurate MVAR identi�cation methods.
In this study we propose the utilization of a recently introduced method for MVAR
model identi�cation, named the Vector Optimal Parameter Search (VOPS), for ac-
curate estimation of PDC in multichannel time series. The VOPS method is tested,
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in comparison with the traditional VLS method combined with the AIC for model
order selection, over simulated MVAR processes with di�erent coe�cients and noise
conditions. We show that the VOPS provides more accurate PDC estimates than
the VLS (either overall and single-arc errors) in presence of interactions with long
delays and missing terms, and for noisy multichannel time series.
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Studying Brain Visuo-Tactile

Integration through Cross-Spectral

Analysis of Human MEG Recordings

Silvia Erla, Christos Papadelis, Luca Faes, Christoph Braun, and Giandomenico
Nollo

IFMBE Proceedings: XII Mediterranean Conference on Medical and

Biological Engineering and Computing 29:73-76, 2010.

An important aim in cognitive neuroscience is to identify the networks connecting
di�erent brain areas and their role in executing complex tasks. In this study, vi-
suotactile tasks were employed to assess the functional correlation underlying the
cooperation process between visual and tactile regions. MEG data were recorded
from eight healthy subjects while performing a visual, a tactile, and a visuo-tactile
task. To de�ne regions of interest (ROIs), event-related �elds (ERFs) were esti-
mated from MEG data related to visual and tactile areas. The ten channels with the
highest increase in ERF variance, moving from rest to task, were selected. Cross-
spectral analysis was then performed to assess potential changes in the activity of
the involved regions and quantify the coupling between visual and tactile ROIs. A
signi�cant decrease (p<0.01) in the power spectrum was observed during performing
the visuo-tactile task compared to rest, both in alpha and beta bands, re�ecting the
activation of both visual and tactile areas during the execution of the corresponding
tasks. Compared to rest, the coherence between visual and tactile ROIs increased
during the visuo-tactile task. These observations seem to support the binding theory
assuming that the integration of spatially distributed information into a coherent
percept is based on transiently formed synchronized functional networks.
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Multivariate EEG Spectral Analysis

evidences the functional link between

motor and visual cortex during

integrative sensorimotor tasks

Silvia Erla, Luca Faes, Giandomenico Nollo, Carola Arfeller, Christoph Braun, and
Christos Papadelis

Biomedical Signal Processing and Control, 2011.

The identi�cation of the networks connecting brain areas and the understanding of
their role in executing complex tasks is a crucial issue in cognitive neuroscience. In
this study, speci�c visuomotor tasks were devised to reveal the functional network
underlying the cooperation process between visual and motor regions. Electroen-
cephalography (EEG) data were recorded from twelve healthy subjects during a
combined visuomotor task, which integrated precise grip motor commands with sen-
sory visual feedback (VM). This condition was compared with control tasks involving
pure motor action (M), pure visual perception (V) and visuomotor performance with-
out feedback (V + M). Multivariate parametric crossspectral analysis was applied
to ten EEG derivations in each subject to assess changes in the oscillatory activity
of the involved cortical regions and quantify their coupling. Spectral decomposition
was applied to precisely and objectively determine the power associated with each
oscillatory component of the spectrum, while surrogate data analysis was performed
to assess the statistical signi�cance of estimated coherence values. A signi�cant de-
crease of the alpha and/or beta power in EEG spectra with respect to rest values
was assumed as indicative of speci�c cortical area activation during task execution.
Indeed alpha band coherence increased in proximity of task-involved areas, while it
was suppressed or remained unchanged in other regions, suggesting the activation of
a speci�c network for each task. According to our coherence analysis, a direct link
between visual and motor areas was activated during V + M and VM tasks. The ef-
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fect of visual feedback was evident in the beta band, where the increase of coherence
was observed only during the VM task. Multivariate analysis suggested the presence
of a functional link between motor and visual cortex subserving sensorimotor inte-
gration. Furthermore, network activation was related to the sum of single task (M
and V) local e�ects in the alpha band, and to the presence of visual feedback in the
beta band.
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Improving evaluation of functional

causality network during visuomotor

taks by MVAR model with istantaneous

interaction

Silvia Erla, Christos Papadelis, Luca Faes, Carola Arfeller, Christoph Braun, and
Giandomenico Nollo

In preparation, 2011.

The identi�cation of communication patterns between di�erent brain areas and their
involvement in the execution of complex tasks is nowadays one of the most impor-
tant aims in cognitive neurosciences. In the present study, we applied a novel signal
processing approach for the study of brain connectivity between visual and motor
brain regions during visuo-motor integration. The recently proposed de�nition of
extended multivariate autoregressive (eMVAR) models including the instantaneous
correlations was adopted and coupling and causality frequency-domain measures
were computed in a visuo-motor paradigm.
EEG data were recorded from twelve healthy subjects during continuous integration
of motor control in a precision grip task with sensory feedback from the visual system
(VM). For each subject, extended multivariate autoregressive coe�cients were iden-
ti�ed. Coupling analysis was performed by computing coherence (COH) and partial
coherence (PC), while causality was assessed through directed coherence (DC), par-
tial directed coherence (PDC) and the novel extended corresponding measures (iDC,
iPDC, eDC and ePDC), to test them on real data and discuss possible advantages
and limitations. Surrogate data analysis was adopted to assess the statistical signi�-
cance of the estimated measures. For each measure a speci�c approach for surrogate
data generation was performed.
The connectivity analysis suggested (i) the usefulness of a combined analysis con-
sidering both the strength and the direct/non-direct nature of the interactions for a
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full comprehension of the involved connectivity patterns; (ii) the e�cacy of the new
measures, which consider instantaneous e�ects, for real data analysis, since they de-
tected important connections, which were not signi�cant in the traditional MVAR
measures; (iii) the possibility to better disentangle the causal relations between di�er-
ent cortical areas through eMVAR modeling, distinguishing between instantaneous
and lagged e�ects.

118



The rostral inferior frontal gyrus

monitors instructed visuomotor

behaviour by linking the visual and

motor cortices

Christos Papadelis, Carola Arfeller, Silvia Erla, Giandomenico Nollo, Luigi
Cattaneo, Christoph Braun

Submitted to Plos, 2011.

Beyond its role in language processing, inferior frontal gyrus (IFG) seems to consti-
tute a cortical interface area between perception and action. IFG has been shown to
be active during imagery or execution of complex motor tasks involving sensorimo-
tor interaction. However, little is known about its functional connections with other
brain regions involved in the neural networks that integrate spatially distributed
information in sensorimotor control. Here, we investigated the functional coupling
between regional activations in the visual and motor cortex through the IFG in twelve
healthy subjects using magnetoencephalography. Functional coupling was assessed on
the basis of oscillatory brain activity during a simple visuomotor task that involved
the continuous tracking of a prede�ned force varying in time. The task required the
integration of precise grip motor commands with sensory feedback from the visual
system. By combining well-established tools for source localisation, source identi�ca-
tion based on probabilistic cytoarchitectonic maps, and multivariate autoregressive
coherence analysis, we identi�ed a complex brain network with activities oscillating
in the alpha frequency band. This large-scale network was identi�ed by examining
the power decrease of magnetic brain activity during task performance compared
to rest. It involved motor and visual areas as well as parts of the left and right
IFG. Our results demonstrate a functional link between the motor and visual cortex
through the IFG subserving sensorimotor integration. This link is in agreement with
well-known anatomical connections, such as the inferior occipito-frontal fascicle that
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mediates the communication between extrastriate areas and the prefrontal cortex.
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