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Introduction

Thanks to extensive efforts spent by academic and industrial researchers all around

the globe, silicon photonics is a constantly growing technology. Its many applica-

tions in diverse research fields, such as photonic interconnect, telecommunication,

data communication, nonlinear optics, signal processing, biosensing, etc., have de-

termined the development of many high performance photonic devices over the last

fifteen years [1–11]. The high compatibility with the mature complementary metal-

oxide semiconductor (CMOS) technology offers, in fact, the advantage of reliable

manufacturing with nanoscale precision and guarantees the necessary versatility

which allows building silicon photonic devices with complex functionalities. Nowa-

days, the list of silicon photonic devices comprises a high variety of functionalities,

which include the detection (e.g. thanks to high-performance germanium-on-silicon

photodetectors or avalanche photodetectors [5]), modulation (e.g. thanks to carrier-

based, active high speed ring resonator or photonic-crystal-based slow-light Mach-

Zehnder interferometer modulators [4]) and lasing/amplification (e.g. thanks to sil-

icon Raman laser, germanium on silicon and hybrid silicon microring and microdisk

laser [3]).

A relevant contribution in the explosion of the silicon photonics has come from

its nonlinear optics branch (the nonlinear silicon photonics). This research area

exploits the tight confinement of the light, allowed by the high contrast index in

the silicon sub-micron-structures, and the large third order nonlinearity of silicon

to the realize novel active devices on the chip scale. For example, silicon exhibits

a Kerr coefficient and a Raman gain that are more than 100 and 1000 larger than
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in silica in the telecommunication band, respectively [12–14]. Therefore, the high

variety of nonlinear optical phenomena offered by silicon enables the realization of

devices with functions such as amplification and lasing, wavelength conversion and

all-optical processing [6]. For example, the high Raman gain has been exploited for

the light amplification both at telecommunication [12, 15–18] and mid-infrared [19]

wavelength region and in the realization of lasing silicon devices [20, 21]. In fact,

in addition to the nanostructured silicon approach [22, 23], the Stimulated Raman

Scattering (SRS) is currently considered one of the possible solutions to the silicon

drawback represented by the indirect band gap, which inhibits an efficient sponta-

neous light emission and thus the fabrication of silicon-based lasers. Instead, the

Kerr effect has been applied in optical phase modulation [24,25] and supercontinuum

generation, where a spectral width beyond 350 nm has been demonstrated [26–28].

Furthermore, by making use of four-wave-mixing (FWM) broadband light amplifi-

cation [29,30] and frequency conversion [31–34] have been also demonstrated.

However, despite of the plenty of nonlinear optical phenomena, silicon lacks a

fundamental nonlinearity, the second order nonlinear response. In fact, owing to

the inversion symmetry of its crystalline structure, silicon is characterized by a

zero bulk second order nonlinear susceptibility (χ(2)) in electric-dipole approxima-

tion. As a consequence, essential nonlinear phenomena such as sum- or difference

frequency generation (SGF, DFG) for the generation of new spectral components

(especially in the mid- and far-infrared via DFG) and Pockels effect are forbidden.

In particular, Pockels effect would allow the electro-optical modulation and, thus,

the fabrication of modulators that do not suffer from the limitations imposed by

the carried-related speed. Considering also that third order nonlinear-loss mecha-

nisms, such as two-photon absorption (TPA) and two-photon induced free-carrier

absorption (TP-induced FCA), compete and, in some cases, become obstacles for

the aforementioned third order nonlinear effects, a second order nonlinearity in bulk

silicon would be highly preferable.

The necessary condition to have a bulk second order nonlinear response in silicon
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is the breaking of its centrosymmetry. This can be obtained by deforming the crys-

talline structure, for example, by means of a mechanical strain. In microelectronics,

the impact of mechanical strain on the silicon electronic properties is a well known

effect. In fact, thanks to its influence on the energy band structure and the carrier

mobilities [35–38], the strain is currently used to enhance and tune the properties

of MEMS (Micro Electro-Mechanical Systems) and CMOS devices [39]. In addi-

tion, strain also modifies the linear optical properties of photonics devices [40, 41]

by inducing the birefringence in waveguiding structures. Strained-induced birefrin-

gence can be used, for example, for polarization independent or polarization splitting

photonic components [2].

Nevertheless, probably the most relevant effect of the strain has been observed

on the second order nonlinear optical properties of silicon devices.

Figure 1: Silicon electro-optic modulators: a) demonstration structure used in [42]; b) demon-

stration structure used in [43].

In fact, in 2006, thanks to the deposition of a stressing layer on the active part

of a silicon device, the linear electro-optic effect has been observed for the first time,

allowing the demonstration of the first silicon electro-optic modulator [42]. The

demonstration of the electrically-induced change of the silicon refractive index has

been achieved in Mach-Zehnder interferometer made by inhomogeneously strained

slow light photonic crystal waveguides (Fig. 1.a). The induced material second order

nonlinearity has been deduced from the measurements of the χ(2) enhancement (χ
(2)
enh)

caused by the enlarged group index of the structure (χ
(2)
enh = ngχ

(2)/n, where ng is the
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group index and n is the silicon refractive index) [42]. Two different structures have

been investigated. In the first sample the strain has been applied by a compressive

stressing layer of silica and a small χ
(2)
enh has been observed and quantified as high

as 60 pm/V. In the second structure, instead, a tensile stressing silicon nitride layer

deposited on top of the silica layer has produced a χ
(2)
enh ∼ 830 pm/V, corresponding

to a material χ(2) ∼ 15 pm/V. More recently a further improvement of strained

silicon Mach-Zehnder interferometer has been reported in [43], where rib waveguides

have been directly strained by a tensile silicon nitride layer, that completely covers

the structure (Fig. 1.b), achieving a refractive index change of 2.4×10−5 at 30 V

modulation voltage, that corresponds to a χ(2) ∼ 122 pm/V.

The natural step forward beyond the electro-optic modulation is then represented

by the possibility to achieve a frequency conversion via χ(2) processes in all-silicon

devices. This thesis has the general goal to demonstrate the possibility to perform

an all optical experiment of frequency conversion by making use of the second order

nonlinear response induced in strained silicon waveguides.

Based on an idea similar to the one proposed by [42], silicon-on-insulator (SOI)

waveguides have been mechanically deformed by using a stressing cladding layer de-

posited on the waveguide core. Although the strain is expected to be inhomogeneous

inside the waveguide, its actual distribution has been never directly measured. In

this thesis the mechanical characterization performed by micro-Raman spectroscopy

has allowed to reconstruct for the first time the two dimensional spatial distribu-

tion of the strain across the waveguide cross-section and study its inhomogeneity by

varying the stress exerted by the cladding overlayer.

The demonstration of the frequency conversion process via strain-induced χ(2)

has been accomplished by means of experiments of Second Harmonic Generation

(SHG), that have allowed to estimate the order of magnitude of the induced effective

χ(2) (∼ 40 pm/V). Moreover, the influence of the strain and the specific properties of

the stressing layer has been experimentally investigated and theoretically analyzed,

pointing out the strict dependence of the χ(2) on the extent and inhomogeneity of
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the strain field.

Due to the complexity of the experimental set-up used in the SHG experiment

at fs regime, a careful characterization has been carried out in order to set the

apparatus for reliable measurements and avoid artifacts or unwanted contributions

originated by inappropriate set-up conditions.

In Chapter 1 the strained silicon waveguides involved in the various experiments

are presented. In particular, the device fabrication, the geometry and the optical

properties of samples are illustrated. Since various samples have been produced, they

are described by dividing them in two main categories, according to the experiment

where they have been employed.

Chapter 2 is devoted to the mechanical characterization of the stain field in the

cross-section of the strained silicon waveguides. In particular, a brief overview on

the mechanical stress in thin film is given, introducing the concept of stress and

strain tensors and the mathematical model, that describes the stress in thin films.

Moreover, the stress origins and its effects on a thicker substrate are explained.

Before describing in detail the stress measurements by micro-Raman spectroscopy,

two common techniques for the stress determination in thin film are illustrated.

Afterward, the general theory of micro-Raman spectroscopy concerning stress mea-

surements is reported in detail, which is then applied to the specific crystallographic

orientation of the waveguide silicon used in this thesis. Finally, the experimental

method, the data analysis and the experimental results are presented and discussed.

In Chapter 3 the experimental results of all optical SHG experiments carried

out in strained silicon waveguides are presented. Before discussing the experimental

results, a brief introduction on the basic concepts of the nonlinear optics and the

second harmonic generation process are discussed, as well as the problem of the

material dispersion for the conversion efficiency and the relative common solutions.

Moreover, a brief overview of the SHG process on silicon surface reported in litera-

ture is given, focalising in the enhancement of the second harmonic signal by means

of mechanical stress. Finally, the details of the set-ups and the experimental results
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are presented and discussed.

Chapter 4 has the goal to present generical theoretical studies for a better com-

prehension of the second order nonlinear response induced in strained silicon waveg-

uides. Particularly, the studies explore the possibility of an intrinsic phase-matching

mechanism arising from the multimodal property of the measured waveguides and

investigate the influence of the strain distribution in the conversion efficiency of the

SHG process.

Finally, a general overview of the results achieved in this thesis and the perspec-

tives for future works are given in the Conclusions chapter.

In Appendix A the experimental results on the characterization of the laser source

are presented, describing the experimental methods and reporting the estimation of

both beam waist radius and temporal width of the pulses of the fs pump laser.

In Appendix B the experimental results on the characterization of the detection

system are illustrated. In particular, the effect of the optical system used to match

the F/# of the collection objective and the optical element at the entrance of the

FTIR spectrometer is studied as well as the spectral response of the detection system

by means of a conventional calibration procedure. Moreover, due the high powers

involved in the experiments, the results on the investigation of undesired spurious

nonlinear signals generated by the detection system are discussed. Finally, the

calibration of the detection system to convert the a.u. of the spectra into average

power units is presented.

In Appendix C the characterization of the optical density of the reflective filters,

used to control of the fs pump laser power and the study of a low loss selective

coupling of the light with a single waveguide are illustrated. In particular, the

general description of the reflective objectives in Schwarzschild configuration and the

comparison of their performances with those one of standard microscope objectives

are given.

This work results from several collaborations, where I have had during my thesis.

In particular, I did the stress characterization in collaboration with CIVEN (Coor-
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dinamento Interuniversitario Veneto per le Nanotecnologie, Venice (Italy)), where

I have performed the micro-Raman spectroscopy experiments together with Dr. F.

Enrichi and Dr. R. Pierobon.

The SHG experiment at ns pump regime has been performed by Dr. M. Caz-

zanelli and Ms. E. Borga. I have subsequently analyzed and interpreted their data;

Dr. M. Cazzanelli has contributed also in the setting up of the fs experimental appa-

ratus; Advanced Photonics and Photovoltaics Group of Bruno Kessler Foundation

(Trento, Italy) has fabricated the measured samples.

The second SHG experiment has been performed in collaboration with SiLi-

nanoMartin group from Luther-Universität (Halle-Wittenberg, Germany), which

has fabricated the measured samples.
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Chapter 1

Strained silicon waveguides:

fabrication and description

This chapter is devoted to the description of the strained silicon waveguides involved

in the experiments presented in this thesis. In particular, the methods for the device

fabrication and the sample geometry and optical properties are illustrated.

Since several samples have been produced, they are divided in two main cate-

gories according to the experiment where they have been employed.

1.1 Strained silicon waveguide used for stress char-

acterization and in the first SHG experiment

These samples have been fabricated by the Advanced Photonics and Photovoltaics

Group of Bruno Kessler Foundation (Trento, Italy).

The strained silicon waveguides have been realized on 4′ (001)-oriented silicon-on-

insulator (SOI) substrates with h1 ' 2.2 µm thick silicon device layer isolated from

the handle (silicon substrate) by a h2 ' 2 µm thick buried oxide (BOX, SiO2) layer.

The strained condition has been achieved by using several thin layers deposited on

the wafer and made of silicon nitride that stress the silicon core of the waveguide.
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These stressing layers have been deposited by using two different chemical vapour

deposition (CVD) systems that have allowed to obtain thin films with different

mechanical properties. In fact, as it will be explained in the next chapter, the

total stress inside a thin film is determined by the experimental conditions of its

deposition. Therefore, the overlayer stresses have been produced with different

extents and signs by using different deposition recipes.

The degree of stress induced by the silicon-nitride layers has been measured in

unpatterned wafer by using the curvature method (see Section 2.2.3 for the details

of the method), i.e. by depositing the films on bare silicon substrates and measuring

the film thickness and wafer curvature before and after deposition with a mechanical

profilometer.

A low pressure chemical vapour deposition (LPCVD) reactor has been used for

the deposition of high tensile stressed stoichiometric silicon nitride (Si3N4). A 150

nm-thick layer of LPCVD-Si3N4 has been deposited at 780 ◦C from NH3 and SiH2Cl2.

This over-layer induces a 1.25 GPa tensile stress on the SOI wafer. This type of

samples is called SOI1.

The second deposition chamber used is a parallel-plate plasma enhanced chemical

vapour deposition (PECVD) system. This system allows to control the stress of the

final film by varying the frequency and power of the plasma during deposition (see

Section 2.2.2 for the details of the technique). Two different deposition recipes have

been used. With the first recipe a 500 nm thick SiNx layer has been deposited at

300 ◦C with a low plasma frequency (308 kHz), resulting into a -500 MPa average

compressive stress (samples called SOI2).

With the second recipe, a stress-compensated SiNx overlayers has been produced

by means of an alternation between high and low plasma frequencies (13.56 MHz

for 50 sec and 308 kHz for 10 sec) [44]. Measurements yield a residual stress of -60

MPa (samples called SOI3).

Waveguides have been also realised on blank SOI wafer without silicon-nitride top

layer as a reference (samples called SOI0). The residual stress in the SOI substrates
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due to the Si device layer and the BOX has been also evaluated by measuring the

wafer curvatures after step by step removal of the device layer and of the BOX.

These measurements show that the stress of the Si device layer is negligible in SOI0

samples, while the oxide layer (BOX) induces a stress of -318 MPa.

The Table 1.1 summarizes the fabrication details of the various samples.

Sample Technique Temperature Thin film thickness Stress

SOI1 LPCVD 780 ◦C 150 nm +1.2 GPa

SOI2 PECVD (recipe 1) 300 ◦C 500 nm -500 MPa

SOI3 PECVD (recipe 2) 300 ◦C 500 nm -60 MPa

Table 1.1: Silicon nitride deposition parameters and measured film stress for the fabricated

samples.

Subsequently to the deposition of the stressing layer on the SOI substrate, the

waveguides have been defined by a photolithography process and by etching with

reactive-ion etching. The device layer has been etched down to the BOX layer to

yield strip silicon waveguides (Fig. 1.1.a).

Figure 1.1: a) SEM image of waveguide cross-section; b) schematic of sample structure, where

w is the waveguide width and h1 and h2 are the height of silicon waveguide and BOX layer,

respectively [67].

For each type of sample (SOI0, SOI1, SOI2 and SOI3) the waveguides have been

prepared with the same height (h2 = 2 µm) but with different widths, ranging from
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2.0 µm to 12 µm (Fig. 1.1.b). The actual dimensions of the waveguides cross-section

have been finally measured using a Scanning Electron Microscope (SEM).

The waveguides have been produced with two different lengths, i.e. 1 cm and

2 mm, according to the temporal duration of the pump pulse used in the SHG

experiment. In fact, the pulse duration determines the temporal walk-off between

the pump and the generated signals. Particularly, the fs pump laser has been coupled

into the 2 mm-long waveguides, while the 1 cm-long waveguides have been used in

combination with the ns pump, where the temporal walk off is less critical.

Insertion losses characterization

The insertion losses of the strained silicon waveguides have been characterized by

using a standard experimental set-up composed by a laser source, tunable between

1260 and 1630 nm (SANTEC full-band tunable laser, TSL-210F), a tapered optical

fibre for the insertion of the light into the waveguide and a microscope objective

(10×) coupled to a germanium photodetector for the measurement of the power of

the transmitted signal. The waveguide alignment has been performed by maximizing

the power measured by the detector and checking the modal distribution of the

guided radiation by using an infrared camera (Sensor Unlimited, SU-320M).

The coupling and propagation losses for the 1 cm-long waveguides have been

measured by using the cut-back method, that allows to simultaneously estimate the

propagation and coupling losses by measuring the total losses for different lengths of

the waveguide. As a result, these waveguides exhibit linear propagation losses (αp)

of 1-3 dB/cm and coupling losses (αc) of about 13 dB for an input light at 1260 nm

and in the 10 µm wide waveguide [45].

Instead, for the 2 mm-long waveguide the two components of insertion losses

(αp and αc) have been measured separately by using other two different methods.

In fact, no waveguides with different lengths were available and thus the cut-back

method has not been applicable.

The propagation losses have been estimated by using the scattering light col-
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lection method, which allows to measure the propagation loss coefficient αp inde-

pendently on the coupling loss. With this method the light scattered from the top

surface of the waveguide is measured, as it is assumed to be proportional to the

light traveling inside the waveguide. In this way, a spatial exponential decay of the

intensity is directly related to the attenuation of the light propagating along the

waveguide length. By using an infrared camera, top view images of the scattered

light at 1550 nm have been acquired, as shown in Fig. 1.2.a,b.

Figure 1.2: Propagation losses measurement by using the scattering light collection method at

1550 nm (TE-polarized): a-b) infrared images in false colors of the scattered light from ∼ 1 mm-

long top surface of a) 2.6 µm- and b) 10.4 µm-wide waveguides; c-d) Intensity of the scattered

light in natural logarithm scale as a function of the length of c) 2.6 µm- and d) 10.4 µm-wide

waveguides.

From the analysis of scattered light intensity along the waveguide length, the

typical exponential decay of the intensity (I = I0 exp(-αpl), where I0 is the intensity

at l = 0 and l is the distance from the input facet of the waveguide along the prop-

agation direction) is not measurable both in 10.4 µm- and 2.6 µm-wide waveguides,

as shown in Fig. 1.2.c,d. In fact, the scattered light intensities show an almost

flat trend with few maxima only in correspondence of certain positions along the

waveguide length, that may be attributed to imperfections inside the structure or
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to dust grains on the top surface. Consequently, with this method the propagation

loss coefficient in uniformly stressed waveguides can not be estimated. However,

an upper bond value can be evaluated. In fact, by applying the same method to

a 10.4 µm-wide waveguide covered with a periodic alternation of different cladding

layers, the scattered light intensity exponentially decays along the waveguide length

allowing to quantify the propagation loss coefficient, that results about 0.6 dB/mm

(Fig. 1.3.a). Furthermore, if the intensities of the scattered ligth from the two

different waveguides are compared, the light scattered from a uniformly stressed

waveguide has intensity approximatively one order of magnitude lower than that

from the periodically stressed waveguide (Fig. 1.3.b).

In this way, the propagation loss coefficient of uniformly stressed waveguide can

be assumed much lower than 0.6 dB/mm and therefore negligible for all the widths

of the waveguides.

Figure 1.3: a) propagation losses measurement by using the scattering light collection method

at 1550 nm (TE-polarized) for a 10.4 µm-wide waveguides with a periodic alternation of different

cladding layers (poling). The linear fit (red line) of the natural logarithm of the scattered light

intensity as a function of the length gives a propagation loss coefficient of 25 ± 1 cm−1 (∼ 0.6

dB/mm). The inset shows the comparison of the IR images in false color for a poled waveguide

and uniform waveguide; b) comparison of scattered light intensity for a periodically (solid circle)

and uniformly (open circle) stressed 10.4 µm-wide waveguide.

As a consequence of the negligible propagation loss, the coupling loss can be

directly estimated by measuring the output power (Pout) of the transmitted radia-
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tion, knowing the input power (Pin), as αc = -10log(Pout/Pin). Table 1.2 shows the

coupling losses measured for several waveguides widths at 1550 nm in the sample

SOI2. Similar values have been obtained also for the SOI1,3 samples. Instead, the

SOI0 sample has coupling loss that is approximately 5 dB lower.

Waveguide width

Polarization 10.4 µm 5.1 µm 2.6 µm

TE (14 ± 2) dB (16 ± 2) dB (20 ± 3) dB

TM (14 ± 2) dB (14 ± 5) dB (20 ± 3) dB

Table 1.2: Coupling losses of the sample SOI2 for 2 mm-long waveguides with different widths

measured at 1550 nm for the TE- and TM-polarization.

1.2 Strained silicon waveguide in the second SHG

experiment

These samples have been produced within the collaboration with C. Schriever of the

SiLi-nanoMartin group from Luther-Universität (Halle-Wittenberg, Germany).

The strained silicon waveguides have been fabricated on a (001) SOI wafer by de-

positing the stressing overlayer in two distinct covering configurations. Two diverse

materials with two different thicknesses have been used. Therefore, these samples

can be divided into two main categories depending on the covering configuration,

that are in turn classified based on the typology of the stressing layer.

In the first category, the devices have been realized such that the stressing layer

covers only the top surface of the waveguide, similarly to the structures presented

in the previous section. These are called top covered samples, as shown in Fig.

1.4.a,b. Within this typology, the thickness of the stressing layer has been varied

in order to deposite a thin film that is 50 nm high (Fig. 1.4.a) and a 500 nm-

thick film (Fig. 1.4.b). The materials used to produce these layers are silicon
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Figure 1.4: Samples classification: a-b) sketches and relative SEM images (silicon nitride layer)

of top covering configuration with a thin (50 nm-high) or thick (500 nm-high) stressing layer; c-d)

sketches and relative SEM images (silicon nitride layer) of completely covering configuration with

a thin (50 nm-high) or thick (500 nm-high) stressing layer.

nitride and silicon oxide.

The second category of samples is called completely covered (Fig. 1.4.c,d). In

this case, the stressing cladding has been deposited after the waveguide definition

process, so that it covers the top and the lateral surfaces of the waveguide. Also in

this category, the overlayer thickness has been tuned in 50 nm (Fig. 1.4.c) and 500

nm (Fig. 1.4.d). In this case, only silicon nitride has been used as material of the

thin film.

Finally, standard silicon-on-insulator waveguides without stressing cladding have

been produced and they are named as reference samples.

The stressing layers made of silicon nitride have been deposited by using a par-

allel plate reactor (Oxford Plasmalab 80) for a PECVD deposition at Paderborn

University (Germany). The recipe has comprised ammonia (NH3) and silane (SiH4)

as source gases that have a gas flow of 30 sccm and 400 sccm, respectively. The

pressure and temperature have remained constant for all the samples at 1000 mTorr

and 300 ◦C, respectively. The applied plasma power has been 20 W for both low

(100 kHz) and high (13.56 MHz) plasma frequency. The overlayer stress has been
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tuned by varying the duty cycle (ψ) of the two frequencies (see Section 2.2.2 for the

details of the technique). A duty cycle ψ = 1 has resulted in a tensile stress in the

layer of +226 MPa, ψ = 0 to -7 MPa and ψ = -1 to -880 MPa.

The samples covered by a silicon oxide stressing layer have been realized by

means of thermal oxidation process at Max-Planck-Institute for Microstructural

Physics (Halle, Germany). The samples have been processed in a Tempress oven by

wet oxidation at a temperature of 1050 ◦C.

Table 1.3 summarizes the details of the various waveguides:

Covering Overlayer Overlayer

configuration Sample material thickness Stress

Top SiNthn-t silicon nitride 50 nm -880 MPa

SiNthk-t silicon nitride 500 nm +226 MPa

SiO2thk-t silicon oxide 500 nm -300 MPa

Completely SiNthn-c silicon nitride 50 nm -7 MPa

SiNthk-c silicon nitride 500 nm +226 MPa

Table 1.3: Summary of the produced strained silicon waveguides.

The waveguide definition has been performed before the overlayer deposition

in the case of the completely covered samples and after the deposition for the top

covered samples. The process has consisted in coating the wafer with chromium

and in the subsequent structuring through a photolithographic process. Afterwards

the chromium has been removed and the waveguide etching has been carried out by

using SF6 + C4F8 plasma. Finally, the samples have been cleaved and cleaned.

The waveguide geometry has been kept similar to the previously described sam-

ples. For each type of samples, the waveguides have a common height of 2 µm and

different widths between 2.0 µm and 10 µm. In this fabrication run, the waveguides

have been produced with a single length, i.e. they are 2 mm-long.
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Insertion losses characterization

The coupling and propagation losses coefficients of these waveguides have been

separately characterized (measurements carried out by C. Schriever of the SiLi-

nanoMartin group from Luther-Universität (Halle-Wittenberg, Germany)).

The propagation loss coefficient has been measured by using the Fabry-Perot

resonance method, giving a αp value lower than 1 dB/mm.

Instead, the coupling loss coefficient has been estimated by measuring the input

and output power and by applying αc = -10log(Pout/Pin). Average coupling loss of

about 12 dB have been measured for all the samples.
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Chapter 2

Mechanical characterization of

silicon crystalline structure

When mechanical stress is used to improve the existing functionalities or to enable

novel ones in a photonic structure, such as a silicon waveguide, a careful stress en-

gineering is required and the study of strain distribution is necessary before full

device fabrication. For this purpose micro-Raman measurements have been per-

formed on strained silicon waveguide facets in order to map the stress distributions

in the (110) cross-section of strained SOI waveguides. The stress induced by sili-

con nitride thin films has been varied by process parameters yielding flexible stress

engineering [44, 46]. Therefore, in this chapter the influence of different deposition

procedures such as low-pressure chemical vapour deposition (LPCVD) and plasma-

enhanced chemical vapour deposition (PECVD) on the stress distribution is studied.

Moreover, the stress variations due to the different waveguide geometries are also

investigated.

Before discussing the experimental results on the stress characterization, a brief

overview on the mechanical stress in thin film is given. The first section introduces

the concept of stress and strain tensors, as they are the tools commonly used for the

mathematical description. After that, the mathematical model, the origins and the

effects of the stress into a thin film are explained as well as two common techniques
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for the stress measurements.

The general theory of micro-Raman spectroscopy concerning stress measure-

ments is reported in detail. Then, the micro-Raman theory is applied to the spe-

cific crystallographic orientation of the waveguide silicon. Finally, the experimental

method, the data analysis and the experimental results are presented and discussed.

2.1 Definition of stress and strain tensors

In the theory of elasticity if a solid body is not deformed, all its internal parts are in

mechanical equilibrium state, i.e. the resultant of the forces acting on each portion

of the body is zero [47]. Therefore, the resultant force is defined as the sum of all the

forces exerted on all the infinitesimal volume elements dV of the portion of the body

(FdV ). Since in the theory of elasticity a body is regarded as a continuum medium,

the ith component of total force is
∫
V
FidV . However, the resultant force can also be

represented as the sum of the forces acting on the infinitesimal surfaces dS enclosing

each volume element dV . Consequently, the ith component of the resultant force is

rewritten as
∫
S
σijdSj, i, j =1, 2, 3, where dSj is the jth component of the surface

element vector orthogonal to the surface dS and σij is one of the nine elements

of the tensor of rank two, called stress tensor [47]. Based on this definition, every

element of the stress tensor (σij) describes the ith component of the force on unit

area perpendicular to the xj axis (Fig. 2.1) that is distinguished in normal elements

for i = j and shear elements for i 6= j.

When the equilibrium state is destroyed by an external force, internal stresses are

created to return the solid to equilibrium. As a consequence, the body changes in

shape and volume due to the displacement of every points constituting the body and

thus it is deformed. A tensor of rank two can be introduced to describe the induced

body deformation. This tensor is called strain tensor and its elements quantify the

gradient of the displacement of each point of the body relative to its initial position.

In case of small deformations, stress and strain tensors are linearly related
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Figure 2.1: Spatial representation of the stress tensor elements σij .

through proportionality constants, characteristic of every solid, as established by

following equation, called generalized Hooke’s law

σij = Cijklεkl (2.1.1)

where Cijkl are the elastic coefficients belonging to a tensor of rank 4. The tensor C

is named the stiffness tensor and quantifies the resistance of the solid to deformation.

In general, C is composed by 81 elements, but due to symmetry reasons they can

be reduced to 21 independent elements [48, 49]. Consequently, thanks to the Voigt

Kelvin notation a compact form of Eq. 2.1.1 can be deduced:

σi = Cijεj (2.1.2)

Since the stress-strain relation is assumed to be invertible, the explicit relation

of the strain tensor elements with the stress tensor elements can be written as

εi = Sijσj (2.1.3)

where Sij are the elements of the tensor of rank four, referred as compliance, which

is the inverse of the stiffness tensor (S=C−1).

Unlike isotropic materials, where the elastic coefficients have the same values

in every direction of the body, in a material as silicon the stiffness and compliance
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tensors elements are dependent on the direction of the crystal. However, the elas-

tic properties of a material are generally described by more practical engineering

parameters. The first of these parameters is the Young modulus (E), defined as [48]

Ei =
σi
εi

(2.1.4)

The Young modulus represents a measure of how much a material is deformed along

a i direction under the action of an uniaxial stress σi. Thus, the lower the Young

modulus value, the more deformable the material.

When a material is squeezed (or stretched) in one direction, a dilation (or com-

pression) is induced in the orthogonal direction. The parameter that quantifies this

phenomenon is the Poisson’s ratio (ν) [48]

νij = −εj
εi

(2.1.5)

with i 6= j, where i is the longitudinal direction to σi and j is the transversal one.

This ratio is always positive and for most materials it typically ranges between 0 and

0.5 [47]. A material with ν ' 0.5 is perfectly incompressible, like a rubber, while

when ν ' 0, the material exhibits only a very weak deformation on the orthogonal

direction.

In case of silicon, the Young modulus and the Poisson’s ratio are generally re-

ported as about 150 GPa and about 0.3, respectively. However, these moduli largely

vary in the crystal. Fig. 2.2 shows an example of the dependence of the Young mod-

ulus (Fig. 2.2.a) and Poisson’s ratio (Fig. 2.2.b) on the crystallographic directions

in the (110) plane for the silicon and germanium.

2.2 Mechanical stress in thin films

As definition, a thin film is a layer deposited on a thicker substrate, where the

lateral dimensions of film/substrate pair are much larger than the sum of the film

and substrate thicknesses [50, 51]. Nowadays, thin films are usually employed for
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Figure 2.2: Example of Young modulus (a) and Poisson’ratio (b) as a function of the directions

in the (110) plane for silicon and germanium [48].

the fabrication of microelectronics and optical devices as well as for the coating of

optical components (such as mirrors, filters or solar cells) or more in general for

protection of tools and critical parts of industrial machines.

2.2.1 Thin films stress model

During the deposition processes, stresses are developed inside the film due to its

adhesion to the substrate. The magnitude and the sign of such internal stresses

depend on the technique of deposition and, in particular, on process steps. These

stresses are generally modeled as biaxial stress state [50–54], i.e. the state when

σxx, σyy 6= 0 and σzz = σxy = σyx = 0, where the general subindexes i, j = 1, 2, 3

of Section 2.1 are now substituted with i, j = x, y, z. In fact, the stress generally

lies only in the film plane, because both film and substrate are allowed to freely

move in the normal direction (z). Instead, the shear components (σxy and σyx) are

considered negligible because they act only at the edges of the film/substrate pair

and rapidly decrease with the distance from the edge (typically over a distance larger

than 5 times the film thickness) [50]. However, in case of patterned films the stress
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state may become more complex and thus, the biaxial model is a schematization

valid mainly for blanket films.

As a consequence of the substrate elasticity and the absence of mechanical equi-

librium in the thin film, a stress with opposite sign generates in the substrate to

compensate the forces exerted by the film. Furthermore, the substrate is also curved

by the action of bending moments generated at the edges where the system tries to

achieve an equilibrium state.

Figure 2.3: Stressed thin film effect: (a) if the thin film has a compressive stress, the substrate

is bent downward; (b) if the thin film has a tensile stress, the substrate is bent upward.

Hence, if a compressive stress is present inside the thin film, a tensile stress acts

in the substrate, which is bent downward (as shown in Fig. 2.3.a). Instead, in case

of stretching film, the substrate is compressed and its surface is concave upward (as

shown in Fig. 2.3.b).

2.2.2 Stress origins in thin films

The stress in a thin film may have several causes that can be distinguished in

extrinsic factors, which are related to the interaction of the thin film with the

substrate, and in intrinsic factors, which are determined by physical and chemi-

cal variations of the thin film during the deposition processes. The contributions of

such factors superimpose each others, thus the total thin film stress can be written

as

σ = σext + σint (2.2.1)
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where σext is the stress related to extrinsic origins and σint is the stress caused by

intrinsic factors.

One of the main sources of the extrinsic stress is the mismatch in the thermal

expansion coefficients (CETs) between the film and the substrate. The thin film

deposition is usually carried out at high temperature with subsequent cooling down

of the produced structure to room temperature, where most devices work at. If the

cooling down is rapid, thin film and substrate change their sizes in different way as

result of the difference in CETs (α), that can be defined as [52]

α =
dε

dT
(2.2.2)

where ε is the strain and T is the temperature. Assuming a CET weakly dependent

on temperature, the strain dependence on the CET can be derived from Eq. 2.2.2

as

ε ' α∆T (2.2.3)

where ∆T is the difference between the deposition and room temperature.

Therefore, a stress with thermal origin is induced inside the structure when

materials with different CETs are bonded to each other, causing a dependence of

the stress state on the thermal history of the device. For example, when a tensile

stressed thin film (f) is attached to a substrate (s), the compatibility condition

requires that the strain of thin film attached is equal to the strain of the substrate

(εf,att = εs), thus

εf,att = −αs∆T (2.2.4)

where the minus sign represents the compression in the substrate. However, if the

film was unattached, after the cooling it would have a strain

εf,unatt = −αf∆T (2.2.5)

Consequently, the difference in the film strain at room temperature (εf,th) after

the deposition due to the presence of the substrate is

εf,th = εf,att − εf,unatt = (αf − αs)∆T (2.2.6)
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This thermal mismatch strain leads to the called thermal stress

σf,th =
E

1− ν
(αf − αs)∆T (2.2.7)

As it can be seen from Eq. 2.2.7, by using the convention that a positive stress is

tensile and a negative one is compressive, when αf > αs, a tensile stress is induced

in the film or a compression otherwise.

Let us now consider the materials involved in this thesis. Their CET values are

reported in Table 2.1, thus the expected magnitude and sign of the thermal stress

can be deduced from Eq. 2.2.7.

Silicon Silicon oxide Silicon Nitride

α (◦C−1) 2.61·10−6 0.52·10−6 LPCVD ∼ 2·10−6

PECVD ∼ 3·10−6

Table 2.1: Thermal expansion coefficient values for silicon [55], silicon oxide [55] and silicon

nitride [56,57].

While silicon and silicon nitride have similar CET values, thus the resulting

thermal stress may be considered negligible in cases where the intrinsic stress is

large, the silicon oxide has a much lower CET. This means that when silicon and

silicon oxide are attached, a compressive thermal stress of the silicon oxide gives rise

to a stretching of the silicon crystalline structure.

The intrinsic stress may arise due to many factors, which are mainly determined

by the experimental conditions of deposition. In fact, depending on technique but

also on the selected deposition recipe, the intrinsic stress may be tuned in sign and

extent, especially in case of silicon nitride. For example, in silicon nitride films the

total stress can range between -3 GPa to 1.6 GPa [58].

The silicon nitride is commonly deposited by using two different techniques: Low-

Pressure Chemical Vapour Deposition (LPCVD) and Plasma-Enhanced Chemical

Vapour Deposition (PECVD).
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The parameters that mainly define the resulting intrinsic stress in a silicon nitride

film deposited by LPCVD are the temperature, the pressure and the input gas

ratio inside the reactor, as they determine stoichiometry, chemical bonding and

mechanical properties of the film [46, 56]. For example, as observed in [56], the

silicon nitride film that has tensile stress can be assumed as bulk silicon nitride

(Si3N4) that is structurally perturbed. Due to the chemistry imposed by deposition

recipe, the film chemical composition is close to the stoichiometry of Si3N4, so the

resulting Si/N concentration ratio leads to a constrained structure with Si-N bonds

stretched relative to the equilibrium state [58]. This results in films that have

intrinsic tensile stress, but characteristic similar to stoichiometric silicon nitride, i.e.

smaller refractive index, higher atomic density and smaller Si/N concentration ratio.

Instead, the compressively stressed films can be considered as perturbed silicon-like

structures and thus with larger refractive index, smaller atomic density and larger

Si/N ratio. In this case, the intrinsic stress is not particularly large, hence the final

stress is the superimposition of intrinsic and thermal stresses (αSiNLPCVD<αSi).

Unlike the LPCVD technique, where the chemical reactions of the precursors

occur thanks to the high temperature, the PECVD deposition technique employs a

discharge in the source gases to generate the reactants that subsequently interact

to form the deposition layer. Such discharge is induced by an electric field that

is commonly generated by a RF source. It has been seen that plasma frequency

has an important role on the intrinsic stress in the film as well as the temperature

[44, 59]. Particularly, it has been found that a tensile intrinsic stress is achieved

when the plasma frequency and the temperature are high, while low frequency and

low temperature yield to a compressive stress. When the frequency is low, the ions

of the plasma are able to follow the alternation of the electric field and thus they

can bombard the growing silicon nitride layer leading to an ion implantation. As

a consequence of the densification and the presence of defects, the film results in a

compression state. In case of high temperature, this effect is reduced because the

defects are removed. On the other hand, when frequency is high, the ions are not
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able to oscillate with the electric field, thus the ion implantation does not occur.

However, the combination with the high temperature causes the desorption of the

hydrogen accumulated in the film during the process, which reduces the density of

the film. The creation of a tensile intrinsic stress is added up to the tensile thermal

stress (αSiNPECVD>αSi) [40, 59].

As demonstrated in [44], a suitable PECVD method to achieve intermediate

stress values is to use two plasma excitation frequencies. By fixing the low and high

plasma frequencies at certain values (for example, at 380 KHz and 13.56 MHz as

in [44]), the stress value is tuned by mixing low and high plasma frequencies. In

particular, stress ranging from compressive to tensile is obtained by changing the

duty cycle (ψ) of the two frequencies

ψ =
tHF − tLF
tHF + tLF

(2.2.8)

where tHF and tLF are the time intervals in one deposition cycle of high and low

frequency, respectively. A maximum compressive stress is observed for ψ = -1 (i.e.

for tHF = 0) and intermediate compressive values for -1 < ψ . 0.5. Intermediate

tensile stress values are achieved when ψ & 0.5, reaching a maximum value for ψ =

1 (i.e. for tLF = 0).

It is worth noting that unlike a LPCVD silicon nitride layer, an as-deposited

PECVD silicon nitride layer has a critical mechanical stability. In fact, post thermal

treatments above the the deposition temperature have shown that a LPCVD layer

maintains the as-deposited mechanical and optical properties, showing only small

variations in total stress, Young modulus and refractive index [58]. Instead, due

to the heating, the defects that are inside a PECVD layer are annealed out. This

causes a variation of the refractive index. The stress increases when it is tensile or

changes into tensile, when it is compressive [58].

In a silicon oxide layer grown by oxidation process, an intrinsic stress is deter-

mined by the oxidation temperature and is originated by the molar volume change in

converting silicon in silicon oxide [40, 55]. For temperature higher than 950 ◦C, the
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volumetric expansion of silicon oxide created during the oxidation is relieved, since

the film viscosity is sufficiently low to allow a free movement in the normal direction

to the layer surface [55]. Instead, when the temperature is lower than 950 ◦C, the

film viscosity is so high, that, in combination with the adhesion to the substrate, a

relaxation of the silicon oxide volumetric expansion is not allowed. This yields the

generation of a compressive intrinsic stress.

2.2.3 Examples of stress measurement techniques

Before describing the stress measurement techniques, it is important to underline

that in all possible methods, a direct measure of the stress is never possible. The

reason is that when the structure reaches the equilibrium state, the stress relaxes

and vanishes giving rise to a relaxed strain. This means that the stress state in the

film can be only deduced by the deformation that takes place when the system finds

an equilibrium.

In addition to the micro-Raman technique, whose measurements principles will

be describes in detail in the next sections, there are two other techniques commonly

used to gather information on the stress state of a thin film.

The first technique is the curvature method. As mentioned in Subsection 2.2.1,

when a stressed thin film is bonded to an elastic substrate, the structure is curved

upward or downward depending on the thin film stress. As the thickness of the film

is much thinner than the substrate one, the curvature radius can be assume to be

the same for the bent thin film/substrate pair (Fig. 2.4).

In this way, by measuring the curvature radius the stress in the thin film can be

deduced from the Stoney’s Equation [60]

σf =
1

6R

Esd
2
s

df (1− νs)
(2.2.9)

where R is the curvature radius, df is the film thickness (typically measured by

optical ellipsometry) and ds is the substrate thickness.
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Figure 2.4: Curvature method measures the stress in a thin film with Young modulus Ef and

thickness df attached to a substrate with Young modulus Es and thickness ds by measuring the

curvature radius R of the bent film/substrate pair.

To take into account possible bending of substrate before the deposition due to

a non-perfect planar surface, Eq. 2.2.9 can be generalized as [52]

σf =
Esd

2
s

6df (1− νs)
(

1

Raf

− 1

Rbf

) (2.2.10)

where Raf and Rbf are the curvature radii after and before deposition, respectively.

Although this technique is fast and practical, it can be applied only in unpat-

terned wafer and yields only an average value of the stress without giving information

on the local stress distribution.

A technique allowing an accurate local stress measure with a good spatial resolu-

tion (even below 1 µm [61]) in crystalline materials is the X-ray diffraction method.

In presence of elastic strain, the crystal lattice constant is altered in relation to its

unperturbed value. Hence, by estimating from the diffraction pattern the lattice

constant in stress and unstressed film, the film stress is calculated as [60]

σf = − E
2ν

(
ā0 − a0

a0

) (2.2.11)

where ā0 is the deformed lattice constant and a0 is the lattice constant in unstressed

film.
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Although this technique allows a non-destructive investigation of the stress dis-

tributions with high accuracy, high control and good spatial resolution, its main

disadvantage is the requirement of an expensive and delicate apparatus, which gen-

erally is not easily accessible.

2.3 Micro-Raman spectroscopy for stress measure-

ments

A stress measurement method combining accessible apparatus and good accuracy is

the Micro-Raman spectroscopy. This technique uses an optical microscope coupled

with a high resolution optical spectrometer to detect the photon remitted after an

inelastic scattering of an incident photon from an optical phonon of the material.

Therefore, it is non-destructive, relatively fast and it does not require any particular

sample preparation. Furthermore, thanks to routine analysis implementable in the

laboratory apparatus, a 2D mapping of the local stress distribution can be performed

with micrometric spatial resolution.

The inelastic scattering involved in this method is the Raman scattering. Con-

sider an electromagnetic radiation with wavevector ki and frequency ωi incident in

the medium

F(r, t) = Fi(ki, ωi) cos(ki · r− ωit) (2.3.1)

When the medium is at a finite temperature, atomic vibrations (or phonons)

are thermally excited and the atomic displacement can be described as plane waves,

having wavevector q and frequency ω0,

Q(r, t) = Q(q, ω0) cos(q · r− ω0t) (2.3.2)

As a consequence, the electrical susceptibility χ is modified and it can be assumed

a function of Q [62]. As the amplitude of the vibrations are generally small compared

to the lattice constant, the electrical susceptibility χ can be expanded in a Taylor
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series of Q(r, t)

χ(ki, ωi,Q) ' χ0(ki, ωi) + (
∂χ

∂Q
)0Q(r, t) + ... (2.3.3)

The term χ0 is the electric susceptibility in absence of atomic vibrations and it is

responsible for the Rayleigh scattering. The second term in the right hand side is

the oscillating part of susceptibility caused by the phonons and is responsible for

the Raman scattering at the first order.

When an electromagnetic wave travels into a medium, the interaction induces a

polarization. In this case, the polarization can be distinguished in a linear compo-

nent, which is in phase with the incident radiation, and in a component induced by

the phonons (Pph(r, t,Q)). This component can be expressed as [62]

Pph(r, t,Q) = (
∂χ

∂Q
)0Q(q, ω0) cos(q · r− ω0t)Fi(ki, ωi) cos(ki · r− ωit) (2.3.4)

or

Pph(r, t,Q) =
1

2
(
∂χ

∂Q
)0Q(q, ω0)Fi(ki, ωi){cos[(ki +q) ·r−(ωi +ω0)t]+cos[(ki−q) ·r−(ωi−ω0)t]}

(2.3.5)

As consequence of the interaction of the incident radiation with the atomic vi-

brations of the medium, the induced polarization Pph generates two waves: the

wave called Stokes with frequency ωS=ωi − ω0 and the wave called Antistokes with

frequency ωA=ωi + ω0.

Silicon is a Raman active material, i.e. its phonons can be optically excited in

Raman scattering and its spectrum is shown in Fig. 2.5

The silicon Raman spectrum is centered at 15.6 THz (or in wavenumber at 521

cm−1) from the frequency of incident radiation (this frequency distance is usually

referred as Raman shift) and its full-width at half maximum (FWHM) is 105 GHz,

which, for example, is much narrower than the 40 THz Raman bandwidth of silicon

oxide.

Hence, thanks to the physics of the Raman scattering, the scattered photon

contains information on the crystalline structure of the medium and thus, it can be

used as a probe of structural deformations.
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Figure 2.5: Raman spectrum of silicon [1]

2.3.1 General theory of micro-Raman spectroscopy for stress

measurements

The description of stress effect on the first order Raman scattering for crystals with

diamond structure has been introduced in 1970 by Ganesan et al. [63]. In a diamond

crystal, the triply degenerate optical phonons of the zone center are Raman active

and they can be represented by the Raman tensors. These are tensors of rank two

obtained by a contraction of the vector displacement Q and of the derivative of χ

with respect to Q as [62]

R = (
∂χ

∂Q
)0Q̂(ω0) (2.3.6)

where Q̂ is the unit vector of Q. In a diamond crystal the Raman tensors have the

following matrix representation:

R1 =


0 0 0

0 0 d

0 d 0

 R2 =


0 0 d

0 0 0

d 0 0

 R3 =


0 d 0

d 0 0

0 0 0

 (2.3.7)

where d is a constant that depends on the polarizability of material [64].

The intensity of scattered photons can be calculated from the time averaged

power radiated by the induced polarization Pph into unit solid angle. This intensity
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depends on the polarization of incident and scattered radiations (e0, es), i.e. it is

proportional to |e0 ·Pph · es|2. Therefore, the intensity of the scattered photon from

the ith phonon is calculated as

Ii ∝ |e0 ·Ri · es|2 (2.3.8)

This equation sets the selection rule for the Raman scattering and it predicts the

intensity of the scattered photon by the ith phonon measurable in a given experi-

mental condition.

The presence of a stress-induced deformation of the lattice lowers the crystal

symmetry, so that the directions of phonon vibrations (v1, v2, v3) are changed and

the threefold degeneracy of their frequencies is partially lifted [63,65]. Consequently,

the Raman frequencies are shifted with respect to their value in undeformed struc-

ture.

The equation describing the stress effect on the optical properties of a diamond

crystal has been developed by using the lattice theory of morphic effects [63]. In

presence of strain, the phonons frequencies are given by the solutions of the eigen-

value problem ∑
j

Kijηj = ω2ηi (2.3.9)

where i, j = x, y, z, Kij are the elements of the force constant tensor, ηj are the

Cartesian coordinates of the eigenvectors and ω is the Raman frequency of the

strained mode. Assuming a small strain, the Kij elements can be linearly expanded

in terms of strain powers as

Kij ' K
(0)
ij +

∑
k,l

εklK
(ε)
ijkl (2.3.10)

with K
(0)
ij = ω2

0δij

K
(ε)
ijkl =

∂Kij

∂εkl

where Kij are the elements of the force constant tensor in absence of strain, ω0

is the Raman frequency in unstrained crystal, δij is the Kronecker delta and εkl
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are the strain tensor elements. The strain effect on the crystal is included into

the anharmonicity parameters K
(ε)
ijkl, that describe the modification of the effective

harmonic force constant in presence of a small strain (quasi harmonic approximation)

and they are referred as phonon deformation potentials. In a diamond crystal, K
(ε)
ijkl

are only three independent nonzero elements:

K(ε)
xxxx = K(ε)

yyyy = K(ε)
zzzz = p (2.3.11)

K(ε)
xxyy = K(ε)

xxzz = K(ε)
yyzz = q

K(ε)
xyxy = K(ε)

yzyz = K(ε)
zxzx = r

where p, q, r are phenomenological constants, whose values strictly depend on the

crystal material.

By replacing Eq. 2.3.10 in Eq. 2.3.9, the eigenproblem is rewritten as∑
j

∑
kl

εklK
(ε)
ijklηj = (ω2 − ω2

0)ηi (2.3.12)

or rather in matrix form as∣∣∣∣∣∣∣∣∣
pεxx + q(εyy + εzz)− λ 2rεxy 2rεxz

2rεxy pεyy + q(εxx + εzz)− λ 2rεyz

2rεxz 2rεyz pεzz + q(εxx + εyy)− λ

∣∣∣∣∣∣∣∣∣ = 0

(2.3.13)

that is a secular equation. By calculating the eigenvalues of this equation (λi =

ω2
i − ω2

0, with i= 1, 2, 3), the Raman frequency shift (∆ωi) of ith mode caused by

the strain can be obtained as

∆ωi = ωi − ω0 '
λi

2ω0

(2.3.14)

Furthermore, the corresponding three eigenvalues describe the polarization vec-

tors of the phonons in the presence of strain (vi st) and thus, the strained Raman

tensors can be calculated as

Ri st =
∑

k=1,2,3

Rk
∂vk
∂vi st

(2.3.15)
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Hence, the effect of the strain on a crystal can be simply evaluated by performing

a Raman scattering experiment to measure the Raman frequency and by solving the

secular equation (rewritten for the specific material and crystallographic reference

system) to relate the measured Raman frequency shift with the strain.

2.3.2 Theoretical model for stress measurements in silicon

waveguide

Let us now consider the silicon waveguides described in Section 1.1 and show how

the model has been adapted to map the stress distribution in their cross-section.

The waveguide guiding direction is longitudinal to X′=[110] crystallographic axis,

while the cross-section lies on the plane formed by the Y′=[-110] and Z′=[001] axes.

As it is usually done, this reference system will be referred as sample system (in the

following the prime sign (′) indicates the sample system) [66] and it will be distin-

guished from the reference system (X=[100], Y=[010], Z=[001]), which is typically

used for describing the Raman effect in silicon (see Fig. 2.6).

Figure 2.6: Definition of the reference (X=[100], Y=[010], Z=[001]) and the sample (X′=[110],

Y′=[-110], Z′=[001] coordinates system for the investigated waveguide [67]

Since the secular equation (Eq. 2.3.13) is written considering the reference coor-

dinates system, there are two methods to solve it for a stress oriented in a different

coordinates system. One method is to directly calculate the secular equation in the

sample system, the other one is to calculate the strain in the reference system and
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then solve the secular equation [66]. Although both methods provide the same re-

sults, the first is generally preferable in case of complex stress tensor. Nevertheless,

in the present experiments only one Raman peak has been observed, indicating that

the stress is too small to cause a clear phonon splitting. So, although the contribu-

tion of the stress tensor elements should be considered, not all the unknown stress

components can be measured with accuracy by the experiment. As a result, a stress

model is necessary to reduce the number of the stress components.

Since the micro-Raman experiment has been performed from the facets of silicon

strip waveguides, a series of assumptions helps to simplify the treatment:

1. the laser is absorbed close to the surface, e.g. the penetration depth is about

770 nm in silicon at 514 nm [68], so that only the near plane state can be

determined [69]. Consequently, the normal stress σ′XX can be omitted.

2. owing to the high refractive index contrast between silicon (nSi ' 3.5) and

silicon oxide or silicon nitride (nSiO2 ' 1.5 and nSiN ' 2), a good confinement

of the propagation modes inside the waveguide core is achieved. Thereby, the

shear stresses (σ′IJ with I 6= J) have been neglected because they are relevant

mainly in the vicinity of the waveguide edges [66] that are not probed by the

propagating radiation.

The complexity and the local distribution of the stress tensor can be reduced

to one principal element oriented along Y′ axis (σ′Y Y ). This identifies the uniaxial

stress model which is commonly used [66,68] and is sufficient for a qualitative insight

into the stress distribution.

Within this assumption, the secular equation can be easily solved also in the

reference coordinates system by expressing the strain components εij in the reference

system in terms of the strain components ε′ij in the sample system.

Therefore, as the stress tensor is now known, the strain components ε′ij are

calculated by using the Hooke’s law in the sample system ε′ = S′σ′, where S′ is the
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compliance tensor in sample system

ε′XX = (
S11 + S12

2
− S44

4
)σ′Y Y (2.3.16a)

ε′Y Y = (
S11 + S12

2
+
S44

4
)σ′Y Y (2.3.16b)

ε′ZZ = S12σ
′
Y Y (2.3.16c)

where S11 = 7.68 ·10−12 Pa−1, S12 = -2.14 ·10−12 Pa−1 and S44 = 12.7 ·10−12 Pa−1

are the elastic compliance elements of silicon [48]. Instead, the components ε′XY ,

ε′Y Z , ε′XZ are equal to zero.

Thus, the Raman peak shift as a function of the uniaxial stress in the sample

system are derived as follows

∆ω1 =
1

2ω0

{[(p+ q

2
)(S12 + S22) + qS12 −

rS44

2
)]σ′Y Y } (2.3.17a)

∆ω2 =
1

2ω0

{[(p+ q

2
)(S12 + S22) + qS12 +

rS44

2
)]σ′Y Y } (2.3.17b)

∆ω3 =
1

2ω0

{[pS12 + q(S12 + S11)]σ′Y Y } (2.3.17c)

The linearity of these relations shows that a compressive stress (σ′Y Y < 0) results

in an increase of the Raman frequency, while a tensile stress (σ′Y Y > 0) yields a

decrease.

The eigenvectors of the secular equation describing the new polarizations of the

phonons are represented by the set of vectors v1 st = 1/
√

2(110), v2 st = 1/
√

2(-110)

and v3 st = 1/
√

2(001). Since they are expressed in the reference system, they are

parallel to the X′, Y′ and Z′ axes of the sample system, respectively. Instead, the

strained Raman tensors are given as

R1 st =
d√
2


0 0 1

0 0 1

1 1 0

 R2 st =
d√
2


0 0 1

0 0 −1

1 −1 0

 R3 st =
d√
2


0 1 0

1 0 0

0 0 0


(2.3.18)

Substituting these tensors into Eq. 2.3.8, the polarization selection rule in the

presence of stress is obtained. For the backscattering configuration from the (110)
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surface only the transversal optical phonons (TO) can be observed (i.e. I2 st, I3 st 6=

0). No Raman signal comes from the longitudinal phonon (LO) for any random

settings of light polarization (e0 versus es) in Y′ - Z′ plane.

2.3.3 Description of stress measurements method

A. Experimental and data analysis procedure

The experiments have been carried out at room temperature in a confocal backscat-

tering configuration from the (110) crystal plane by using a WITec alpha300 S Scan-

ning Near Field Optical Microscope (SNOM) in Raman imaging mode, as shown in

Fig. 2.7.a.

Figure 2.7: a) Micro-Raman set-up: WITec alpha300 S Scanning Near Field Optical Microscope

(SNOM) in Raman imaging mode (Adapted from [70]); b) Scanning grid (not to scale) over imposed

to an optical image of the waveguide facet. The inset shows a typical Raman spectrum. The

two arrows point to the areas of strained and unstrained bulk silicon, where the shifted Raman

frequency ω and the reference Raman frequency ω0 are measured, respectively [67].

The Raman scattering has been excited by a linearly polarized CW Argon laser at

a wavelength of 514 nm. The laser power has been adjusted to be as low as possible
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in order to avoid a down-shift of the Raman peak due to thermal effects. The

scattered light has been detected with the help of an optical spectrometer equipped

with a 1800 grooves/mm grating enabling the acquisition of Raman spectra in the

400-850 nm range. In fact, the narrow notch filter, which is typically utilized to

attenuate the wavelengths in the excitation laser region, has not been included in

order to acquire the Rayleigh scattered line used as internal reference to monitor

the set-up stability.

The incident laser light has been focused onto the sample surface through a

100× microscope objective resulting in a focused spot with a diameter of ∼ 0.5 µm.

Because of the confocal configuration, a preparation treatment of the sample has

been necessary, otherwise focusing problems could affect the measurements. After

the perpendicular cleaving to the waveguide direction, the facets of the waveguides

have been lapped to optical quality by using different grades of abrasive papers

and polishing with diamond and 0.06 µm aluminium oxide suspensions. Finally,

the samples have been cleaned and sonicated in ethanol for three minutes at room

temperature and dried with a gentle nitrogen flux.

The mapping of the stress distribution has been performed by scanning the

sample facet with 0.25 µm steps in Y′- and Z′-directions acquiring for each probed

area the spectrum in the 400-850 nm range (Fig. 2.7.b). The scanned surface has

been selected in order to probe also the bulk silicon far from the interface with

the silicon oxide. In this way, the measured Raman frequency has been used as

representative of the silicon phonon frequency in unstrained condition. Moreover,

only the Raman spectra centred at 521 cm−1 have been considered, therefore the

contributions of Si3N4 and SiO2 claddings have been neglected.

All the data analysis has been performed by a code written in MatLab. The first

step has been the Lorentzian fit of the Raman peaks of every scanned area that has

yielded the frequency with a resolution below 0.05 cm−1. Only the Raman spectra

having intensity 10 counts higher than the background level have been subsequently

selected. The next step has been the creation of two different matrices. The first
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one is the matrix where the intensities of the peaks have been saved. This matrix

has been used to identify the pixels belonging to the waveguide cross section.

The second one is the matrix where Raman shifts have been saved after the

correction to remove shifts caused by the mechanical instability as well as instability

of the laser and/or the spectrometer by means of the Rayleigh line peak position.

After that, this Raman shift matrix has been used to calculate the Raman peak shift.

The calculation has been done working with the column of the matrix and computing

the Raman peak shift (∆ω) as the difference between the Raman frequency ω of the

elements of each column and the mean value ω0 of the last five elements of every

column corresponding to the Raman peak wavenumbers of the unstrained silicon.

In order to build the stress maps with relatively small errors in the cross section

dimensions, particularly at the edges of waveguides, the 0.5 µm size of laser focal

spot in the micro-Raman measurements has to be taken into account. Assuming a

perfect rectangular shape of the waveguide cross section (boxcar function H = θ(x)

- θ(x-w), where θ is the Heaviside function and w is the waveguide width) and a

Gaussian profile of the laser beam (G), a convolution between the boxcar and the

Gaussian function has been calculated for a 2.33 µm wide waveguide (Fig. 2.8.a)

and for a 10.7 µm wide waveguide (Fig. 2.8.b).

Based on the convolution results an intensity threshold for the scattered light

has been fixed at about half of the mean value of the intensity maxima measured

at each map column. Considering this threshold, pixels of waveguide cross-section

maps with lower intensities have been neglected.

The selection of pixels used to generate the maps is sketched out in Fig. 2.8.c.

The solid black line indicates the area of the waveguides cross section where the

intensity of the scattered line is higher than the fixed threshold. The pixels out of

this region have been neglected obtaining a well define shape of the waveguide cross

section as shown in Fig. 2.8.d, where the map of Raman peak shift is reported. As a

result, the pixels that are located mainly in the central part of waveguide are taken

into account for the analysis of the maps presented in the forthcoming sections.
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Figure 2.8: a-b) Estimation of intensity threshold. The plot shows the convolution (solid line)

between a Gaussian function (dotted line) representing the laser beam with a boxcar function

(dashed line) representing the cross section of the waveguide for (a) 2.33 µm wide waveguide and

(b) 10.7 µm wide waveguide; c) intensity map of the scattered light. The solid black line indicates

the waveguide area found by selecting only the pixels with the intensity of scattered light higher

than a threshold value; d) map of the Raman peak shift [67].

B. Stress tensor determination accuracy

The stress tensor element evaluation has been performed by solving Eq. 2.3.17 for

every scanned area. This equation depends both on the measured ∆ωi values and

the knowledge of the compliance tensor elements (Sij) and the phonon deformation

potentials p, q and r. Therefore, the overall accuracy of the stress tensor determina-

tion is imposed by the experimental error related to the micro-Raman measurement

and by the accuracy of the silicon deformability-related parameters.

In the presented experiment, the main error sources have been the spectral res-

olution and the environmental conditions. Although neither the resolution of the

spectrometer nor the pixel density of the CCD are particularly high, the repeata-

bility of the spectral measurements is excellent because of the high signal-to-noise
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PDPs of PDPs of

Chandrasekhar et al. [78] Anastassakis et al. [74]

p/ω2
0 -1.49 ± 0.07 -1.85 ± 0.06

q/ω2
0 -1.97 ± 0.09 -2.31 ± 0.06

r/ω2
0 -0.61 ± 0.03 -0.71 ± 0.02

Table 2.2: The most common values of silicon phonon deformation potentials used in literature.

ratio (∼103). As a result, by fitting the Raman spectra with a Lorentzian function,

the central position of the silicon Raman peak has been extracted with a resolution

lower than 0.05 cm−1, as mentioned before. Moreover, the Rayleigh scattering line

used as internal reference has allowed to evaluate the shift of the silicon Raman

peak induced only by the applied stress, because it is sensitive to the overall setup

stability but insensitive to strain inside the sample [68].

To evaluate the stress sensitivity of the measurements, Eq. 2.3.17 can be used

to show that a 0.05 cm−1 Raman peak shift corresponds to a minimal detectable

stress of about 25 MPa.

Unlike the elastic constants (Sij) that have been measured with high accuracy

and confirmed by several independent measurements [71–73], the phonon deforma-

tion potentials (PDPs) are known with less accuracy. The reason for this uncer-

tainty has been widely discussed (see for example Ref. [74–77]). The causes have

been found into the methods used for the values extraction and in the experimental

conditions, e.g. different excitation wavelengths, methods for the stress application,

environmental conditions and measurement techniques. Therefore, in the literature

an universal agreement on PDPs values is absent and two sets of values are com-

monly used [74,78]. As it can be seen in Table 2.2, these values differ by up to 20%

and, therefore, they cause uncertainty on the stress values derived by the Raman

measurements. In fact, by making use of Eq. 2.3.17 and the ∆ωi values measured

in a scan line along the Z′ direction and by evaluating the σ′Y Y -profile with the two

sets of PDP values reported in Table 2.2 (see Fig. 2.9), the maximum difference has
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been quantified to be approximately 13%.

Figure 2.9: σ′Y Y -profile along Z’ evaluated with PDP values of Chandrasekhar [78] (full circle)

and PDP values of Anastassakis [74] (empty circle). The error bars have been calculated by error

propagation taking into account the experimental errors of ∆ω3 and PDP values [67].

Very recently, Miyatake et al. [77] has revisited the measurements of PDP and

confirmed the experimental values reported in [74]. Therefore, by substituting the

Sij and PDPs values of [74] in Eq. 2.3.17, the relation between the Raman peak

shift (∆ωi) and σ′Y Y stress tensor component is reduced to

∆ω1 = −1.04σ′Y Y × 10−12ω0 (2.3.19a)

∆ω2 = −5.54σ′Y Y × 10−12ω0 (2.3.19b)

∆ω3 = −4.42σ′Y Y × 10−12ω0 (2.3.19c)

Hence, by taking into account the experimental errors and the uncertainty of the

PDPs values, the accuracy of stress determination in this thesis can be quantified

to 15%.

2.4 Stress characterization experimental results

The micro-Raman experiments have been performed in two different configurations.

In the first, no polarization settings for incident and scattered light have been used.
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In the second, polarization-dependent measurements have carried out to determine

quantitatively the stress tensor element.

2.4.1 Unpolarized measurements

In this experiment, only one Raman peak has been observed in each scanned area

(Fig. 2.8.b). Thus, the stress-induced splitting of phonon frequencies is within the

resolution of the experimental apparatus. For unpolarized measurement this means

that the observed frequency shift (∆ωobs) is the weighted average of the individual

peak shifts (∆ωi) with their relative intensities (Ii) [77, 79]

∆ωobs =

∑3
i=1 ∆ωiIi∑3
i=1 Ii

(2.4.1)

In the studied configuration and within the uniaxial stress approximation (see Eq.

2.3.19), ∆ωobs is linearly proportional to the effective stress experienced by the TO

phonons:

∆ωobs =
∆ω2I2 + ∆ω3I3

I2 + I3

= −Cσ′Y Y ω0 × 10−12 (2.4.2)

Hence, the uniaxial stress can be deduced from the measured ∆ωobs within an accu-

racy to some constant positive prefactor C=(5.54I2+4.42I3)/(I2+I3).

By calculating σ′Y Y with Eq. 2.4.2, the two-dimensional maps of stress distribu-

tion for different waveguide widths of the SOI0 (waveguide without stressing layer),

SOI1 (waveguide stressed by a tensile stressing SiN overlayer), SOI2 (waveguide

stressed by a compressive stressing SiN overlayer) and SOI3 (waveguide with a

stress-compensated SiN overlayer) samples have obtained.

As shown in Fig. 2.10, for the same type of samples the maps are qualitatively

similar, independently on the width of the waveguides. These results show the

repeatability of the stress variations related to the same deposition procedure of

SiN films.

Instead, analysing in details each type of sample, one can see that the reference

SOI0 waveguides (Fig. 2.10.a,b) are characterized by a small tensile-like deforma-

tion (σ′Y Y > 0), which is visibly higher in the vicinity of the interface with SiO2.
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Figure 2.10: Stress maps (Cσ′Y Y ) measured for different widths of SOI waveguides: a-b) without

SiN claddings (SOI0), c-d) with a tensile SiN stressing cladding (SOI1), e-f) with a compressive

SiN stressing cladding (SOI2), g-h) with a compensated SiN stressing cladding (SOI3) [67].

Thus, the BOX acts like a stressing layer but its effect is weaker compared to the

deformations caused by the SiN films in the other samples. Most of the stress ap-

pears on the edges of the maps, but overall the waveguide is unstrained. Hence, the

reference samples show that a residual stress exerted by the SiO2 is present and so

the BOX layer may have a relevant role in the stressing of the silicon waveguide, as

it will be show in the other samples.

The stress maps change when a stressing SiN overlayer is deposited on the sil-

icon waveguide. In the SOI1 waveguides (Fig. 2.10.c,d), a non-uniform stress

distribution is observed. It changes from being compressive (σ′Y Y < 0) near the

silicon/silicon nitride interface to being tensile (σ′Y Y > 0) near the interface sili-

con/BOX. This result reveals clearly a breaking of silicon crystal symmetry due to
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the presence of a non-zero stress-gradient in the Z′-direction. Moreover, the tensile

stress due to the Si3N4 layer is higher at the edges of the waveguide with respect to

the center. This result is in agreement with simulations and measurements reported

in literature [66,68,80] for similar structures. Note that the combined action of the

stressing overlayer and of the BOX layer causes a deep penetration of the stress in

the core of the waveguide. An effect which is observed both for the narrow as well

as for the wide waveguides.

The SOI2 samples (Fig. 2.10.e,f), prepared by PECVD method, are character-

ized by a more uniform stress distribution, mainly of tensile type. This is due to

the concurrent action of the stressing overlayer and of the BOX layer which have

both the same kind of stress. However, since the induced stress is different for the

two layer, a stress-gradient is present: the stress is visibly larger at the top than

at the bottom of the waveguide. Thus, the stress increases long the waveguide

cross-section, contrary to the case of the SOI1 samples. Note that the stress in the

central part of the waveguide is weaker for the wide waveguide than for the narrow

waveguide. In fact, the wide waveguide shows an almost unstrained central region.

The nominally stress-compensated SOI3 samples (Fig. 2.10.g,h) have a stress

distribution radically different from the unstrained SOI0 samples. SOI3 samples

show the most uniform stress distribution in the waveguide core among all studied

waveguides. Hence, the strain-gradient is smaller compared to the other two types

of samples.

Simulations of the the stress distribution in these samples carried out with a finite

element analysis (COMSOL Multiphysics) by C. Schriever of the SiLi-nanoMartin

group from Luther-Universität (Halle-Wittenberg) have shown a qualitative agree-

ment with the experimental maps.

2.4.2 Polarized measurements

Polarized micro-Raman experiments have been carried out on the wide SOI1 waveg-

uide in order to determine quantitatively the stress tensor element and, then, calcu-
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late the strain tensor elements by means of the Hooke’s law. An optical polarizer has

been added to the experimental setup selecting the same polarization for incident

and back-scattered light, i.e. e0‖es. The measurements have been performed using

light polarized parallel to the Y′-axis. According to the polarization selection rules

(see Eq. 2.3.8 and Eq. 2.3.2) only the scattering from the third phonon is observed

in this configuration, as shown in Fig. 2.11.

Figure 2.11: Selection rules for the intensity Raman peak components (Ii) versus angle (θ),

which is the angle between the polarization direction and the direction Y′=[-110]. Choosing the

direction at 0 degree as the polarization parallel to Y′=[-110], the angle dependent selection rules

are estimated by using the rotated polarization unit vectors e0‖es = e(θ). Hence, I1 = 0, I2

∝ sin2(2θ) (dashed line) and I3∝ cos4(θ) (solid line) in d2 units [67].

By using Eq. 2.3.16, the strain components ε′XX , ε′Y Y and ε′ZZ have been cal-

culated and their resulting distribution maps are shown in Fig. 2.12. The ε′XX

component is negligible in comparison to the other two strain components. This is

because only a near plane stress is investigated in the Raman measurements. Since

an uniaxial stress model is considered, the ε′Y Y component is dominant in the system

and has a distribution similar to the stress map shown in Fig. 2.10d. It is interest-

ing to note also that qualitatively ε′Y Y and ε′ZZ are characterized by complementary

variations. This is explained by the theory of elasticity according to which a mate-

rial compressed in one direction, usually tends to expand in the other perpendicular

directions and vice versa, as described in Sec. 2.1.

Interestingly, when comparing the stress maps obtained through unpolarized and
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Figure 2.12: Maps of strain tensor components, ε′XX , ε′Y Y and ε′ZZ , calculated by means of

Hooke’s law for SOI1 sample [67].

polarized Raman measurements the unknown factor C in Eq. 2.4.2 has been found

almost constant with a mean value of (4.7±1.3) Pa−1. As a result, this C factor

value can be used to estimated more quantitatively the ε′Y Y distribution also in the

case of unpolarized measurements.

2.5 Conclusions

In this chapter the mechanical stress resulting from the deposition of a thin film on a

thicker substrate has been described. The extent and the sign of the stress in the film

depend on the technique of deposition and, in particular, on process steps. Two main

stress components are present: the extrinsic component, which is mainly caused by

the thermal expansion coefficients mismatch, and the intrinsic component, which is

determined by physical and chemical changes during the deposition process. The

particular cases of silicon oxide and silicon nitride thin overlayers have been studied.
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It has been shown that silicon oxide has mainly a tensile stress when it is deposited

on silicon, while the extent and the sign of the stress inside a silicon nitride film can

be varied by using two deposition techniques (LPCVD and PECVD) and different

recipes.

Two standard stress measurement methods have been also described discussing

their advantages and limitations. The curvature method estimates the stress mag-

nitude from the curvature radius of the wafer bending caused by the relaxation

of the stress film. Instead, the X-ray diffraction method provides information on

the variation of the lattice constant in presence of strain from the X-ray diffraction

pattern.

A more detailed description of the micro-Raman spectrometry applied for stress

characterization has been presented. The micro-Raman is a non-destructive tech-

nique that allows to map with micrometer spatial resolution the distribution of the

local stress by measuring the Raman peak shift induced by the stress.

The general mathematical model that relates the Raman frequency shift with

the stress tensor elements has been explained. The particular case of a stressed

(001) silicon has been discussed showing the calculated relation between the Ra-

man frequency shift measured in backscattering from the (110) plane and the stress

component σ′Y Y of the assumed uniaxial stress model.

Finally, the distributions of mechanical stress in SiNx/SOI waveguides on the

waveguide facets for unpolarized measurements have been shown. In particular,

different deposition techniques, such as LPCVD and PECVD, have been investigated

pointing out the completely different stress variations in the waveguide that they

cause. It is worthwhile noting that a relevant role in the determination of the stress

and of its distribution is also played by the BOX which indeed affects strongly the

strain of the silicon waveguide. Hence, the combined action of the silicon nitride

overlayer and the silicon oxided buried layer strains the whole silicon core of the

waveguides.

From an application point of view, the non-uniform stress distributions corre-
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sponding to a non-uniform strain distribution, reveal the breaking of the silicon

centro-symmetry and, hence, the observation of a non-zero second order suscepti-

bility (χ(2)) may be expected.
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Chapter 3

Second harmonic generation in

strained silicon waveguides

Thanks to the ability of silicon to amplify, generate and process optical signals by

means of nonlinear optical phenomena, nonlinear silicon photonics is a promising

technology still in development. However, due to its centrosymmetry, silicon lacks

second order nonlinearity, which is an essential component of nonlinear optics. Pre-

vious studies have shown how, by making use of a mechanical deformation, this

nonlinearity could be enhanced at the silicon surface or in the bulk of silicon waveg-

uides, where the linear electro-optics effect has been demonstrated [42,43].

In this chapter the experimental results of all optical experiments carried out

in strained silicon waveguides, where the strain-induced χ(2) has been reflected in

pump light spectral conversion by means of a Second Harmonic Generation (SHG)

process, are presented.

Before discussing the experimental results, the first two sections briefly introduce

the basic concepts of nonlinear optics and the generation of a second harmonic (SH)

signal, where the problem of the material dispersion, that limits the efficiency of

the phenomenon, and the relative common solutions are discussed. Subsequently,

a brief overview of the SHG process in silicon is given, describing in particular the

enhancement of the SH signal by means of mechanical stress. Finally, the details of
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the set-ups and the experimental results are presented and discussed.

3.1 Introduction to nonlinear optics

As definition, nonlinear optics is the study of phenomena that occur as a consequence

of the modification of the optical properties of a material system by the presence of

the light [81]. Therefore, the nature of the modified optical properties of the medium

is strongly determined by the characteristics of the interacting light and the specific

material that constitutes the medium.

The general theory describing the interaction of the light with the matter is based

on the wave equation for the propagation of the light through a nonlinear optical

medium derived by the Maxwell equations. Assuming a nonmagnetic, electrically

neutral (no free charge, ρ̃ = 0) and nonconducting (no free current, J̃ = 0) medium,

the optical wave equation assumes the general form [81]

∇×∇× Ẽ +
1

c2

∂2Ẽ

∂t2
= − 1

ε0c2

∂2P̃

∂t2
(3.1.1)

where c is the speed of light in vacuum, ε0 is the permittivity of free space and P̃

is the polarization vector that is induced inside the medium by the presence of the

electric field Ẽ1 of the propagating light.

Thanks to the curl property for which ∇ × ∇× = ∇(∇·) − ∇2, the form of

Eq. 3.1.1 can be simplified. In fact, although in nonlinear optics the term ∇ · Ẽ

does not vanish because of the general relation between the vector D̃ and Ẽ (D̃

= ε0Ẽ + P̃), if the amplitude of the electric field is slowly varying compared to

the rapidly oscillating part of the wave, the first term on the left-side of Eq. 3.1.1

can be considered negligible. Under such assumption, the wave equation takes the

simplified form

∇2Ẽ− 1

c2

∂2Ẽ

∂t2
=

1

ε0c2

∂2P̃

∂t2
(3.1.2)

1The tilde (∼) denotes a quantity that varies rapidly in time.
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Figure 3.1: Medium linear optical response: a) dipole displacement as a function of the electric

field strength; b) due to the linear response the dipole emits a radiation with the same frequency

of the incident light, when the propagation is within the medium transparency range (hν < ∆E,

where ∆E is the energy that must have a photon to be absorbed by the medium). Adapted

from [82].

In linear optics regime, i.e. when the light intensity is small, the induced dipole

moment per unit volume P̃ in the right-side of Eq. 3.1.2 is linearly dependent on

the local value of the electric field strength as

P̃ = P̃1 = ε0χ
(1)Ẽ (3.1.3)

where χ(1) is the tensor of rank two describing the linear part of the susceptibility

of the medium. The effects of this polarization are included through the refractive

index and the attenuation coefficient.

Within this regime, the atoms of the medium respond to the applied electric field

creating an oscillating dipole moment, whose displacement is linearly dependent on

the strength of the electric field (Fig. 3.1.a). As a result, the dipoles emit a radiation

with the same frequency of the interacting light (Fig 3.1.b).

Contrarily, when the electric field has intensity sufficiently high, the medium

polarization P̃ possesses an additional component that nonlinearly depends on the

strength of the electric field (P̃NL). Therefore, P̃ can be written as

P̃ = P̃1 + P̃NL (3.1.4)

In presence of this component, the wave equation for an isotropic dispersionless
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material assumes the form [81]

−∇2Ẽ +
ε(1)

c2

∂2Ẽ

∂t2
= − 1

ε0c2

∂2P̃NL

∂t2
(3.1.5)

where ε(1) is the relative permittivity of the medium and P̃NL can be expanded in

power series of the electric field as

P̃NL = ε0(χ(2)ẼẼ + χ(3)ẼẼẼ + ...) (3.1.6)

where χ(2) is the second order of the nonlinear susceptibility, that is a tensor of rank

three, and χ(3) is a tensor of fourth-rank related to the third order of the nonlinear

susceptibility.

In this regime, the inhomogeneous term ∂2P̃NL/∂t
2 of Eq. 3.1.5 can be inter-

preted as a radiation source term. In fact, it establishes that the charges of the

material suffer an acceleration by the electric field, therefore, according to the Lar-

mor’s theorem, they represent a source of new electromagnetic radiations. In terms

of dipole emission, the displacement is no longer linear, so that a dipole irradiation

occurs not only at the frequency of the input light, but also at higher and lower

frequencies (Fig. 3.2). This implies that in presence of a nonlinear response of the

material the propagation of an intense light induces the generation of new spectral

components.

Figure 3.2: The nonlinear optical response of the medium determines the dipole emission of

additional radiations with frequencies different from incident light [82].
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It is worth noting that in the case of nonlinear regime the dipole displacement

is imposed by the specific crystallographic orientation of material. Therefore, the

nature of nonlinear optical phenomena occurring in the medium are determined by

its structural properties.

The nonlinear media can be distinguished into two main categories, the cen-

trosymmetric and the non-centrosymmetric materials, on the basis whether or not

the material possesses a center of inversion symmetry.

A simple model that allows to explain the differences in the behavior of these

two categories is the Lorentz model of the atom. Treating the atoms as harmonic

oscillators, this model is generally able to describe the linear optical properties of a

non-metallic material. However, by introducing nonlinearities in the restoring forced

exerted on the electron, it can be extended for describing also the nonlinear optical

properties.

Hence, in a non-centrosymmetric medium the electronic restoring force can be

given in scalar approximation as [81]

F̃res = −mω2
0x̃−max̃2 (3.1.7)

where a is the parameter that quantifies the strength of the nonlinearity in the elec-

tron displacement x̃. Then, the corresponding potential energy function is described

by [81]

U(x̃) =
1

2
mω0x̃

2 +
1

3
max̃3 (3.1.8)

As a result, the actual potential energy function deviates from a perfect parabola

(Fig. 3.3.a) and contains even and odd powers of x̃. Hence, this potential is such

that U(x̃) 6= U(-x̃).

Instead, in case of centrosymmetric media, the restoring force has the form [81]

F̃res = −mω2
0x̃+mbx̃3 (3.1.9)

where b is the parameter that quantifies the strength of the nonlinearity. The
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Figure 3.3: Potential energy function for a) a non-centrosymmetric and b) a centrosymmetric

material [81].

potential energy function related to this restoring force is then [81]

U(x̃) =
1

2
mω0x̃

2 − 1

4
mbx̃4 (3.1.10)

In this case, the potential energy function is maintained parabolic (Fig. 3.3.b), so

that it is symmetric under spatial inversion x̃→ -x̃: U(x̃) = U(-x̃), because -mbx̃4/4

represents the lowest-order correction term to the parabolic potential.

Based on these considerations, in electric-dipole approximation a non-centrosym-

metric material can support both even and odd orders of nonlinear phenomena,

whereas the lowest order of nonlinearity possible in a centrosymmetric medium is

related to the third order of the nonlinear susceptibility. In fact, if the second order

nonlinear polarization in scalar approximation is considered

P̃2(t) = ε0χ
(2)Ẽ2(t) (3.1.11)

and if the sign of the electric field is changed, due to the inversion symmetry of the

medium, the sign of the polarization also changes:

−P̃2(t) = ε0χ
(2)[−Ẽ(t)]2 (3.1.12)

that can be rewritten as

−P̃2(t) = ε0χ
(2)Ẽ2(t) (3.1.13)
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Therefore, if Eq. 3.1.11 and Eq. 3.1.13 are compared, the two polarizations should

be equal, thus P̃2(t) must be equal to zero. The only possibility to have such

condition is when the second order of the nonlinear susceptibility χ(2) vanishes [81].

3.1.1 Properties of the nonlinear susceptibility

Due to the tensorial nature, the nonlinear susceptibility possesses formal symmetry

properties, whereas its non-zero elements are determined by the symmetry properties

of the medium.

In a dispersive material the electric field and the nonlinear polarization must be

represented as the sum of the various spectral components as

Ẽ(r, t) =
∑
n

Ẽn(r, t) =
∑

n

En(r)e−iωnt + c.c. (3.1.14)

P̃NL(r, t) =
∑
n

P̃NL
n (r, t) =

∑
n

PNL
n (r)e−iωnt + c.c. (3.1.15)

in this way, the second order nonlinear polarization can be written in tensorial form

as [81]

Pi(ωn + ωm) = ε0

∑
jk

∑
(nm)

χ
(2)
ijk(ωn + ωm, ωn, ωm)Ej(ωn)Ek(ωm) (3.1.16)

where i, j, k are the Cartesian coordinates components of the fields and (n,m) denotes

the summation over n and m for a fixed sum ωn + ωm.

Reality of the field

Since both the nonlinear polarization and the electric field are purely real quantity,

the second order nonlinear susceptibility has the property that [81]

χ
(2)
ijk(−ωn − ωm,−ωn,−ωm) = χ

(2)
ijk(ωn + ωm, ωn, ωm)∗ (3.1.17)

Intrinsic permutation symmetry

Since the indices j, k, m and n are arbitrary, they can be interchanged, so that [81]

χ
(2)
ijk(ωn + ωm, ωn, ωm) = χ

(2)
ikj(ωn + ωm, ωm, ωn) (3.1.18)
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Full permutation symmetry

If the Cartesian indices are simultaneously interchanged, all the frequency arguments

can be freely interchanged [81]

χ
(2)
ijk(ω3 = ω1 + ω2) = χ

(2)
jki(−ω1 = ω2 − ω3) (3.1.19)

= χ
(2)
kij(ω2 = ω3 − ω1) (3.1.20)

= χ
(2)
jki(ω1 = −ω2 + ω3) (3.1.21)

Kleinman’s symmetry

If the applied fields have frequencies much smaller than the resonance frequency ω0,

the χ(2) can be assumed frequency independent, therefore the Cartesian indices can

be permuted without the interchange of the frequencies. This property is valid only

in case of a dispersiveless medium [81]

χ
(2)
ijk(ω3 = ω1 + ω2) = χ

(2)
jki(ω3 = ω1 + ω2) = χ

(2)
kij(ω3 = ω1 + ω2) (3.1.22)

= χ
(2)
ikj(ω3 = ω1 + ω2) = χ

(2)
jik(ω3 = ω1 + ω2) (3.1.23)

= χ
(2)
kji(ω3 = ω1 + ω2) (3.1.24)

Contracted notation

When the Kleinman’s symmetry is valid, the second order susceptibility is generally

substituted by a tensor dijk, called nonlinear coefficient, through the relation

dijk =
1

2
χijk (3.1.25)

where the factor 1/2 has historical origins [81]. In this way, the second order non-

linear polarization becomes

Pi(ωn + ωm) = ε0

∑
jk

∑
(nm)

2dijkEj(ωn)Ek(ωm) (3.1.26)

Assuming the tensor dijk symmetric with respect the indices j, k, a contracted

matrix notation dil can be also introduced:
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jk: 11 22 33 23,32 31,13 12,21

l: 1 2 3 4 5 6

Generally, for simplicity, the nonlinear coefficient is contracted from a tensor to

a scalar quantity deff as follows [83]

deff = ê3 · d : ê1ê∗2 (3.1.27)

where êh with h = 1, 2, 3 are the unit vectors of the polarizations of the involved

waves. Due to the permutation symmetry described before, this parameter quantifies

the strength of any particular nonlinear interaction, that is thus determined by the

polarizations of interacting waves and the geometry of the nonlinear medium.

3.2 Introduction to second harmonic generation

One of the possible nonlinear phenomena that occur inside a nonlinear non-centrosymmetric

medium interacting with an intense travelling light is the second harmonic genera-

tion (SHG).

Figure 3.4: Second Harmonic Generation: a) geometry of the process; b) energy-level diagram

describing the process. Two photons at frequency ω are annihilated by way of a virtual energy

level (dash line) to create a single photon at frequency 2ω.

This process can be defined as the generation of a new spectral component with

the half of the input optical wavelength (or with twice the input optical frequency)
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(Fig. 3.4.a). Or else, with the quantum mechanical description, two photons of the

input wave with frequency ω are destroyed and a new photon with frequency equal

to 2ω is simultaneously created (Fig 3.4.b).

Let us consider a nonlinear material with propagation direction along the z-

direction. The total electric field present inside the medium is

Ẽ(z, t) = Ẽω(z, t) + Ẽ2ω(z, t) (3.2.1)

where each component is expressed in term of complex amplitude Ei(z) with slowly

varying amplitude Ai(z) with i = ω, 2ω:

Ẽi(z, t) = Ei(z)e−iωit + c.c. = Ai(z)ei(kiz−ωit) + c.c. (3.2.2)

where ki is the propagation constant of the traveling wave relative to the medium

with refractive index ni at frequency ωi.

Therefore, the nonlinear polarization is composed by two components

P̃NL(z, t) = P̃ω(z, t) + P̃2ω(z, t) (3.2.3)

where each component can be written as P̃i(z, t) = Pi(z)e−iωit+ c.c., with i = ω, 2ω.

Assuming a disperiveless medium, so that the Kleinman’s symmetry is valid, and

fixing the geometry of the process, i.e. the waves polarizations and the propagation

direction, the nonlinear polarization amplitude Pi(z) can be written in term of the

effective nonlinear coefficient deff as follows [81]

Pω(z) = 4ε0deffA2ωA
∗
ωe

i(k2ω−kω)z (3.2.4)

P2ω(z) = 2ε0deffA
2
2ωe

2ikωz (3.2.5)

As can be seen in Eq. 3.2.4, the amplitude of nonlinear polarization Pω(z)

depends on the slowly varying amplitude A2ω of the SHG wave. This coupling

between the fundamental and generated wave causes a variation of their amplitude

as they propagate into the medium. The equations describing this effect is derived by

substituting each competent Ẽi(z,t) and P̃i(z,t) into the respective inhomogeneous
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wave equations (Eq. 3.1.5). The obtained equation are called coupled amplitude

equations and have the form [81]

dAω
dz

=
2iω2deff

kωc2
A2ωA

∗
ωe
−i∆kz (3.2.6)

dA2ω

dz
=

4iω2deff

k2ωc2
A2
ωe

i∆kz (3.2.7)

where ∆k = 2kω - k2ω is the parameter that quantifies the wavevector mismatch.

In fact, because of the material dispersion, the wavevectors of the fundamental

and SHG signal are different, so that the two waves travel into the medium with

different speeds. From the microscopic point of view, this means that each atomic

dipole does not oscillate in phase with the others, therefore the irradiated wave

does not add constructively to the waves emitted by the other dipoles. On other

words, during the propagation, the fundamental and the SHG fields periodically

interchange energy, as they periodically go out of phase. In case of correct phase

relation, energy is extracted from the fundamental wave and transferred to the

generated SHG wave. As the waves propagates, the dispersion destroys the phase

relation. Consequently, the energy transfer becomes less efficient, until the phase is

shifted by π and the energy extraction changes direction, i.e. it flows from the SHG

signal to the fundamental (Fig. 3.5.a). As a result, the intensity of the SHG signal

does not rise while propagating through the nonlinear material, but periodically

oscillates (Fig. 3.5.b).

The distance over which the SHG intensity reaches the maximum and the phase

shift is equal to π is called coherence length (lc) [81]

lc =
π

∆k
(3.2.8)

In condition of undepleted fundamental wave (i.e. its power remains approxi-

matively constant) and generic phase mismatch ∆k, the conversion efficiency of the

process can be determined by computing the optical power of the two waves:

Pi =

∫
IidS (3.2.9)
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Figure 3.5: Second Harmonic Generation in unphase-matched conditions: a) as the two wave

propagate along the medium, they exchange energy. The direction of the transfer periodically

oscillates according to the phase relation established by the medium dispersion. Adapted from [81];

b) the SHG intensity oscillates between a minimum when z = 2nlc and a maximum when z =

(2n+1)lc, where n is an integer number and lc is the coherence length [82].

where Ii with i = ω, 2ω is the intensity of each interacting wave obtained by solving

Eq. 3.2.6 and S is the area of the beam.

Hence, the conversion efficiency is given by [83]

η =
P2ω

Pω
=

8π2 d2
eff L

2 Pω
ε0 n2

ω n2ω c λ2
ω S

sin2(∆kL
2

)

(∆kL
2

)2
= η0 sinc2(

∆kL

2
) (3.2.10)

where nω and n2ω are the refractive indices of the fundamental and SHG waves,

respectively, λω is the fundamental wavelength and L is the length of the medium.

Because of the presence of the term sinc2(∆kL/2), the conversion efficiency re-

sults strongly dependent on the wavevector mismatch ∆k of the interacting waves.

In fact, as illustrated in Fig. 3.6.a, the squared-sinc function is characterized by a

main maximum at ∆kL/2 = 0 and other maxima for ∆kL/2 6= 0, that are much

lower intense. This implies that for ∆k 6= 0 the conversion efficiency of the pro-

cess is drastically reduced from its maximum value η0 (Fig. 3.6.b). The range of

∆kL/2 values, where the squared-sinc function is reduced to 0.5, is identified as the

phase matching bandwidth, i.e. the range of values of wavevector mismatch such

that ∆kBW = 2.784/L [83].

Based on these consideration, an efficient interaction between the fundamental

and the generated signal can be achieved only if the phase mismatch is controlled and

compensated. Nowadays, there are many techniques that allow to achieve the phase
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Figure 3.6: Second Harmonic Generation in unphase-matched conditions: a) plot of the sinc2

function; b) normalized conversion efficiency as a function of the position z/L inside the medium

for ∆kL = 0, 3 , 5, 10.

matching condition depending on the characteristic of the used nonlinear medium.

The most common technique makes use of the birefringence property that many

crystals exhibit. In a birefringent material, the refractive index depends on the

direction of the polarization and propagation of the interacting light. Thus, waves

with different polarization states travel in the medium at different speeds.

In a crystal, the refractive index is related to the symmetric tensor that describes

the linear dielectric constant. By choosing a proper orthogonal coordinates system,

the dielectric tensor can be diagonalized (εij = εiiδij), so that its diagonal elements

define the principal dielectric constants and the axes of the coordinates system the

principal axes of the medium [83]. Similarly, the principal refractive indices are

obtained through the principal dielectric constants (εij).

The anisotropic media are generally classified on the base of their principal re-

fractive indices. A crystal is defined biaxial when nXX 6= nY Y 6= nZZ or uniaxial

when nXX = nY Y 6= nZZ , which means that the medium possesses two or only one

axis of symmetry, respectively.

Generally, the refractive indices of an uniaxial crystal are distinguished in ordi-
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nary index (no = nXX = nY Y ) and in extraordinary index (ne = nZZ). Therefore,

its birefringence is defined as the difference between the extraordinary and ordinary

refractive index: ∆n = ne - no. When ∆n > 0 the crystal is denoted as positive or

negative when ∆n < 0.

The most common technique to balance the phase mismatch by exploiting the

birefringence is the angle tuning. This method is based on the fact that the amount

of birefringence depends on the angle of the light propagation into the medium.

Therefore, the angular orientation of the crystal is carefully adjusted with respect

to the propagation direction of the incident radiation to achieve the proper bire-

fringence. For the SHG process the momentum conservation (∆k = 0) reduces to a

condition imposed to the refractive indices of the fundamental and the SHG signals

n2ω = nω (3.2.11)

Based on the choice of the polarization of the fundamental wave, the condition ex-

pressed in Eq. 3.2.11 can be satisfied by using two different types of phase matching:

� type I phase matching: the polarization of the fundamental wave forms an

angle θ with the symmetry axis [85]

ne(θ, ω) = no(2ω) (3.2.12)

where [81]
1

n2
e(θ)

=
sin2(θ)

n̄2
e

+
cos2(θ)

n2
o

(3.2.13)

with n̄e is the principal value fo the extraordianry index.

� type II phase matching: the fundamental wave includes an ordinary and an

extraordinary waves [85]

1

2
[ne(θ, ω) + no(ω)] = no(2ω) (3.2.14)

However, this phase matching technique is ineffective in case of cubic crystal,

because they lack the birefringence property due to their optical isotropy.
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Figure 3.7: Intensity of Second Harmonic signal in condition of perfect phase matching (curve

A), QPM (curve B) and unphase matching (curve C). Ps is the nonlinear polarization that is

spontaneously created during the process [84].

An alternative method is the quasi phase matching (QPM) that involves a pe-

riodic modification of the property of the nonlinear medium. The modulation is

fabricated such that it gives rise to a spatial variation of the nonlinear susceptibility

every coherent length, i.e. at the beginning of the energy reflow from the SHG signal

towards the fundamental light.

The requirement of momentum conservation (∆k = 0) is then satisfied with less

restrictive condition. If the spatial modulation of the nonlinear property has a period

Λ, this grating possesses a wavevector ∆kG = 2π/Λ with Λ = 2lc that participates

in the momentum balance

∆k −∆kG = 2kω − k2ω −
2π

Λ
= 0 (3.2.15)

As a result, the SHG intensity monotonically grows as the signal propagates into

the medium (curve B of Fig. 3.7).

An effective poled structure is the one that causes a reversion of the sign of the

second order of the nonlinear susceptibility every coherence length (χ(2) → -χ(2)).

In ferroelectric materials (the most common are the lithium niobate (LiNbO3) and

the lithium tantalate (LiTaO3)), for example, this kind of QPM is achieved by

means of the electric-field poling method. In this method a static electric field

is applied to metallic electrodes that are deposited on the surface of the material
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with a periodic pattern [84]. Furthermore, since the QPM does not require the

birefringence property, it can be applied even to isotropic materials. In case of

semiconductors with a weak or null birefringence, such as gallium arsenide (GaAs),

the dispersion compensation can be obtained by means of a periodical structure

fabricated by growing the crystal with different crystallographic orientations [84].

3.3 Second harmonic generation from silicon sur-

face

Due to its cubic crystalline structure, silicon belongs to the category of the cen-

trosymmetric materials. Hence, in bulk silicon the second order dipole response

(χ(2)) is zero and the second order nonlinear phenomena can arise only through

higher order nonlinearities, like bulk electric-quadrupole or magnetic-dipole. How-

ever, the appearance of a SHG signal measured in reflection from the silicon surface

indicates the presence of a violation of its symmetry [87–92]. In silicon, and more

in general in every centrosymmetric crystal, the lattice symmetry is broken by the

presence of the free surface, like the external surface at which the crystal termi-

nates, or by the interface with another material, because it represents a crystal

discontinuity [93,94].

When the silicon is bonded to another material and an intense light is incident on

the structure, a SHG signal is generated from a very thin layer (few tenth nanometers

[94]) at the interface region (Fig. 3.8). In this process the induced surface nonlinear

polarization is determined by two main sources

P s
NL = P s

NL(Ps, Pb)

the surface dipolar polarization (Ps) induced in the interfacial layer and the uniform

bulk nonlinear polarization Pb, that is the result of the superposition of the effects

of a stack of thin slabs with nonlinear polarization similar to Ps [92].
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Figure 3.8: Geometry of SHG in reflection from the interface between silicon and a generic

medium 1. ~k1 is the wavevector of the incident light, ~ks is the SH wavevector, d is the thickness of

the interfacial layer. Ps and Pb are the surface dipolar polarization and the uniform bulk nonlinear

polarization, respectively. The z-direction is parallel to surface normal and is positive in silicon.

Adapted from [92].

An explicit form for Ps
NL is in cgs units [92]

P s
NL(2ω, z) = Pd(2ω, z) +∇ ·Q(2ω, z) (3.3.1)

where z is the normal direction to the surface, ω is the frequency of the incident light,

Pd is the electric-dipole polarization and Q is the electric-quadrupole polarization.

Expanding these two polarizations in series of the electric field and its derivative,

they become [92]

Pd(2ω, z) = χds(2ω, z = 0) : E(ω, z = 0)E(ω, z = 0)δ(z) (3.3.2)

+ χqd(2ω, z) : E(ω, z)∇E(ω, z)

+ χdd(2ω, z) : E(ω, z)E(ω, z)

Q(2ω, z) = χqq(2ω, z) : E(ω, z)E(ω, z) (3.3.3)

The first term on the right side of Eq. 3.3.2 that depends on χds(2ω, z = 0) counts

the contribution of the surface dipolar effect that arises from the lack of the inversion

symmetry at the interface, which is treated in the limit of vanishing thickness (d
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→ 0). The other two terms are instead bulk contributions (χqd, χ
d
d). Due to the

adhesion of materials with different refractive indices, a discontinuity in the normal

components of the electric field occurs at the interface. As a result, the non local

electric quadrupole related to the gradient of the electric field plays an active role

in the surface nonlinearity and acts as an effective dipole source χqd [93]. This term

can be varied by controlling the electric field gradient, i.e. it is reduced (enhanced)

when the difference between the refractive indices of the two materials becomes

smaller (higher). The second bulk contribution, instead, has been introduced on the

fact that, although silicon has an inversion symmetry, in presence of inhomogeneous

strain the bulk dipole nonlinearity (χdd) can be enhanced and varied. This effect

will be discussed soon. The last term in Eq. 3.3.1 arises from the discontinuity

that occurs at the interface also in the tensor components of the bulk quadrupolar

susceptibility (χqq). Therefore, this term is governed by the gradient of χqq and it

represents a bulk contribution. In fact, when integrated across the interface, it yields

the difference of bulk susceptibilities of the two materials [93]. However, since the

several contributions can not be experimentally separated, the surface second order

nonlinearity is commonly described by an effective nonlinear surface tensor χ(2) =

χ
(2)
s,eff(2ω).

Thanks to the fact that the form of the χ
(2)
s,eff tensor and the values of its com-

ponents reflect the surface symmetry and are strongly dependent on the materials

defining the interface, the generated SHG is used as a surface-specific probing signal

in nonlinear surface spectroscopy [90,95–97].

For example, as happens in the other centrosymmetric materials, the intensity

and the angular distribution of surface SHG is critically sensitive on chemical mod-

ifications occurring at the surface when the dangling-bond states are eliminated or

strongly altered by chemical reactions [90,98–101]. For example, in oxidized surface

the formation of Si-O bonds increases the SHG responce because of the effect of the

chemical polarization induced by the polarity of the formed bonds.

Furthermore, the second order nonlinearity of the silicon surface has been found
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to be greatly enhanced also in presence of inhomogeneous mechanical deformations

[87–89,91,92,102]. The microscopic origin of this contribution can be associated to

the distortion of the Si-Si bond length and angle [92,103]. Currently, two theoretical

models having a similar approach exists to describe the relation between the strain

and the second order susceptibility at the microscopic scale [87, 92]. These models

are based on the bond activity model, where the nonlinear response of a unit cell is

decomposed in the geometrical superposition of the contributions of each bond [92].

The bonds are assumed to be created through the sp3 hybridization of the orbitals of

the central atom with its neighbors. Therefore, only a Coulomb interaction between

nearest neighbors is considered, ignoring the long-range nature of Coulomb force [87].

With this model Govorkov et al. have estimated the contribution of strain-induced

χ(2) to the total surface second order nonlinearity by comparing the intensity of the

strain-induced SHG to that of the bulk-quadrupole contribution [87]. The model

assumed a rapid decrease of the strain in the bulk with a decay length δ of about a

thin film thickness [91]

σ = σ0e
−z/δ (3.3.4)

where σ0 is the stress value at the surface and z is the distance from the surface along

the normal direction. As a result, they have found that in case of small variations of

the strain in the depth of the substrate the ratio between the two intensity is small,

indicating an only weak contribution of χ(2). Contrarily, in presence of highly inho-

mogeneous deformation, the χ(2) contribution is enhanced causing a strong growth

of the measured SHG intensity and the introduction of anisotropy in the rotational

dependence of the of the SHG intensity with respect to unstrained silicon (Fig. 3.9).

The enhancement ratio has been found to be related to the strength of the

stress in all the investigated samples. In case of silicon (111) strained by means of

ion implantation (B+, P+ and As+), increasing the dopant concentration (which is

linearly proportional to the strain), the SHG intensity has accordingly grown arriving

to a maximum enhancement of about 2.5 orders of magnitude for As+ implantation

with a dose D = 1.8×1016 cm−2 [87]. Furthermore, for silicon (111) strained by
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Figure 3.9: Rotational dependence of the SH intensity for a silicon (111) with 50 nm-thick SiO2

layer that applies a strain of 0.007. The lower curve shows the rotational dependence of the SH

intensity for a silicon (111) covered by native oxide [91].

a deposition of a SiO2 layer and for silicon (001) deformed by a SixNiy layer, the

SHG intensity rise has been estimated by a factor 20 and 200, respectively. In this

case the applied stress has been 1 GPa and 1.5 GPa for SiO2- and SixNiy-covered

samples, respectively [87]. In addition, a quadratic dependence of the SHG intensity

on the applied strain has been found for silicon stripes under external cylindrical

strain [88]. In fact, with the sp3 orbital model the stress-induced χ(2) is predicted

proportional to the stress (strain) gradient

χ(2) ∝ 5 · σ ∼ σ0

δ
(3.3.5)

and thus ISHG ∝ |χ(2)|2 ∝ |σ0|2. Recently the linear relationship of Eq. 3.3.5 has

been experimentally verified by measuring the SH signal reflected from a silicon

(111) surface stressed by a SiO2 layer grown by a thermal process [89].

The values reported for the stress-induced second order nonlinear susceptibility

are orders of magnitude larger compared to the bulk quadrupole contribution (∼

5×10−14 esu [87]). In fact, the χ(2) has been estimated ranging between ∼ 6×10−10

esu (equivalent to ∼ 0.2 pm/V) for a strain of about 6×10−4 [88] to about ∼ 2×10−8

esu (equivalent to ∼ 8 pm/V) for a strain of about 1×10−2 [87].
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3.4 Second harmonic generation in strained sili-

con waveguides: experimental results

The non-uniform stress distributions, that have been measured in the cross-section of

the strained silicon waveguides, have revealed a significant modification of the silicon

crystalline structure and thus the breaking of the centro-symmetry. As already

described in Section 3.3, an inhomogeneous strain is able to induce a bulk dipole

second order nonlinear susceptibility, as clearly measured through SHG experiment

in reflection from a strained silicon surface. Hence, the penetration of the strain in

the core of the waveguides suggests the possibility to have a non-zero dipole second

order susceptibility deep in the silicon waveguide. To investigate the second order

susceptibility of the strained silicon waveguides, SHG experiments in transmission

have been carried out. The measurements have been accomplished in two different

experiments. The first experiment aimed to study the presence of the χ(2), whereas

the second one to further examine the observed second order nonlinearity. In this

section the experimental results of both experiments are presented and discussed.

3.4.1 Experimental set-ups

The two SHG experiments have been carried out by using two distinct set-ups. The

first set-up is characterized by a ns pump laser and an InGaAs photomultiplier

interfaced to a photon-counting multichannel scaler, whereas the second one by a

fs pump laser and a Fourier Transform IR spectrometer. In this subsection the two

set-ups are described in detail.

A. Fundamental signal at ns regime

The SHG experiments at ns regime have been carried out by using the experimental

set-up illustrated in Fig. 3.10.

The laser source is an Optical Parametric Oscillator (OPO, Newport Spectra-
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Figure 3.10: Description of the experimental set-up with the laser source at ns regime.

Physics MOPO-PO 710) pumped at 355 nm by a Nd:yttrium aluminium garnet

laser. The OPO emits 4 ns-long pulses and operates at 10 Hz repetition rate. The

spectral emission covers the visible window (“Signal” emission from 410 to 690 nm)

and the infrared (“Idler” emission from 735 to 2400 nm).

The TE radiation has been injected into the waveguide by making use of a gold-

coated 74× reflective objectives (Davin Optronics, model 5007-000) and collected

with a long-working distance objective coupled to an IR camera (IR VIDICON

camera, C2741-03) to visualize the guided optical mode.

The signal transmitted by the waveguide has been analysed by a fibre-coupled

monochromator equipped with a liquid-nitrogen-cooled InGaAs photomultiplier (Hama-

matsu) interfaced to a photon-counting multichannel scaler (model SR430 from

Stanford Research Systems) triggered by the pump laser pulses. The InGaAs pho-

tomultiplier is sensitive in the 800 - 1.700 nm range.

B. Fundamental signal at fs regime

The SHG experiments at fs regime have been carried out by using the experimental

set-up illustrated in Fig. 3.11.

The laser source is a .100 fs laser, which is made up by a travelling-wave optical

parametric amplifier (TOPAS-C from Light Conversion) pumped by a regenerative

amplifier (Newport Spectra-Physics SPITFIRE) operating in pulsed mode with 35

fs-long pulses at 1 kHz repetition rate.

The source has a two beams emission between 1100-1600 nm (“Signal” spectral
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Figure 3.11: Description of the experimental set-up with the laser source at fs regime.

emission, TM polarized) and 1600-2400 nm (“Idler” spectral emission, TE polar-

ized) and its total output average power is approximately divided in 2/3 carried by

“Signal” beam and 1/3 by “Idler” beam. Despite the simultaneous emission of two

beams, a one pump beam experiment can be carried out thanks to proper selectors,

that limit the OPA output to a single beam.

The coupling of the input beam and the collection of the output beam into and

from the waveguide have been obtained by means of two gold-coated 74× reflective

objectives (Davin Optronics, model 5007-000). These objectives have been chosen

because they offer high magnification, longer working distance and higher damage

threshold compared to the standard refractive objectives. Moreover, the design

of their Schwarzschild-type optical system ensures the correction of the primary

aberrations, which is a fundamental requirement when signals in a very different

spectral region are involved in the experiments (more details about these objectives

are given in Appendix C.2). Before starting each experiment, the two objectives

have been aligned with respect the input entrance of the detection system, so that

their transversal position has been maintained unaltered.

The waveguide alignment has been realized by vertically and horizontally moving

the sample holder relative to the two objectives and longitudinally translating the

input and the output objectives in order to find their focus points. The coupling of

the fundamental beam has been controlled on line by an IR camera (IR VIDICON
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camera, C2741-03), which has allowed to visualize the optical guided mode.

An optical system has been used to match the F/# of the collection objective

with the F/# of the parabolic mirror at the entrance of the detector. This element

is marked as F/# matcher in Fig. 3.11.

The waveguide transmission spectrum has been analyzed by a Fourier Transform

Infrared (FTIR) spectrometer (model Vertex70v, Bruker), which is equipped with a

77-K-cooled InSb detector interfaced to a lock-in amplifier (LIA, Stanford Research

System, SR830) in order to improve the signal/noise. The InSb detector has a wide

detection spectral region, that ranges between 1000 nm to 5000 nm.

3.4.2 Second harmonic generation results: first experiment

The first SHG experiment has been performed by using the samples described in

Section 1.1 (whose stress characterization results have been discussed in Chapter

2) and both experimental set-ups illustrated in Subsection 3.4.1.A and 3.4.1.B. In

particular, the first set-up (Subsection 3.4.1.A) has been used for the experiments

involving the 1 cm-long waveguides and the second one (Subsection 3.4.1.B) with

the 2 mm-long waveguides. In both cases the input fundamental beam has been TE-

polarized and no polarization control on the transmitted signals has been applied.

Despite the standard procedure in reflection to detect the SH signal generated

in a thin layer of the surface of a silicon wafer, this experiment has been carried

out by acquiring the transmission spectrum of the waveguide. In case of a non-zero

bulk dipole second order susceptibility, a SH signal is expected to be generated and

transmitted inside the waveguide.

Fig. 3.12.a shows typical transmission spectra acquired from the SOI1 (sample

covered by a tensile stressing overlayer) 2 mm-long and 10.7 µm-wide waveguide in

fs-pulses regime. In addition to the residual spectrum of the fundamental signal,

that is centred at about 2.100 nm, a clear peak appears at short wavelengths, i.e.

at 1.050 nm, the half the fundamental wavelength, as expected for a SH signal.

By varying the fundamental signal, the generated peak linearly shifts according to
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the theoretical relationship over 300 nm range of variation of the fundamental peak

(Fig3.12.b). It is worth noting that the wavelength dependence excludes the possi-

bility to have recorded a luminescent signal after the absorption of the fundamental

wave and thus demonstrates the origin of this peak as a SHG process.

Figure 3.12: SHG measurements: a) SOI1 (sample covered by a tensile stressing overlayer) 10.4

µm-wide waveguide transmission spectra with a fs pump and peak power of 3 kW. The spectra

have been corrected by the spectral response function of the detection system (Section B.2); b)

Second-harmonic peak tunability curve with fs-pumping peak power 2 kW on SOI1 10.7µm-wide

waveguide. The data are measured values and the line shows the expected relationship between

λ2ω and λω [103].

In case of fs regime, due to the sensitivity of the detection system only to the

average power of the signals and the weakness of the SH signal, that does not allow

to measure the temporal duration with an autocorrelator, the conversion efficiency of

the process might be estimated only with the assumption of the temporal duration

of the SH peak. Simulations of the group delay suggest that SH peak might be

generated on the ps regime and from the analysis of the SH spectral bandwidth the

SH signal results ∼ 3 times narrower than the fundamental one, indicating a longer

temporal duration. Nevertheless, the computation is drastically dependent on the

value assumed for the SH temporal duration. For example, by converting the SH

intensity from a.u. to average power Watts, the calculated peak power varies by one
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order of magnitude in the range of temporal width between 1 ps and 10 ps. Hence,

because of this relevant uncertainty, values of the conversion efficiency in fs-pump

regime will not be reported.

Contrarily, thanks to the InGaAs photomultiplier interfaced to a photon-counting

multichannel scaler used as a detector in combination with the ns pump laser, the SH

peak power generated in the 1 cm-long waveguides has been directly measured [45].

Table. 3.1 reports the conversion efficiency (η) estimated for the ∼ 2 µm- and the

∼ 10 µm-wide waveguides of the various samples. The values have been computed

as the ratio between the SH peak power over the fundamental peak power coupled

into the waveguide, estimated on the basis of the measured coupling losses. The

fundamental coupled peak power has been quantified as high as (0.7 ± 0.1) W for

all the measurements.

Sample Waveguide witdh (µm) η (W/W)

SOI1 2.1 (3 ± 2)×10−8

10.7 (5 ± 3)×10−8

SOI2 2.5 (1 ± 0.5)×10−8

11.7 (4 ± 2)×10−10

SOI3 2.0 (6 ± 3)×10−9

11.7 (5 ± 3)×10−9

Table 3.1: SHG conversion efficiency for the differently stressed samples at 2313 nm, where SOI1

refers to a tensile stressing overlayer, SOI2 refers to the compressive stressing overlayer and SOI3

refers to the stress-compensated overlayer.

The conversion efficiency shows a clear sample dependence. In particular, by

varying the characteristic of the stressing layer, the conversion efficiency varies. Its

maximum value has been found for the sample SOI1 (sample with a tensile stressing

overlayer) and corresponds to few 10−8 W/W. Instead, the other two samples (SOI2

and SOI3, with a compressive and stress-compensated overlayer, respectively) have

similar values, which are approximately one order of magnitude lower than the case
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of the SOI1 sample. It is worth noting that no similar features in this pump power

range have been observed on control measurements on SOI0 waveguides, where no

stressing overlayer is present.

Since no specific phase matching mechanism has been designed for these waveg-

uides, to extract the χ(2) values from the measured conversion efficiencies the stan-

dard model for the unphase-matched SHG process has been applied [83]. This model

predicts a spectral and longitudinal spatial periodic dependence of χ(2) [83, 104].

The numerical solution of the nonlinearly coupled equations for pump and second-

harmonic waves including dispersion at both harmonics [105] has shown that the 10

nm pump laser bandwidth completely masks the fast spectral oscillations, whereas

the characteristic periodic oscillations of the SH intensity are still present every

coherent length (analysis carried out by the Electromagnetic Fields and Photonics

Group, University of Brescia). Therefore, the sample lengths have been assumed

exactly equal to an odd multiple of the coherence length (which is ∼ 6 µm for the

SOI1 10.7-µm-wide waveguide)

Furthermore, a rigourous procedure should consider the dependence of the effi-

ciency on the overlap integral between the fundamental and the SH modal profiles

with the χ(2)(Y′, Z′) distribution. The χ(2) is indeed expected to be nonuniform

because of the inhomogeneity of the strain field in the waveguide cross-section (Y′,

Z′). However, an explicit theory relating the second order nonlinear susceptibility

with the local strain at macroscopic scale currently lacks, therefore the action of the

transverse distribution of χ(2) has been assumed by means of an equivalent effective

spatially averaged χ
(2)
eff coefficient.

Based on these assumptions, Eq. 3.2.10 becomes

η =
8π2(χ

(2)
eff )2 Pω

ε0 c n2
ω n2ω Aλ2

ω

1

∆k2
(3.4.1)

where Pω is the peak power of the fundamental beam, A is the modal cross-section,

which for simplicity has been taken to be equal to half the waveguide cross-section,

∆k is the phase mismatch between the fundamental and the second-harmonic signal
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calculated with the effective refractive indices nω and n2ω for the fundamental guided

modes at the pump and second-harmonic wavelengths, respectively.

The values calculated from Eq. 3.4.1 and listed in Table 3.2 demonstrate that

a χ
(2)
eff of several tens of picometers per volt can be achieved by cladding the silicon

waveguides with a silicon nitride overlayer.

Sample Waveguide witdh (µm) χ
(2)
eff (pm/V)

SOI1 2.1 20 ± 15

10.7 40 ± 30

SOI2 2.5 11 ± 8

11.7 4 ± 3

SOI3 2.0 9 ± 6

11.7 14 ± 10

Table 3.2: Effective second order susceptibility χ
(2)
eff for the differently stressed samples at 2313

nm, where SOI1 refers to a tensile stressing overlayer, SOI2 refers to the compressive stressing

overlayer and SOI3 refers to the stress-compensated overlayer.

Interestingly, the largest χ(2) value has been estimated in the SOI1 waveguides,

where the stress characterization had revealed a strong stress gradient along the

height of the waveguides due to the sign inversion of the stress from the top to the

bottom of the waveguide. This observation is in qualitative agreement with the

results obtained with ab initio calculations, that have computed the second-order

nonlinear optical response from strained bulk silicon by time-dependent density-

functional (TDDF) theory in a supercell approximation with periodic boundary

conditions (simulations carried out by the Nanostructures Modeling Group, Univer-

sity of Modena and Reggio Emilia). The results have shown that, by modifying the

length and the angle of the Si-Si bond to simulate a pure tensile stress field (such

as in SOI2 and SOI3 samples), the second order susceptibility (χ(2) ∼ 6 pm/V) is

more than one order of magnitude lower than the condition when both tensile and

compressive stresses are applied (χ(2) ∼ 200 pm/V), such as in SOI1.
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An apparent χ(2) dependence on the geometrical dimensions of the waveguides

has been also observed. However, the origin of this relation is not yet clarified. A

possible explanation might arise from the differences observed in the degree of inho-

mogeneity of the stress distribution among waveguides of the same sample but with

diverse widths and in the diverse optical properties associated to the geometrical di-

mensions of the waveguides. In fact, the latter influences the value of the conversion

efficiency, and thus of the extracted effective χ(2), as well as the stress distribution

by means of the overlap integral between the spatial profiles of the fundamental and

SH modes and the χ(2) distribution.

3.4.3 Second harmonic generation results: second experi-

ment

The second SHG experiment has been performed by using the samples described in

Section 1.2 and the experimental set-up involving the fs-pulses laser combined with

the FTIR spectrometer (Section 3.4.1.B). In this experiment only the 2 mm-long

waveguides have been measured with a TE-polarized input fundamental beam. Also

in this case the polarizations of the transmitted signals have not been analyzed.

This experiment aimed to obtain a better comprehension of the second order

nonlinear optical properties of the strained silicon waveguides. With this purpose,

the role of pure interface and stress-induced contributions, originated by the pres-

ence of the cladding layer, have been investigated utilizing samples fabricated with

diverse materials and different covering configurations. The nonlinear optical per-

formances of the samples have been compared by studying the SHG conversion

efficiency, defined in this experiment as

η =
I2ωM

I2
ω

(3.4.2)

with [η] = [a.u./(a.u.)2] and where M is the value of the M factor introduced by the

F/# matcher (see Appendix B.1) and I2ω and Iω are the intensities of the transmitted

spectra of SH and fundamental signals, respectively. In particular, the conversion
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Figure 3.13: Study of stress-induced and interface effects by means of the conversion efficiency

measured at 2244 nm for 10 µm-wide waveguides. Ref refers to the sample where the waveguide

are not covered by a cladding layer; SiO2thk-t is the sample where a 500 nm-thick silicon oxide

layer applies a stress of -300 MPa; SiNthn-c is the sample where the waveguides are completely

covered by a 50 nm-thick silicon nitride layer with negligible stress.

efficiency values have been calculated averaging over the results obtained for five

different waveguides of every sample, where for each waveguide the SH signal has

been acquired at different coupled pump powers, typically in the range between tens

of nano Watts up to 0.15 µW of average power.

Although widely studied in the past, the first interface investigated has been

the silicon and native silicon oxide interface of the sample composed by waveguides

without a cladding layer (Ref sample). As expected by the fact that in this sample

the SHG process is dominated by surface and bulk quadrupole effects, a very weak

SH signal has been measured only at high pump power. In fact, at difference the

other samples, the pump power has been increased close to the power threshold for

generation of spurious signals in the detection system (see Appendix B.3). On the

contrary, in the sample where the silicon oxide layer has been used to deform the

waveguides exerting a stress of -300 MPa (SiO2thk-t), the SH conversion efficiency
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has appeared larger than value for the Ref sample (Fig. 3.13). This result confirms

the significant role of the stress in influencing the second order nonlinear response

of the waveguides and, thus, it can be interpreted as the evidence of a pure stress-

related effect in the enhancement of the SHG process.

As the strained silicon waveguides can be also realized by utilizing the silicon

nitride as basic material of stressing layer, the effect of the interface between silicon

and silicon nitride has been investigated by means of waveguides completely covered

by a 50 nm-thick silicon nitride layer, where the stress effect can be considered

negligible (SiNthn-c). In fact, the overlayer stress has been quantified to be -7

MPa. Surprisingly, a conversion efficiency comparable to that one found in the

SiO2thk-t sample has been measured (Fig. 3.13). The origin of such strong SH

signal is not yet clear, but possible explanations may be analyzed.

Previous studies of second order nonlinearity in silicon nitride have shown that

SH can be generated in silicon nitride ring resonators utilizing an effective second

order susceptibility of χ(2) ∼ 0.04 pm/V which is induced at the interface between

the the silicon nitride and the silicon oxide [106]. Further, a SH signal can be gener-

ated at the interface of thin film Bragg reflectors fabricated in various compositions

of amorphous silicon nitride to induce a resonant enhancement of the surface ef-

fect through microcavities [107]. In addition, resonant surface SHG effect has been

reported in high-quality amorphous silicon nitride (a-Si1−xNx:H) Fabry-Pérot mi-

crocavities as well as in multi-layer silicon-oxy-nitride (SiON) waveguides [108,109].

However, although these observation might justify the SH signal measured in the

SiNthn-c sample, the reported χ(2) value might be not sufficient to explain the sim-

ilarity with the SiO2thk-t sample.

A recent study has reported the observation of a strong SH from PECVD silicon

nitride films grown on fused silicon oxide substrate. The dominant component of

the χ(2) tensor has been estimated to be 2.5 pm/V. It was assigned to a bulk origin

has been interpreted from the SH intensity dependence on the film thickness. Never-

theless, although this value may be sufficiently high to explain the high detected SH
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signal, the high contrast index of the studied waveguide causes a strong confinement

of the guided mode, which excludes the possibility of a penetration of the mode

inside the silicon nitride layer.

Tentatively, the second order nonlinearity observed in this sample might be re-

lated to the physical and chemical properties of the PECVD silicon nitride. In fact,

a PECVD silicon nitride is characterized by a high concentration of hydrogen in the

film due to the silane precursor gas. Thus, the hydrogenated silicon bond polar-

ization, although lower than oxidized silicon bonds [90], might have influenced the

second order response [93]. Moreover, contribution from a very thin layer of SiON,

grown between the silicon and the silicon nitride during PECVD deposition [110],

can be excluded. Careful attention has been paid during the sample fabrication

to avoid such contamination. On the other hand, the nonlinearity at the interface

might have been improved by structural modifications due to defects formed in the

silicon nitride by the ion bombardment during the low frequency plasma deposi-

tion [87, 111, 112]. Nevertheless, a more solid interpretation of the nonlinear signal

would have been obtained from the comparison with a no stressing LPCVD silicon

nitride layer. Unfortunately, this sample was not available.

As a consequence of the information deduced from the SiO2thk-t and SiNthn-

c samples, the nonlinear response of silicon waveguides stressed by silicon nitride

overlayers may be explained as the results of the superposition of interface and

stress-related effects. In fact, by increasing the stress exerted by the silicon nitride

film, the SH conversion efficiency grows independently on the sign of the stress,

i.e. positive or negative, in confirmation of the results obtained in the first SHG

experiment (Fig. 3.14).

Another interesting result has come from the comparison between top (SiNthk-

t) and completely covered (SiNthk-c) samples. Different covering configurations

should influence differently the second order nonlinearity of the waveguide due to

the variations of the strain field distribution. Mechanical simulations have shown

that the penetration of the stress is more effective in the SiNthk-c sample, but the
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Figure 3.14: Study of the conversion efficiency enhancement due stress-induced effects. The

measurements have been carried out at 2244 nm for 10 µm-wide waveguides. SiNthn-t refers to

the sample where a 50 nm-thick silicon nitride overlayer covers the top surface of the waveguide

and applies a stress of -800 MPa; SiNthn-c is the sample where the waveguides are completely

covered by a 50 nm-thick silicon nitride layer with negligible stress; SiNthk-t is the sample where a

500 nm-thick silicon nitride overlayer covers the top surface of the waveguide and applies a stress

of +226 MPa; SOI1 is one of the 2 mm-long samples used in the first SHG experiment, where a

150 nm-thick silicon nitride overlayer covers the top surface of the waveguide and applies a stress

of +1.25 GPa.

distribution is more inhomogeneous in the SiNthk-t sample. However, no measurable

benefit in having a specific configuration has been found, although the top covering

might appear slightly more efficient compared to the completely covering (Fig. 3.15).

Finally, an apparent reduction of the conversion efficiency with the waveguide width

has been observed in most investigated samples, similarly to what has been obtained

in the first SHG experiment (Fig. 3.15).
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Figure 3.15: Second order nonlinearity comparison for different covering configurations and

waveguide widths. The measurements have been carried out at 2244 nm for 10 µm-wide (solid

circle) and 4 µm-wide (empty circle) waveguides. SiNthk-t and SiNthk-c refer to the samples where

500 nm-thick silicon nitride overlayer covers the top surface and the whole waveguide, respectively.

In both cases the applied stress is +226 MPa; SiNthn-c is the sample where the waveguides are

completely covered by a 50 nm-thick silicon nitride layer with negligible stress; SiO2thk-t is the

sample where a 500 nm-thick silicon oxide layer applies a stress of -300 MPa; SiNthn-t is the sample

where a 50 nm-thick silicon nitride overlayer covers the top surface of the waveguide and applies a

stress of -800 MPa.

3.5 Conclusions

In this chapter the second order nonlinear optical properties of bulk silicon have been

discussed. Due to symmetry reasons, silicon lacks a bulk second order susceptibility

(χ(2) = 0), thus frequency conversion processes like SHG are governed by higher-

order nonlinearities. Generally, two main contributions to the second order nonlinear

optical polarization are indicated for a silicon crystal: the surface electric dipole

nonlinearity, arising from the breaking of the crystal symmetry at the free surface

or interface with another material, and the bulk electric quadrupole nonlinearity.

Consequently, the SH process can occur only in a very thin layer at the silicon surface

region. Therefore the typical method to detect the SH signal involves measurements

in reflection from the silicon surface. Several studies have shown the possibility to
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enhance the second order nonlinear response of the silicon surface, for example, by

making using of chemical or physical modifications of the surface itself. In particular,

a relatively high increase of the surface χ(2) value has been found in presence of

inhomogeneous mechanical stress applied by a thin film deposited on the silicon

wafer. In fact, the stress-induced structural deformation of the surface yields to the

breaking of the inversion symmetry and the arising of an electric dipole nonlinearity

in the bulk of the surface layer.

The experimental characterization of the stress distribution carried out on the

cross-section of the strained silicon waveguides have shown a penetration of the stress

inside the core of the waveguide, indicating the breaking of the centrosymmetry of

the silicon bulk and thus the possibility of a non zero bulk electric dipole nonlinearity.

The investigation of the second order nonlinear response of the strained silicon

waveguides has been accomplished through SHG experiment in transmission con-

figuration. Two different experiments have been carried out and various typologies

of strained waveguides have been studied with a ns and a fs pump laser. The re-

sults of the first SHG experiment have shown the generation of a clear SH signal

with a maximum SH conversion efficiency of the order of 10−8 (at ns pump regime).

Under the assumption of the standard model for the unphase-matched SHG pro-

cess, because no specific phase matching mechanism has been designed during the

sample fabrication, a waveguide length equal to an odd multiple of the coherence

length and an uniform distribution of second order susceptibility on the waveguides

cross-section, an effective χ
(2)
eff value of several tens of picometers per volt has been

estimated. The χ
(2)
eff has shown a strong dependence on the characteristic of the

stressing silicon nitride layer. Its maximum value, corresponding to 40 pm/V, has

been found for the sample SOI1, which is the sample covered by a tensile stress-

ing overlayer. Instead, the other two samples (SOI2 and SOI3, with a compressive

and stress-compensated overlayer, respectively) are characterized by lower values.

This dependence is qualitatively in agreement with the results obtained by the first

principle calculations of the second order nonlinear response of strained bulk silicon
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by time-dependent density-functional (TDDF) theory in a supercell approximation

with periodic boundary conditions [103]. The simulation have shown that the most

favorable stressing condition to enhance a strong χ
(2)
eff is the simultaneous action of

a tensile and a compressive stress, as in the SOI1 sample.

Although in this experiment the interface effects can not be ruled out, the ob-

served dependence of the χ(2) on the stressing layer and the high inhomogeneity of

the strain measured across the core of the waveguide suggest a high enhancement

of the stress-induced bulk component of the χ(2) susceptibility in the core of the

waveguides.

The second SHG experiment has studied the role of interface and stress-induced

contributions by making use of samples fabricated with different materials and cov-

ering configurations. The comparison between the conversion efficiencies measured

for standard waveguides and waveguides covered by a stressing layer of silicon oxide

has confirmed the pure stress-related effect in the second order nonlinear proper-

ties of the silicon waveguides. Contrary, waveguides covered by silicon nitride layer,

whose stress is negligible, have shown a non negligible contribution of the inter-

face between silicon and silicon nitride to the SHG process. In fact, a conversion

efficiency comparable to the one measured in the sample covered by the stressing

silicon oxide layer has been found. The origin of such strong surface effect is not

yet clear, therefore a more insight into this contribution is necessary. Nevertheless,

samples covered by layers of silicon nitride that exert a stress on the underlying

waveguide have shown an increase of the conversion efficiency. This indicates that

in case of stressing silicon nitride layer the second order nonlinearity arises from

the superposition of interface and stress-induced effects. Moreover, the comparison

of different covering configurations has not shown evidence of a preferable configu-

rations, though the stress distribution in the various cases is different. Finally, an

apparent nonlinearity dependence on the geometrical dimensions of the waveguides

has been observed. In fact, in both experiments the largest waveguides have been

characterized by a stronger efficiency compared to the narrower ones.
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Chapter 4

Second order nonlinearity:

analysis and discussion

In this chapter theoretical studies of the second order nonlinear optical properties

in strained waveguide are presented. These analyses do not interpret the results

achieved in both SHG experiments, but provide more information for the com-

prehension and future studies of the second order nonlinearity in strained silicon

waveguides.

They consist in exploring the possibility of an intrinsic phase-matching mech-

anism arising from the multimodal property of the measured waveguides and in

determining how the conversion efficiency is influenced by the strain distribution.

4.1 Analysis of possible modal phase matching

As explained in Section 3.2, an efficient nonlinear interaction in a medium requires

a proper phase relationship between the interacting waves along the propagation

direction to balance the effect of the dispersion of the medium. In case of a broad

band fundamental (FF) pulse, the phase-matching condition involves not only the

control of the zero-order term of the dispersion, i.e. the phase relation between the

central frequencies of the FF and the generated signals (in this thesis the SH signal),
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but also the higher-orders. In fact, the mismatch between the group velocities

causes the loss of temporal overlap of pulses, that severally reduces the nonlinear

interaction. As a consequence, only a small portion of the spectrum of the FF pulses

can satisfy the phase matching condition, causing a limitation on the bandwidth of

SH spectrum. Therefore, the SH may result spectrally much narrower than the FF.

In addition to the most common birefringence and QPM methods, another tech-

nique that can be used to impose the proper phase relation between the two in-

teracting waves in wave-guiding structures is the modal phase matching (MPM)

[106,113–116]. The MPM consists in matching the effective refractive indices of the

FF (neff
ω ) and SH (neff

2ω) optical modes through the dispersion of the guided modes.

In fact, the phase matching condition

neff
ω,n = neff

2ω,m (4.1.1)

can be satisfied if the two waves propagate in suitable higher orders modes n and m,

with n < m. Generally, the MPM is engineered such that the FF propagates in the

fundamental mode (i.e. n = 0), whereas the SH in the higher-order mode that max-

imizes the overlap integral between the two modal profiles. However, this technique

requires a proper design of the waveguide, which is characterized by a general small

tolerance, that limits the MPM application in the development of efficient frequency

conversion devices as well as the low achievable conversion efficiency determined by

the overlap integral between the FF fundamental and SH higher-orders modes.

Nevertheless, this phase matching mechanism may be intrinsically present in

highly multimode waveguides, even though it has not been specifically designed.

In fact, thanks to possibility of the waveguide to guide more than one mode, the

generated SH can naturally phase match with one of the higher-order modes. For

this reason, the possibility to have “intrinsic” MPM in the waveguides used in this

thesis has been examined. It is worth noting that the analysis has only the aim of a

generic theoretical investigation, because no experimental evidences of MPM have

been observed, as no beam profiler measurements of the SH signal have been carried
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out. Moreover, clear indication of MPM can not be extracted from the spectral

width of the SH, because possible temporal walk off effects in case of fs pump pulses

can not be ruled out.

The MPM analysis has consisted in simulating the dispersion of the effective

index of the guided modes at the FF and SH wavelength with a 2D-geometry mode

solver based on the finite element method (Comsol Multiphysics) and searching

for possible combinations of effective indices of FF and SH modes that satisfy the

phase matching conditions of Eq. 4.1.1. The simulations have been carried out

assuming negligible variations in the geometrical dimensions of the waveguides along

the propagation direction and using the refractive index of silicon in unstrained

conditions. Possible stress-induced change in the refractive index has been included

in the tolerance parameter ∆n. This parameter represents the maximum difference

between the effective indices of the FF and SH wave defining the range of neff
2ω,mvalues

within which Eq. 4.1.1 may be considered satisfied:

neff
ω,n −∆n ≤ neff

2ω,m ≤ neff
ω,n + ∆n (4.1.2)

A reasonable maximum value of ∆n has been chosen equal to 0.005. This value

has been selected based on the consideration that a strain of about ± 2×10−3,

that corresponds to the maximum value obtained in the strain characterization

measurements, induces a change of the silicon refractive index of about ± 0.004

at both FF and SH wavelengths. This value has been estimated by considering that

in a cubic crystal medium, the strain-induced change in the refractive index can be

expressed for a light polarized along the i-axis of the waveguide cross-section as [?]

ni − n0 = −1

2
n3

0pijεj (4.1.3)

with i = 1→ xx, 2→ yy and where n0 is the refractive index in unstrained condition,

pij are the elements of the photoelastic tensor (p11 = -0.101 and p12 = 0.0094) and

εj is the element of the strain tensor.

The simulation results have shown that both wide (10 µm-wide) and narrow (4

µm-wide) waveguides are highly multimode and may support MPM between the FF
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Figure 4.1: Effective indices of the FF (at 2244 nm, solid circle) and the SH (at 1120 nm, empty

circle) signal as a function of the order of the TE and TM guided modes for a) 10 µm- and b) 4

µm-wide waveguide covered by 500 nm-thick silicon nitride layer. The order of the guided modes

is reported such that it increases from the zero (fundamental mode) to higher values. The dashed

lines are an example of possible combination of effective indices of FF and SH, where the modal

phase matching may be satisfied with the lowest as possible ∆n (∆n = 0.001, 0.003 for the SH

mode TE(SH)

92 and TE(SH)

60 for the 10 µm- and 4 µm-wide waveguides, respectively). The light grey

area denotes the range of values defined by Eq. 4.1.2 with ∆n = 0.005.

(at 2244 nm) and SH (at 1120 nm) modes of various higher-orders, even for the TE

fundamental mode (TE(FF)

00 ) of the FF wave (note that during the SHG experiments

the alignment of the waveguide has been carried out by maximizing the propagation

of FF beam in the fundamental mode). Analysing in detail the modes where SH

is phase matched with the TE(FF)

00 , the order is higher in the wider waveguide with

respect to the narrower one. For example, in the 10 µm-wide waveguide the MPM

is achieved between the modes TE(FF)

00 and TE(SH)

92 , with an effective index difference

of about ∆n ∼ 0.001 (Fig. 4.1.a), whereas in the 4 µm-wide waveguide with the

TE(SH)

60 mode, with a ∆n ∼ 0.003 (Fig. 4.1.b).

From the point of view of the waveguide nonlinear properties, the participation
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of lower-order modes indicates a better overlap integral of the modal profiles in

the narrower waveguide, which may determine a higher conversion efficiency, in

contradiction with the experimental results achieved in the SHG experiments, where

the highest conversion efficiency has been measured in the widest waveguides.

Nevertheless, by comparing the dispersion curves at the SH wavelength for the

two waveguide widths, the variation of the SH effective index from one mode and the

nearest neighbor is smaller in the broader waveguide, which means that within the

same ∆n a higher number of SH modes may be in phase matching with the TE(FF)

00

mode in comparison with the narrower waveguide. As a result, the SH signal might

travel in a higher number of phase matched optical modes, which constructively

interfere during their propagation along the waveguide.

Moreover, due to the high number of optical modes that the waveguides can

sustain, possible minor contributions to the generation of SH waves might come also

from the phase matching with higher-orders modes of the FF wave. In fact, despite

of the maximization of the fundamental mode and thus its dominant contribution,

higher order modes excitation can not be excluded.

Although a clear understanding of the apparent dependence of conversion effi-

ciencies on the waveguide widths observed in the SHG experiments has not yet been

accomplished, the simulation results represent the first attempt to build a path to

achieve a deeper knowledge on the complexity of the SHG in the measured strained

silicon waveguides.

4.2 Theoretical analysis of conversion efficiency

The investigation of a possible MPM in the measured strained silicon waveguide has

provided helpful information for a further analysis of the SHG process. This new

analysis includes, in addition to the optical guiding properties, the characteristics

of the mechanical deformation observed in the strained waveguides. As already

mentioned in Section 3.4.2, the conversion efficiency is actually determined not only
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by the overlap integral between the FF and the SH modal profiles but also with the

χ(2)(Y, Z) distribution.

Currently, a macroscopic theoretical model able to strictly relate the χ(2) with

the local strain still lacks. In the nineties, when the strain-induced surface second

order nonlinearity has been widely studied, theoretical models, both based on the

sp3 orbital model, have been developed to describe the χ(2) and the strain relation-

ship at microscopic scale [87, 92]. These models have been able to reproduce the

results of the experiments used to verify them, but appear in disagreement with

each other. In fact, the two models predict different χ(2) values for similar struc-

tures stressed by approximately 1 GPa: χ(2) ∼ 0.4 pm/V for the model proposed

in [92] and χ(2) ∼ 8 pm/V in [87]. Recently, a heuristic model based on the classical

anharmonic oscillator model has been proposed in the study of a possible QPM

mechanism achievable for strain-induced χ(2) processes by using a periodic arrange-

ment of stressing films deposited along a silicon waveguide [117]. Unlike the sp3

orbital-based models, where the χ(2) has been theorized proportional to the strain

gradient, this model assumes a linear proportionality between the χ(2) and the total

strain (integrated strain gradient) and appears able to reproduce the order of mag-

nitude of the χ(2) value measured in [42]. In this model, the linearity with the total

strain has been derived considering a highly uniform distribution of the strain and

thus the strain gradient integration reduces to a linear integration along the center

of the waveguide.

Based on these models, a theoretical study of the conversion efficiency of the

various measured samples has been carried out by analyzing the overlap integral

through the normalized conversion efficiency. In fact, assuming a phase-matched

process, the analysis of the conversion efficiency can be reduced to the analysis of

the normalized conversion efficiency (ηnorm), which is defined as [118]

ηnorm =
8 π2

n2
ω n2ω c ε0 λ2

ω

|
s

Si core
deffE

2
ωE
∗
2ωdS|2

|
s
|Eω|2dS|2

s
|E(2ω)|2dS

(4.2.1)

where deff = deff (Y, Z) is the effective nonlinear coefficient and Eω and E2ω are the
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Figure 4.2: Reconstructed strain maps and lattice deformation sketches for waveguides: a, b)

without cladding (SOI0), c, d) with tensile-stressing cladding (SOI1) and e, f) with compressive-

stressing cladding (SOI2). The arrows show the type of observed strain.

modal profiles of fundamental and second-harmonic waves, respectively.

Considering a fundamental wave at 2313 nm and a SH at 1157 nm (like in the

first SHG experiment at ns-pump regime), the normalized conversion efficiency has

been estimated for the SOI1,2,0 waveguides with a 2 µm-width. This estimate is

not here reported for the waveguides with a 10 µm-width due to the higher number

of possible SH phase-matched modes, which complicates the analysis.

The overlap integral has been evaluated by using the strain maps reconstructed

by micro-Raman spectroscopy (Fig. 4.2) and calculating the MPM conditions simi-

larly to Section 4.1. In the analysis of the MPM, a common combination of FF and

SH modes has been found, in this way only the effect of different strain distributions

on the ηnorm value could be studied. The MPM combination has consisted of the

TE(FF)

00 mode for the FF signal and the TE(SH)

22 and TM(SH)

22 for the SH modes in the

SOI1,2 waveguides (Fig. 4.3.a,b,c). Unfortunately, only the TM(SH)

22 mode has been

found satisfying the phase matching condition for the SOI0 waveguide, while this

modes combination is not present in the SOI3 sample.

Two different relationships between the deff and the strain has been assumed:
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Figure 4.3: Normalized conversion efficiency study: a) modal distribution of the TE(FF)

00 mode

for FF wave at 2313 nm in SOI1 sample; b,c) modal distribution of the TE(SH)

22 and TM(SH)

22 mode

for SH at 1157 nm in SOI1 sample, respectively; d) normalized conversion efficiency for SOI1,2,0

samples calculated assuming a linear relation between deff and the strain; e) normalized conversion

efficiency for SOI1,2,0 samples calculated assuming a linear relation between deff and the strain

gradient.

1) a linear relation with the strain, as hypothesized in [117]

deff(Y, Z) ∝ |εY Y (Y, Z)| (4.2.2)

2) a linear relation with the gradient of strain along the normal direction to the

top surface of the waveguide, as hypothesized in [87,92]

deff(Y, Z) ∝ |∇ZεY Y (Y, Z)| (4.2.3)

where the absolute values of the strain and the strain gradient have been used

assuming a local relation independent on the sign of the strain.

Both models shows that the highest normalized conversion efficiency is achiev-

able in the SOI1 waveguide, independently on the polarization of the SH mode (Fig.

4.3.d,e), whereas lower values are expected in case of a mainly tensile-like strain dis-

tribution, like in SOI2 sample. Instead, the lowest normalized conversion efficiency
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Figure 4.4: Strain analysis: a) integrated strain for the SOI1,2,0 samples; b) integrated strain

gradient for the SOI1,2,0 samples.

has been predicted for the SOI0 sample, where a clearer ηnorm decrease has been

obtained for the model assuming a proportionality of deff with the strain gradient.

As the overlap integral can be considered independent on the modal distributions

due to the common combination of the modal-phase-matched modes, the differences

observed in the ηnorm values can be explained arising from the diverse strain con-

ditions of the waveguides. In fact, the analysis of mechanical properties has shown

high variations of the strain among the samples in terms of distribution. To more

quantitatively compare the ηnorm values with the strain state of the various samples,

partially representative parameters might be introduced to quantify the extent and

the inhomogeneity of the strain. These parameters are obtained by integration of

the strain and the strain gradient over the waveguide cross-section.

From the comparison of the process efficiency with the introduced mechanical

parameters, the most efficient sample (SOI1) results also the most strained one,

both in the extent (integrated strain) and in the inhomogeneity (integrated strain

gradient) (Fig. 4.4.a,b). Interestingly, this observation appears in agreement with

the results obtained in the second SHG experiment, which have shown that the
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stronger the stress, the higher the conversion efficiency. This is also consistent with

the hypothesis that the higher the strain inhomogeneity, the higher the second order

nonlinearity, as theorized from the results of the ab intio calculations.

4.3 Conclusions

In this chapter theoretical analyses of the second order nonlinear optical proper-

ties in strained waveguide have been carried out. In particular, the possibility of

an intrinsic modal-phase-matching due to the multimodal characteristic of the mea-

sured waveguides and the normalized conversion efficiency variations with the strain

distribution have been investigated.

The MPM analysis results have shown the existence of possible combinations

of FF and SH higher-orders modes where the phase-matching condition for a SHG

process may be satisfied for both simulated waveguide widths. Particularly, it has

been observed that the wider the waveguide the higher the mode of the SH waves

where the phase matching can be achieved. This indicates an expected poorer over-

lap integral between the FF and the SH modes, which should correspond to a lower

conversion efficiency, in contradiction with the results of both SHG experiments.

On the other hand, thanks to the smaller variation of the effective indices with the

modes order observed in the wider waveguide, a higher number of SH higher-orders

modes might be in phase matching condition with a single FF mode, suggesting the

possibility of the guiding of a higher number of SH modes in the broader waveguides.

In order to comprehend the effect of different strain distributions, the normalized

conversion efficiency has been investigated. In fact, in phase matching conditions,

the study of the conversion efficiency reduces to that one of normalized conversion

efficiency and thus to the overlap integral between the FF and SH modal profiles

with the χ(2) distribution. Thanks to a common combinations of modes satisfying

the MPM found for the SOI1,2,0 2µm-wide waveguides, the relation between the

nonlinear properties and the strain distribution of the waveguide could be analyzed.
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The normalized conversion efficiency has been calculated using the strain maps

reconstructed by micro-Raman spectroscopy and assuming two possible relationships

between the χ(2) (or deff) and the strain, as suggested by the existing theoretical

models describing the strain-induced second order nonlinearity. The analysis has

shown that the highest efficiency is expected in the sample that exhibits the strongest

strain and strain gradient, in general agreement with the experimental observations

and the theoretical hypothesis suggested by the first principle calculations.

Although a clear complete understanding of the SHG experiments results has

not yet been accomplished, these theoretical analyses have provided a small step

forward in the building of a deeper knowledge on the second order nonlinearity in

the strained silicon waveguides.
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Conclusions

The main aims of this thesis have been the demonstration of a frequency conversion

and the characterization of the mechanical properties and the strain-induced second

order nonlinearity in strained silicon waveguides.

Silicon is a semiconductor crystal with inversion symmetry, thus second order

bulk nonlinearity is forbidden in electric-dipole approximation and frequency con-

version processes like SHG are governed by higher-order nonlinear responses (bulk

electric quadrupole and magnetic-dipole). On the other hand, modifications of the

silicon interface, where the crystal symmetry is naturally broken, has been demon-

strated giving rise to a strong enhancement of electric-dipole nonlinearity. In par-

ticular, in presence of an inhomogeneous strain, a second order electric dipole non-

linearity appears in the bulk of the strained surface layer.

This thesis has demonstrated the existence of a strain-induced bulk second or-

der nonlinear dipolar susceptibility in silicon waveguides strained by silicon nitride

cladding layers. In fact, the experimental characterization of the stress (strain) by

micro-Raman spectroscopy, carried out on the cross-section of the strained silicon

waveguides, has revealed the penetration of the stress inside the core of the waveg-

uide due to the combined actions of the cladding overlayer and the buried oxide layer.

The measurements have also pointed out a highly inhomogeneous stress, whose dis-

tribution strongly varies among the various samples, depending on the extent and

the sign of the stress exerted by the cladding layer. This result has been interpreted

as an indication of the breaking of the centrosymmetry of the silicon bulk and, thus,

the possibility of a non zero bulk electric dipole nonlinearity.
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To demonstrate the second order nonlinear response of the strained silicon waveg-

uides, SHG experiments have been accomplished in transmission configuration.

These experiments have shown the generation of a clear SH signal with a maxi-

mum conversion efficiency of the order of 10−8 at ns pump regime (even though a

phase matching mechanism has not been specifically designed for the studied pro-

cess) corresponding to an effective χ
(2)
eff value of several tens of picometers per volt.

The most favorable stress condition has been observed in the presence of the simul-

taneous action of a tensile and compressive stress, in qualitative agreement with

theoretical results obtained by ab initio calculations. The observed dependence of

the χ
(2)
eff on the characteristic of the stressing silicon nitride layer has been explained

to be caused by the presence of a stress-induced bulk component of the χ(2) in

the inhomogeneously strained core of the waveguides. In fact, a pure strain-related

effect has been clearly demonstrated in waveguides strained by silicon oxide layer.

Instead, a further investigation of the second order nonlinear response of waveguides

strained by silicon nitride overlayer has pointed out a non negligible contribution

of the interface between silicon and silicon nitride to the SHG process, indicating

a superposition of the interface and stress-induced nonlinearities. Interestingly, an

apparent nonlinearity dependence on the geometrical dimensions of the waveguides

has been also observed. Counter-intuitively, in fact, the highest nonlinear conversion

efficiency has been measured in the largest waveguides.

Furthermore, although it has not been experimentally confirmed, a theoretical

analysis has suggested the possibility of an intrinsic phase-matching mechanism

determined by the multimodal properties of the investigated waveguides. Possible

combinations of fundamental and second harmonic higher-orders modes may indeed

satisfy the modal phase-matching condition for a SHG process.

Finally, theoretical investigation has been carried out to determine the influence

of the strain distribution on the conversion efficiency. The analysis has shown that

the largest conversion efficiency is achievable in presence of a strong strain and

strain gradient, in general agreement with the experimental observations and the
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theoretical results obtained by the first principle calculations.

In general, the results discussed in this thesis have been represented the first

attempt for the achievement of an understanding of the second order nonlinearity

in strained silicon waveguides. However, more theoretical and experimental inves-

tigations are still necessary. For example, the future efforts should be spent in the

development of a suitable theoretical model able to macroscopically provide the re-

lationship between the χ(2) and the strain. More experiments should be performed

to better comprehend the influence of the waveguide geometrical dimensions and

the origin of the high nonlinearity at the silicon and silicon nitride interface, as the

silicon nitride represents the most effective material for the stressing layer thanks

to its high stress-engineering flexibility. Moreover, experimental demonstration of

quasi phase matching by making use of a stressing-periodical-poling would be highly

desirable for the power boosting of χ(2) generated signals.

The precise control of the second order nonlinear response of strained silicon

waveguide would enable the fabrication of a new class of nonlinear devices for broad-

band wavelength conversion and indicate silicon as a competitive nonlinear optical

materials.
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Appendix A

Experimental characterization of

the laser source

The characterization of the laser source has been accomplished to determine the

principal parameters of the emitted pulsed beams: the beam waist radius and the

temporal width of the pulses.

The waist radius has been derived from the measurements of the beam diver-

gence carried out with two methods. By using the 86% and 99% criterions the

beam divergence has been estimated by measuring the radius of a pinhole in several

positions along the optical path of the laser beam.

The pulse duration of the “Signal” beam emitted by the OPA has been esti-

mated from the autocorrelation signal obtained with an autocorrelator working in

the spectral range between 1100 nm and 1600 nm. Moreover, the temporal width

of the pulses belonging to the “Idler” beam emitted by the OPA with wavelengths

longer than 1600 nm has been estimated by means of the temporal-bandwidth prod-

uct of the beam.
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A.1 Beam waist and divergence

The emission of the fs laser source used in this thesis is characterized by two optical

beams with gaussian spatial profile. Therefore, their normalized field pattern is

defined as [120]

u(x, y, z) =

√
2

π

exp[−jkz + jψ(z)]

w(z)
exp[−x

2 + y2

w(z)2
− jkx

2 + y2

2R(z)
] (A.1.1)

where z is the spatial coordinate along the propagation axis, k is the wavevector of

the radiation in the medium in which the beam is propagating, while w(z), R(z) and

ψ(z) are the radius, the radius of curvature and the phase of the beam, respectively

(Fig. A.1.a). These parameters can be expressed in terms of only two fundamental

parameters, the waist radius and the radiation wavelength:

w(z) = w0

√
1 + (

z

zR
)2 (A.1.2)

R(z) = z +
z2
R

z
(A.1.3)

ψ(z) = tan−1(
zR
z

) (A.1.4)

where w0 is the waist radius, i.e. the minimum value of beam radius at z = 0, and

zR is the Raleigh distance, which is the distance at which the beam radius w(z)

enlarges to
√

2w0:

zR =
πw2

0

λ
(A.1.5)

where λ is the wavelength of radiation.

As a result, the beam parameters vary during the beam propagation along z.

The radius of curvature is infinite at z = 0, decreases to a minimum value at z

= zR and then rises again toward infinity as z is further increased. Instead, the

beam radius w(z) asymptotically increases with z, causing an enlargement of the

transverse irradiance profile of beam (Fig. A.2.b) that is defined as [120]

I(r, z) =
2P

πw(z)2
e
− 2r2

w(z)2 (A.1.6)

where P is the total power in the optical beam.
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Figure A.1: Gaussian beam description: a) definition of the beam parameters: beam radius,

beam waist, which is the position at which the beam radius is at its minimum, and radius of

curvature ; b) enlargement of transverse irradiance profile of beam due to the growth of the beam

radius during propagation along the z direction [119].

The parameter that quantifies how fast the beam radius expands far from the

waist radius is the beam divergence (θ in radians):

θ =
w(z)

z
=

λ

πw0

(A.1.7)

It is worth noting that this equation is valid only for a high quality beam, i.e. for

beam with the minimum possible divergence dictated by its wavelength (diffraction-

limited beam). In case of inferior quality beams, the minimum divergence θ is

multiplied by the M2 factor, which is the parameter that quantifies the quality of

the beam.

For the laser source used in this thesis, the quality factor is defined as the product

of the M2 values of the OPA source and its pump, M2 = M2(TOPAS) ×M2(Spitfire),

where M2(TOPAS) = 1.3 [121], M2(Spitfire) < 1.3 [122] and thus, 1.3 ≤ M2 < 1.69.

The beam divergence is then expected in the interval 0.17 mrad ≤ θ ≤ 0.35 mrad

for a beam waist radius ranging between 0.2 cm and 0.3 cm, as shown in Fig. A.2.a.

The estimation of the waist radius and the divergence of the laser source has

been carried by using two methods. Based on the linear relation between the beam

radius and the distance z (Eq. A.1.7), the two methods consist of measuring the
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beam radius at different positions along the optical path by means of the 86% and

99% criterions relative to the aperture size of a pin-hole. When a circular aperture

with radius r is placed along the beam optical path and centered with respect to the

beam spot size w, the fraction of the beam power (T) passing through the aperture

can be written as [120]

T = 1− e−
2r2

w(z)2 (A.1.8)

Therefore, the 86% power transmission corresponds to an aperture with radius r =

w (method 1), while T = 99% (method 2) to an aperture with radius r = (π/2)w.

Figure A.2: Beam divergence: a) range of theoretical beam divergence expected for a laser source

at 1300 nm with a quality factor 1.3 ≤ M2 ≤ 1.69. The vertical dot lines enclose the range of

expected value of the beam divergence (light grey area) for a beam waist ranging between 0.2 and

0.3 cm; b-c) experimental values of pinhole radius measured at several distances from the laser

output by using b) the 86% criterion (method1) and c) the 99% criterion (method 2) at 1300 nm of

beam wavelength. The beam divergence is the slope of the linear fit (red lines) of the experimental

data (dots).

The two methods have given beam divergence values that result in good agree-
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ment. By using a beam wavelength of 1300 nm, the beam divergence has been

quantified as θ1 = (0.24 ± 0.04) mrad with method 1 (Fig. A.2.b.) and θ2 = (0.25

± 0.02) mrad with method 2 (Fig. A.2.c). Moreover, since θ is dependent on the

beam waist radius according to Eq. A.1.7, the beam waist radius has been estimated

from the measured beam divergence values. A waist radius of about 0.25 cm has

been derived as the mean value of the set of the possible radii relative to the possible

values of M2.

A.2 Pulse duration

The temporal duration of the pulses emitted by a 40 fs-pumped OPA has been

measured by using an autocorrelator (Newport PulseScout). The autocorrelator has

been equipped with an IR detector module with operation spectral range between

1000 nm and 1600 nm. Thus, the pulse duration of OPA’s “Signal” beam (nominal

emission range between 1100 nm and 1550 nm) has been measured.

The measurements have been carried out by coupling the “Signal” beam with a

quasi-perpendicular incident angle into the optical assembly operating in collinear

conditions. In order to satisfy the phasematching condition of the nonlinear crystal,

the rotation of the beam polarization from vertical to horizontal has been necessary

and it has been achieved through two mirrors mounted 45◦ to the beam. Afterward,

the beam has been aligned by matching the visible beam back reflection with the

cross wires at the control window. Once the autocorrelation trace has been clearly

observed, it has been maximized by rotating the nonlinear crystal to find the optimal

angle. Finally, the noncollinear configuration has been selected to measure the full-

width-at-half-maximum (FWHM) of the autocorrelation signal, as shown in Fig.

A.3.

The temporal width of the pulses has been derived by correcting the FWHM of

the autocorrelation signal with 0.7 deconvolution factor due to the assumption of

a pulse gaussian shape. As shown in Table A.1, the pulses of the OPA’s “Signal”
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Figure A.3: Example of the envelope of the autocorrelation signal measured at 1400 nm. The 56

fs-FWHM corresponds to about 40 fs of the pulse duration.

beam have temporal width shorter than 100 fs. These short temporal widths match

reasonably well with the expected values calculated from the FHWM of the spectra

measured by the FTIR considering a temporal-bandwidth product (TBWP) 1.2 ÷

1.5 times the TBWP of a bandwidth-limited pulses [121].

Beam Pulse duration Pulse duration

wavelenght Autocorrelator TBWP

1200 nm ∼ 70 fs ∼ 55 ÷ 65 fs

1280 nm ∼ 55 fs ∼ 60 ÷ 75 fs

1370 nm ∼ 40 fs ∼ 50 ÷ 65 fs

2000 nm - ∼ 55 ÷ 70 fs

2130 nm - ∼ 50 ÷ 65 fs

2240 nm - ∼ 35 ÷ 45 fs

2330 nm - ∼ 40 ÷ 50 fs

Table A.1: Pulse duration for several beam wavelengths measured with an autocorrelator and

estimated assuming a TBWP equal to 1.2 ÷ 1.5 times the TBWP of a bandwidth-limited gaussian

pulses.

Although a direct measure of pulse temporal duration of the OPA’s “Idler” beam

(nominal emission range between 1600 nm and 2600 nm) has not been possible as

a detector module operating in this spectral range is not available for the used
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autocorrelator, an estimation can be derived from the spectral width on the basis

of the results obtained for the “Signal” beam. From the calculated values listed

in Table A.1 the “Idler” beam is expected to have pulse duration approximatively

similar to the “Signal” beam.

Hence, the nonlinear optics experiments have been accomplished with input

beams in .100 fs-regime.
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Appendix B

Experimental characterization of

the detection system

When a nonlinear optics experiment is performed, an important role in the exper-

imental set-up is played by the detection system. Therefore, a characterization of

its principal elements have been performed. Particularly, the effect of the optical

system that matches the F/# of the collection objective and the optical element at

the entrance of the FTIR have been studied. Moreover, due to the broad spectral

range covered by the InSb detector and the high powers that may be involved in

the experiments, the calibration of the spectral response by means of a conventional

procedure and the investigation of undesired spurious nonlinear signals generated

by the system have been accomplished. Finally, for a quantitative estimation of the

measured average power, the system has been calibrated in order to convert the a.u.

of the spectra into average power units.

B.1 F/# matcher

As described in Section 3.4.1, an optical system has been used to match the F/#

of the collection objective with the F/# of the parabolic mirror at the entrance

of the FTIR. Since this optical system is removed during the sample alignment
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procedure and put back for detecting the sample transmission spectrum, its effect

on the spectrum intensity has been investigated.

Figure B.1: Sketch of waveguide transmitted signal (Iout) measurement.

By modeling the detection system used in this thesis through a M factor, that

describes the F/# matcher effect, and a function C related to the response of the

FTIR interfaced with the LIA (Fig. B.1), the transmitted signal from a waveguide

(Iout) may be described as a detected intensity Îout such that

Îout = MCIout (B.1.1)

where Îout is the measured intensity by the FTIR.

For every nonlinear optics measurements, the C is constant (see Section B.2),

while the M factor value depends on the alignment. For this reason, M factor has

been estimated by using the “check signal” function of the FTIR in Rapid Scan

mode1, as it allows an online fast measure of the intensity of the detected signal.

In this way, the M factor has been calculated as the ratio between the intensities

measured when the F/# matcher is aligned and when the F/# matcher is not

included in the detection system.

The accuracy of this method has been verified by measuring the signal spectrum

in Step Scan mode2 interfaced with the LIA and evaluating the M factor as ratio of

1The Rapid Scan mode is the data collection of a continuous-scan interferometry. The spec-
trum is calculated from the interferogram achieved by translating the moving mirror within the
interferometer at constant velocity to modulate the infrared radiation.

2In Step Scan mode the interferometer’s moving mirror is translated stepwise to fixed positions,
where the light intensity is recorded at equispaced time intervals ∆tj . A series of interferograms
is then reconstructed from the two dimensional matrix of the recorded intensities (Iij(xi,∆tj),
where xi is the i -position of the mirror and ∆tj is the j -time interval) and successively Fourier-
transformed.
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the intensities of the peak spectra measured with and without the F/# matcher. As

shown in Table B.1, the M values estimated with the Rapid Scan mode agrees with

the M values extracted from the spectra measured in the Step Scan mode interfaced

with the LIA.

Coupled Rapid Scan Step Scan

average power M M

30 nW 2.4 ± 0.7 2.4 ± 0.5

40 nW 2.0 ± 0.6 1.8 ± 0.4

Table B.1: Comparison between M values estimated by using the Rapid Scan and Step Scan

modes at 2130 nm for two different coupled average powers.

The linear relation of Eq. B.1.1 has been then verified by measuring the spectrum

intensity Îout for several alignments of the F# matcher that have been obtained by

rotating the optical system from the position of the maximum alignment (Fig B.2.a).

Figure B.2: Study of variation of F/# matcher M factor: a) Set-up sketch for the M factor

variation; b) measured intensity Îout versus M factor for coupled average power of 40 nW in a 2

mm-long waveguide at 2130 nm. The dot circles are the experimental data and the red line is the

linear fit of the data with slope α.

As shown in Fig. B.2.b, the spectrum intensity Îout linearly scales with the

M factor value, demonstrating the linearity of the system with respect to the ge-

ometrical alignment of the F# matcher. Therefore, according to Eq. B.1.1, the
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corresponding slope α represents a direct measure of the transmitted signal Iout and

in fact it linearly varies with the coupled average power (Fig. B.3.a).

Figure B.3: Study of the slope α: a) linear dependence of the slope α on the coupled average

power at 2130 nm; b) Variation of M value for different coupled average power at 2130 nm. The

vertical dotted line indicates the intensity Îout corresponding to a certain M̃ value for different

coupled powers.

As a consequence of the linear relations found between the measured intensity

Îout and the M factor, the acquisition of transmission spectra, and thus the detection

of the transmitted signal Iout, can be performed just knowing only one value of M

factor measured at the beginning of every experiment. In fact, if M = M̃ is measured

for a certain alignment of the F# matcher and at a given coupled average power, all

the subsequence intensities measured at different powers will be automatically scaled

(Fig. B.3.b). Naturally, based on these results, if a comparison of data acquired

in distinct sets of measurements, that implies diverse F# matcher alignment, have

to be performed, the spectra must be scaled with respect to the corresponding M

factor value.

B.2 Spectral response

The calibration of the spectral response of a detection system might be carried

out by mathematically modeling the optical spectrum provided by the detection
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system. The model has to take into account the influence of all the possible optical

and electronic components of the system. Thus, its equations may contain many

parameters that cannot be calculated only theoretically. A more efficient method

for calibrating the spectral response consists of the combination of a mathematical

model and the detection of the radiation emitted by a calibrated source, such as a

black-body (BB) radiator.

The electromagnetic radiation emitted by a BB radiator in thermal equilibrium

at a definite temperature T is described by the Planck’s law as

L(ν, T ) = 2hc2ν
1

e
hcν
kT
−1

(B.2.1)

where L(ν, T ) is the spectral radiance in W cm−2 sr−1 cm−1, h is Planck’s constant,

c is velocity of light in vacuum, ν is wavenumber, k is Boltzmann constant and T is

temperature. When the BB emission is detected, the measured radiance spectrum

(S(ν)) can be mathematically described by the following equation [123]

S(ν) = R(ν)[L(ν) +G(ν)] (B.2.2)

where R(ν) is the spectral response of the detection system, L(ν) is the spectral

radiance of the signal that has to be analyzed, which in this case is the BB spectral

radiance, and G(ν) is the spectral radiance of the background, which considers the

contribution of the system components and the surrounding environment [123–125].

An example of how the detection system used in this thesis measures the BB radiator

L(ν) is shown in Fig. B.4.a.

A conventional calibration procedure to determine the unknown instrumental

functions R(ν) and G(ν) consists in measuring two spectral radiances S1(ν) and

S2(ν) at two different temperatures T1 and T2 of the BB radiator. Thus, R(ν) and

G(ν) are calculated as

R(ν) =
S1(ν)− S2(ν)

L(ν, T1)− L(ν, T2)
(B.2.3)

G(ν) =
S1(ν)

R(ν)
− L(ν, T1) (B.2.4)
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Figure B.4: BB radiator spectral radiance: a) comparison between the theoretical spectral ra-

diance emitted by a BB source at T = 853 K (blue line) and the corresponding spectral radiance

measured by the detection system used in this thesis (black line); b) relative error [(L(T+∆T)-

L(T))/L(T)] in the BB spectral radiance caused by the uncertainty in BB radiator temperature

for (1) ∆T = 1 K, at T = 853 K (yellow line), 773 K (red line) and (2) for ∆T = 2 K at T = 853

K (grey line), 773 K (black line).

The accuracy in the estimation of R(ν) and G(ν) with this procedure is mainly

determined by the temperature uncertainty (∆T) in L(ν) and by the alignment of

BB radiator with respect to the detection system.

The experimental error in the measurement of the BB radiator temperature (∆T)

causes an uncertainty in the estimation of spectral radiance L(ν,T). The error grows

with the decreasing of the temperature of the BB radiator and the increasing of ∆T,

reaching the maximum for the spectral region of the longest wavenumbers, as shown

in Fig. B.4.b. As a result, deviations of few percents in the numerical values of the

L(ν,T) may be reached. For example, in case of T = 773 K and ∆T = 2 K, the

deviation can be up to 5% in the spectral region of the longest wavenumbers.

Although the so called “three black-body sources” method may be applied to

minimize the error caused by the limited accuracy of the temperature measure-

ment [123], possible misalignments of the calibrated source with respect to the de-

tection system result in an additional source of high experimental errors in the

derivation of the instrumental functions. In fact, the instrumental functions are
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Figure B.5: a) Sketch of the mathematical model for the derivation of the instrumental function

R(ν,T) and G(ν,T). All the elements composing the detection system have been considered as

inner parts of a single instrument; b) BB spectral radiance at T = 853 K (grey line) and T = 773

K (black line) used for the derivation of the spectral response R(ν,T).

strongly dependent on the distance and the transversal position of the BB radiator

relative to the input aperture of the detection system. The relative difference in

R(ν) extracted from two different alignments (an accurate alignment and a mis-

aligned condition) has been quantified as high as 40% for the detection system here

calibrated. Consequently, the spectral response must be calibrated reproducing the

same experimental conditions where the detection system is typically involved.

As described in Section 3.4.1, the detection system used in this thesis is composed

by a) the FTIR and its inner optics components, b) the optical system to match

the F/# of the collection objective with the F/# of FTIR entrance, c) the LIA

and d) the position where generally the collection objective is placed during the

nonlinear optics experiments. Thus, the calibration of the spectral response has

been performed assuming all the previous parts as a single instrument (Fig. B.5.a).

The R(ν) calibration has been performed by using a BB radiator set at T =

853 K and T = 773 K, whose spectral radiances are shown in Fig. B.5.b. The

BB radiator has been chopped at two different frequencies (123 Hz and 223 Hz)

in order to take into account the contribution of the LIA in the detection system.

As shown in Fig. B.6.a, the measured spectra S(ν) for both chopper frequencies
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Figure B.6: a) Radiance spectrum S(ν,T) measured without LIA (black line) and with LIA for

BB radiator chopped at 123 Hz (red line) and 223 Hz (green line) at T = 853 K; b) detection

system spectral response R(ν) estimated by conventional calibration procedure.

have been affected by strong intensity fluctuations at high wavenumbers (ν > 6000

cm−1) that limit the accuracy of the R(ν) estimation. Contrarily, measurements

carried out detecting the BB emission without the LIA have shown an acceptable

signal/noise ratio in the spectral region of high wavenumbers, while maintaining

a good agreement with the spectra measured with LIA for wavenumbers less than

6000 cm−1. Therefore, the derivation of R(ν) function by means of Eq. B.2.3 has

been carried out excluding the LIA in the detection system.

The obtained spectral response R(ν) is characterized by a concave shape and

deep peaks of sensitivity reduction at about 2330 cm−1 and 3200 cm−1 (Fig. B.6.b).

It is worth remarking that the calibration has not been performed in an IR inactive

atmosphere, as the nonlinear optics experiments have not been carried out in purged

environment with pure N2. Consequently, the BB emission has passed through air

for 30 cm, from the BB radiator to the input of the FTIR, and in the optical path

inside the FTIR. Therefore, the decrease in the sensitivity at 2330 cm−1 and 3200

cm−1 may be attributed to the strong absorbtion of CO2 and OH, respectively.

However, further contributions from the materials constituting the optical elements

of the detection system may be also present.
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B.3 Spurious signals

When very powerful beams are used in a nonlinear optics experiment, particular

attention must be paid to study a possible undesired generation of spurious sig-

nals, for example due to the interaction of the pump beams with the detection

system. Therefore, in order to check the presence of such unwanted signals and,

if it is necessary, determine the condition where these signals are generated, a full

characterization experiment has been performed.

The controlling measurement has been carried out by aligning the two objectives

without the sample (configuration “1” in Fig. B.7.a) and detecting the transmitted

beam for several average output powers (Pobj
out)

P obj
out = PinT

2
obj (B.3.1)

where Pin is the average power emitted by the OPA and attenuated by neutral

reflective filters and Tobj is the measured transmittance of the reflective objectives

(see Section C.2).

Figure B.7: Spurious signals characterization: a) controlling configurations where two reflective

objectives coupled without (1) and with (2) the sample; b) SHG threshold for undesired generation

of spurious signal measured for several pump wavelength.

For Pobj
out sufficiently high, a spurious signal has appeared at the spectral region

of SH signal in the transmission spectrum. Since this is an undesired signal that

contaminates the experimental results, the average power threshold over which this
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signal is generated has been estimated. By varying the pump wavelength the aver-

age power threshold has been determined for the spectral region of interest of the

nonlinear optics experiments. As shown in Fig. B.7.b, this threshold is wavelength

dependent and it decreases from ∼ 1.2µW to ∼ 0.3µW as the wavelength becomes

longer.

Based on these results, the SHG experiments have been carried out by carefully

controlling the powers travelling inside the detection system. To this purpose the

output power of the residual fundamental signal transmitted by the sample (config-

uration “2” in Fig. B.7.a) has been estimated as

PWG
out = PinT

2
obj10−

α
10 (B.3.2)

where α is the coupling loss coefficient measured for every particular waveguide.

Therefore, the SHG experiments have been performed by keeping the power

transmitted by the sample (PWG
out ) sufficiently lower the half of the threshold. In

this way the experimental error in the estimation of the power threshold has been

taken into account. Furthermore, the PWG
out power has been also controlled by using

an incident power Pin at the input objective lower than the input power Pin over

which the spurious signal has been detected. This is a further precaution that has

been taken especially in case of uncertainty on the coupling loss coefficient α.

B.4 Conversion factor from a.u. to Watts

The calibration of the FTIR in absolute power units has been fulfilled by estimating

the conversion factor from arbitrary units to Watts in the spectral range of interest

by acquiring the spectrum of a radiation source with known power.

Both beams of the OPA operating in single beam emission have been used as

tunable calibrated input source. Due to the presence of internal gains of the LIA

and the InSb detector of the FTIR, the calibration has been carried out by set-

ting the detection system with the same parameters used in the nonlinear optical

experiments.
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By varying the power of the input beam at the entrance windows of the FTIR,

the corresponding spectrum has been acquired and subsequently corrected with the

spectral response of the detection system. In this way, the linear dependence of the

spectrum peak intensity on the input power has been constructed (Fig. B.8.a) and

the conversion factor has been evaluated as the slope of the linear fit.

Figure B.8: Conversion factor determination: a) spectrum peak intensity (dots) as a function

the input average power measured at 2115 nm. The conversion factor has been estimated as the

slope of the linear fit (red line); b) conversion factor as a function of the wavelength.

Although the calibration has been accomplished in fs-pulsed regime, because of

the limited temporal resolution of the detection system is sensitive to the average

power of the input beam, the conversion factor is given in arbitrary unit per average

power Watts units (a.u./<W>).

Due to the broad spectral range involved in the nonlinear optical experiments, the

dispersion of the conversion factor has been also studied. As shown in Fig. B.8.b,

the conversion factor exhibits an approximatively constant value for wavelengths

shorter than 2100 nm, whereas for longer wavelengths an increase of about one

order on magnitude, as a consequence of the rise of the FTIR internal optical path

transmission.
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Appendix C

Experimental characterization of

the principal optical elements

In addition to the calibration of the laser source and detection system, the charac-

terization of the principal optical elements constituting the experimental set-up of

the nonlinear optics experiments have been performed. The tested elements are the

reflective filters and objectives.

Since the control of the laser power has been achieved by reflective filters, their

optical densities have been experimentally verified with a spectrophotometer, that

is in a low-power-continuous regime, and with the OPA’s beams to test them in a

condition of high-power-pulsed pumping.

Due to the necessity of a low loss coupling and the selective excitation and

collection of the light from a single waveguide, an efficient coupling system has been

investigated. As the laser beam has been focused into the waveguide in free space,

proper objectives have been selected. Thanks to their particular optical properties,

reflective objectives are good candidates. Therefore, their performances have been

tested and compared to those of standard microscope objectives.
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C.1 Neutral optical filters characterization

During the nonlinear optics experiments the power of the laser source beam has been

varied by means of neutral reflective filters. The value of the optical density (OD)

has been tested both in conditions of low power continuous regime and in pulsed

regime combined with very high peak power due to the ultrashort pulses of the used

laser source.

In condition of low power and continuous regime, the optical density values have

been extracted from the absorbance measurements carried out with a spectropho-

tometer covering the spectral range of interest. Instead, the filters OD have been

verified in pulsed-high-power regime through the transmittance measurements of the

OPA’s beams.

Figure C.1: Optical densities of neutral reflective filters characterization: a) optical densities

measured at 1500 nm (solid dot) and 2000 nm (open square). The error bars are smaller than

symbols; b) deviation of the measured OD from the nominal values at 1500 nm (solid dot) and

2000 nm (open square).

The obtained values are independent on the investigated regimes within the ex-

perimental error bar. Therefore, they have been averaged. A very weak dependence

on the wavelength has been found as well as a significant deviation from the nominal
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values (Fig. C.1.a). In particular, the differences from the nominal values can be

considered negligible for ODs < 1, but they rise as the ODs become higher (OD

> 1) reaching a maximum discrepancy of 18 dB in case of nominal OD = 4 (Fig.

C.1.b).

Hence, the average power attenuated by the filters has been estimated by assum-

ing the OD values extracted experimentally.

C.2 Reflective objective characterization

Thanks to their unique optical properties, the reflective objectives have applications

in many research areas, such as FTIR spectroscopy, photolithography, laser drilling

and etching or laser pumping. In fact, compared to the standard refractive ob-

jectives, these objectives offer many advantages. For example, they possess longer

working distance relative to the magnification, larger numerical apertures and coat-

ing to enhance the performance at specific spectral region. Nevertheless, the most

significant property is represented by their total achromatism, which is a relevant

characteristic when dealing with signals with very different wavelengths. In fact,

due to their flexible optical system, the primary aberrations (spherical aberration,

coma and astigmatism) are corrected from the deep-ultraviolet to the far-infrared.

Furthermore, their high damage threshold makes these objectives good candidates

for dealing with powerful laser source, such as the one used in this thesis.

A reflective objective consists of a small diameter primary mirror, held in posi-

tion by a spider mount and a large diameter secondary mirror with a center aperture.

The most common configuration is the Schwarzschild-type, where the mirrors are

one convex and one concave with coincident centers (Fig. C.2.a). In paraxial ap-

proximation the system might be considered equivalent to a thin lens located at the

center of curvature of the two mirrors with focal length equal to f = (R1R2)/[2(R1-

R2)] [127]. However, this assumption becomes invalid when in the optimization

process the radii are slightly changed from the theoretical values. In fact, the op-
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Figure C.2: Reflective objectives: a) anatomy of a reflective objective in Schwarzschild configu-

ration; b) infinity-corrected reflective objective design [126].

tical properties are mainly determined by the radii of the two mirrors and their

separation.

The reflective objectives used in this thesis have been in infinity-corrected config-

uration (Fig. C.2.b), i.e. a collimated light enters the objective through the aperture

in the secondary mirror and is focused at a specified working distance. This design

represents an efficient solution when the focusing of a collimated broadband or mul-

tiple laser sources to a single point is required.

Thanks to aberrations suppression these objectives are also potentially suitable

for a tight focusing of a gaussian beam. In fact, although theoretically the beam radii

obtained after the focalization by a reflective and refractive objective are similar in

condition of high magnification (Fig. C.3), in case of standard microscope objectives

the presence of aberrations may cause a deviation from the theoretical focalized spot

size and the introduction of beam distortions due to the dispersive material of the

lenses composing the objective.

Since a selective excitation and collection of the light from a single waveguide and

the lowest possible coupling loss coefficient are necessary for an efficient experiment,

the performances of reflective objectives have been compared to those of standard
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Figure C.3: Comparison of the focalized beam radius (wf ) theoretically calculated as wf =

(λfM2)/(πwi) assuming a collimated gaussian beam with diameter equal to the primary mirror

diameter, i.e. 2wi = 3 mm, a laser quality factor M2 = 1.5 and beam wavelength of 1500 nm

for several objectives. The considered objectives are refractive objectives (green open dots) with

magnification factor M and numerical aperture equal to 10×/0.25, 25×/0.50 and 40×/0.65 and

reflective objectives (blue solid dot) with magnification factor M and numerical aperture equal to

15×/0.28, 36×/0.50 and 74×/0.65.

microscope objectives. For this purpose, measurements of insertion losses have been

accomplished by making use of different combination of launch and collection ob-

jectives, whose technical specifications are listed in Table C.1.

A diode laser (LMP1550-05E, Newport Corp.) emitting an elliptical beam at

1550 nm with fixed power of 5 mW has been coupled into 10 µm wide and 2 mm-long

waveguides and the transmitted light has been detected by a germanium photodetec-

tor (PH20-Ge, Gentec Electro-Optics Inc.). The tested couples of objectives have

been 10×/40×, 25×/40×, 40×/40× and 74×/74×, where the first magnification

value refers to the launch objective and the second one to the collection objective.

A pinhole with diameter of about 2 mm has been also included after the collection

objective to limit the light detection to the area around the waveguide.

The measurements have been consisted in quantifying the insertion losses when

the waveguide has been accurately aligned with respect to the coupled objectives
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M NA f (mm) WD (mm)

Refractive objectives 10× 0.25 16.9 6.80

25× 0.50 6.6 1.30

40× 0.65 4.6 0.47

Reflective objectives 74× 0.65 2.6 2

Table C.1: Technical specifications of the tested objectives, where M is the magnification, NA

is the numerical aperture, f is the focal length and WD is the working distance. The refractive

objectives are from Melles Griot and the reflective objective from Davin Optronics (model 5007-

000).

(situation WG) and when it has been moved to the left and right sides and up and

down (situations LT, RT, UP ,DOWN) of about 20 µm relative to the position of

maximum alignment with the objectives (Fig. C.4).

As shown in Fig. C.5.a, the insertion losses measured with an accurate waveguide

alignment with respect to the objectives for the combination 10×/40× are 10 dB

higher than the other pairs of objectives, that have instead similar values. This

result indicates that due to the limited power of focusing of the 10× objective a

poor coupling of the light into the waveguide occurs. In fact, if the conditions RT

and LT are compared to WG, the insertion losses have similar values (Fig. C.5.b).

This means that the presence of guided light into the waveguide has only a weak

contribution and thus, the same amount of light is measured when the waveguide is

not present.

On the other hand, when the couples 25×/40×, 40×/40× and 74×/74× are

considered, the insertion losses decrease to about 14 dB when the waveguide is

aligned, indicating an increase of the guided light into the waveguide (Fig. C.5.a).

In fact, when the waveguide is moved to the left or right side, the insertion losses

are about 12 dB higher for the combination 25×/40× and 40×/40× and 17 dB in

case of the couple 74×/74× (Fig. C.5.b).

When the waveguide has been down shifted, the insertion losses for the couple
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Figure C.4: Insertion losses measurement description: the insertion losses have been quantified

for accurate waveguide alignment with respect to the coupled objectives (situation WG) and for

a ∼ 20 µm misalignment to the left (LT) and right (RT) sides and up (UP) and down (DOWN)

relative to the situation WG. The sketches are not to scale.

74×/74× has not been affected, whereas more light has been collected when the

25× and 40× objectives have been used at the waveguide input causing a 5 dB

increase of the the insertion losses (Fig. C.5.b). Interestingly, when the waveguide

has pushed up (data available only for 25×/40× and 40×/40× combinations), a

further decrease of the insertion losses have been found (Fig. C.5.b). This may be

explained by the fact that part of the input light has been transmitted by the silicon

wafer.

The overall performances of the investigated objectives pairs is assessed through

the contrast parameter, which is defined as the difference between the insertion

losses in presence of the waveguide and the averaged values when the waveguide

has been pushed to left and right side. This parameter quantifies how selective and

efficient is the coupling of the objectives with the waveguide, i.e. how much light

that is not transmitted by the waveguide may be collected.

As shown in Fig. C.5.c, the contrast is an approximatively zero when the 10×
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Figure C.5: Insertion losses measurement results: a) the insertion losses quantified for perfect

waveguide alignment with respect to the coupled objectives (situation WG); b) for a ∼ 30 µm

misalignment to the right RT (solid square) and left LT (open square) sides and up UP (solid

circle) and down DOWN (open circle) relative to the situation WG; c) contrast parameter as a

function of the investigated objective pairs.

objectives is at the input facet of the waveguide and rises with the increase of the

magnification to a maximum of -20 dB in case of the reflective objectives. This high

contrast may be explained by the fact that, on the contrary with respect the refrac-

tive objectives, the reflective objectives combine the high magnification, that limits

the light collection from a smaller area, with a much longer working distance. As a

result, the contribution of light that is not guided by the waveguide is significantly

reduced.

Based on these results, the reflective objectives have been adopted in the non-

linear optics experiments for the coupling of the pulsed laser with the waveguides.

Reflective objectives transmittance

In order to estimated the coupled and emitted power from a waveguide, the transmit-

tance value of the reflective objectives has been necessary. Therefore, transmission

characterization has been carried out for the range of wavelengths of interest. As

shown in Fig C.6, the measured transmittance of a single objective shows a wave-

length dependence. It is about 45% in the spectral region of the second harmonic

signal and ranges from a minimum of about 25% at 2080 nm to a maximum of about
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Figure C.6: Reflective objective transmittance as a function of the wavelength.

45% at 2400 nm in the wavelengths region of the fundamental signal.
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